
UC Riverside
UC Riverside Electronic Theses and Dissertations

Title
Efficient Accelerator-Rich Computers for Future Applications

Permalink
https://escholarship.org/uc/item/68w3z4vq

Author
Hu, Yu-Ching

Publication Date
2024
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/68w3z4vq
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA
RIVERSIDE

Efficient Accelerator-Rich Computers for Future Applications

A Dissertation submitted in partial satisfaction
of the requirements for the degree of

Doctor of Philosophy

in

Computer Science

by

Yu-Ching Hu

September 2024

Dissertation Committee:

Dr. Hung-Wei Tseng, Chairperson
Dr. Daniel Wong
Dr. Elaheh Sadredini
Dr. Nael Abu-Ghazaleh



Copyright by
Yu-Ching Hu

2024



The Dissertation of Yu-Ching Hu is approved:

Committee Chairperson

University of California, Riverside



Acknowledgments

I would like to thank Professor Hung-Wei Tseng for his guidance as my thesis advisor and

chairperson of my committee. Without his support and advice, I would not be here today.

I would also thank Professor Daniel Wong, Professor Elaheh Sadredini and Professor Nael

Abu-Ghazaleh for their insightful feedbacks and inputs as my committee members.

I would like to acknowledge Dr. Yuliang Li, who offered theory and technical

support throughout my research journey. His insights helped me conduct more interesting

research topics and build useful skills.

I am grateful for all of my friends, collaborators, and colleagues from ESCAL group

for the highs and lows we experienced together.

Lastly, I would like to express my gratitude to my wife Yi-Zhen Tsai and my

parents for their mental and financial support as I pursued a Ph.D. in computer science as

well as master’s degrees in material science.

iv



To my wife, my family, and friends for all the support.

v



ABSTRACT OF THE DISSERTATION

Efficient Accelerator-Rich Computers for Future Applications

by

Yu-Ching Hu

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, September 2024

Dr. Hung-Wei Tseng, Chairperson

With the advancement of processor technology, numerous hardware accelerators

beyond CPUs and GPUs are emerging to meet the rapid growth in computation demands.

Particularly, the demand for AI and ML applications is outpacing the improvements in

general-purpose hardware, prompting researchers to integrate hardware accelerators into

architectural designs. This raises a fundamental research question: Are we fully exploiting

these AI/ML hardware accelerators?

This dissertation addresses this question from multiple perspectives. Firstly, have

we used approximate hardware efficiently and effectively? Optimal performance requires

that the system supplies data smoothly to powerful computing units. Secondly, the porta-

bility of hardware accelerators. While designed for compute-intensive AI/ML workloads,

can other domains benefit from these accelerators? Lastly, do we need more accelerators,

or are current ones sufficient for evolving AI-assisted applications?

To answer the first question, I proposed Varifocal Storage (VS), an architecture

that reduces unnecessary data via in-storage processing, mitigating data traffic within in-
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terconnects and minimizing data transformation overhead. By dynamically adjusting data

resolutions, VS addresses the demands for performance, flexibility, cost, and quality, neces-

sitating a hardware/software co-design within the approximate computing framework.

For the second question, I proposed TCUDB, a relational database query engine

leveraging Tensor Core to significantly accelerate SQL query processing, achieving orders of

magnitude speedup even for non-AI/ML queries. TCUDB revisits application algorithms

and data layouts for emerging hardware accelerators, demonstrating versatility across var-

ious analytic queries and use cases including matrix multiplication, entity matching, and

graph applications.

Finally, driven by the growth in AI-based personal assistant applications and the

shift from traditional PCs to mobile devices, I proposed the Personal Assistant Multi-

device Machine Learning Benchmark (PAMLB) to address complexities in data processing

pipelines. Existing benchmarks like Rodinia and TPC-H fail to capture the real-world

experience of AI-assisted applications, which heavily rely on small user devices and data

center interactions. PAMLB aims to develop comprehensive workloads to optimize/deploy

modules on different devices for these advanced applications.
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Chapter 1

Introduction

The insatiable demand for computing power from increasingly complex AI mod-

els [183, 27, 38, 184] has exceeded the capabilities of traditional technology, despite the

tremendous gains achieved by CPU and GPU vendors. This harsh reality highlights the

urgent need for specialized hardware accelerators made expressly to effectively handle the

particular processing demands of AI workloads.

Figure 1.1 illustrates the explosive growth in demand for computing power driven

by the rise of artificial intelligence models over the past decade. While the performance

of traditional CPUs and GPUs has steadily improved, with roughly 7× and 14× speedups

respectively from 2014 to 2024, the demand for compute resources by AI models has sky-

rocketed exponentially, particularly between 2014 and 2018.

As we enter an era of AI proliferation across various domains, it becomes crucial

to leverage hardware accelerators optimized for computations not just limited to AI. These

heterogeneous architectures have the potential to bridge the widening gap between the de-
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Figure 1.1: Total amount of compute and advance in AI.

mand for compute resources and the capabilities of conventional CPUs and GPUs, enabling

more efficient and scalable system development and deployment.

The overhead of preparing input datasets becomes the most crucial step in the

data-processing pipeline because approximate hardware improves significantly. Figure 1.2

shows this shifting bottleneck by presenting a striking comparison between the time spent

on data preparation and the actual computation phase for various workloads, including

scientific computing, machine learning, and deep learning applications. It reveals that the

data preparation stage is significantly more expensive than the computing stage for most

of the benchmarks.

The findings call for a paradigm shift in the way we approach hardware and soft-

ware co-design, moving away from a narrow focus on a single architectural component,
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Figure 1.2: Data preparation overhead compared against the compute kernel.

optimization, and embracing a holistic system-level perspective that considers all stages of

the application pipeline, including data preparation, data movement, and computation.

Another inherent limitation of approximate hardware is precision. Table 1.1 shows

the data precision range supported by the emerging approximate hardware, it is important

for the system architect and programmer to consider whether these accelerators can handle

workloads properly without sacrificing too much accuracy.

Chapter 2- 4 are written in the conference paper format: each chapter has its

own introduction, background, problem statements, challenges, proposed solution, system

implementations, methodology, results, related works, and conclusion. This dissertation is

organized in the following way.

3



Table 1.1: Supported data precision.

Approximate hardware Data type precision

Tensor Cores (4th Gen) 8, 16, 32, 64-bit

TPU 8-bit

Edge TPU 8-bit

Digital Signal Processor 16, 24, 32-bit

Chapter 2 presents Varifocal Storage: Dynamic Multiresolution Data Storage,

which addresses the data preparation overhead by adjusting the data resolution and per-

forming quality control within the storage device.

Chapter 3 presents TCUDB: Accelerating Database with Tensor Processors, which

demonstrates matrix processors can be applied to relational databases and accelerate SQL

queries by revisiting application algorithms and data layout.

Chapter 4 presents PArtnerM2LB: Personal Assistant Multi-device Machine Learn-

ing Benchmark, which provides a multi-device machine learning benchmark suite to assess

performance and energy efficiency.

Chapter 5 concludes this dissertation.
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Chapter 2

Revisiting the Hardware/Software

Interface for Storage device

Approximate computing is increasingly being integrated into commercial systems

for the sake of better performance and energy efficiency. Many applications nowadays can

tolerate minor inaccuracies in input data [34, 61, 137, 160, 263, 167, 156, 147]. Current

developments in approximate hardware accelerators, such as mixed-precision support in

GPGPUs [177], NGPUs [260], NPUs [58], and CPUs [109], have further reduced compute

kernel execution times and expanded the distance between data preparation and computa-

tion in approximate applications.

In approximation computing, most current research is to speed up compute kernels

by design optimization of algorithms, programming frameworks, or architectural elements.

However, modern computer systems hosting approximate computing still rely on storage

system stacks created for traditional exact computing. The overhead related to preparing

5



input datasets—such as obtaining data from storage devices and modifying data resolu-

tions—emerges as the most crucial step in the data processing pipeline when employing the

most recent generation of GPGPUs to run approximate computation kernels.

2.1 Holistic system architecture

To tackle the previously described bottleneck in approximate computing, it is im-

perative that the storage device collaborates with the running program to provide datasets

at the necessary resolution. This type of hardware-software co-designed can minimize the

total bandwidth demand from the data source by lowering resolution, which in turn reduces

the most latency-critical data-transfer overhead. Compute kernels can directly use these

low-resolution inputs to avoid unnecessary data conversion. In spite of the clear benefits of

a storage device that can effectively implement data-resolution reduction, building such a

storage device is challenging, as the design must consider all of the following:

Performance The computations required to adjust data resolutions in the storage

device need to be efficient enough to not exceed the latency of transferring the adjusted

data and should not affect normal I/O workloads.

Quality Reducing data resolutions lowers the latency in data transfer but also

has the potential to degrade output quality [120, 131, 132, 95]. If the input data leads to

significantly inaccurate results, the application must recompute and/or iteratively retrieve

the reduced data, both of which increase end-to-end latency.

6



Flexibility The design should preserve the ability to provide datasets in the di-

verse resolutions that applications require. Any design that fails to do this will limit the

usefulness of the system.

Cost Costs must be minimized. Datacenter architectures are prohibitively expen-

sive, and hardware components that require large capital outlays will likely prevent a new

design from being widely adopted.

We propose Varifocal Storage (VS), a dynamic, multi-resolution storage-system

architecture that improves performance while addressing the aforementioned challenges. VS

extends storage-interface semantics by introducing a set of operators that applications can

apply to make data-resolution adjustments. VS uses computing resources already present in

modern storage devices with non-volatile memory (NVM) to support operators that work

on the stored raw data—without using additional hardware components. Since the VS

architecture only needs to store the raw data, VS adds no storage-space overhead to the

storage device.

For quality control, VS offers the Autofocus mechanism to automatically specify

resolution: Autofocus selects the lowest resolution that satisfies all control variables for the

VS operator and the data inside storage devices before compute kernels on the host computer

or other heterogeneous computing resources start processing the data. With Autofocus

serving as a kind of approximate-computing vanguard, VS can (1) prevent compute kernels

from processing data that will produce low-quality results, (2) reduce performance loss

due to recomputation and input data being re-sent in higher resolutions, and (3) allow

an application to tolerate a wider range of datasets. Moreover, VS introduces the iFilter

7



mechanism to specify both the approximate operator and the appropriate resolution to

further reduce programmer burden in designing applications.

We evaluate VS by designing and implementing a VS-compliant solid-state drive

(SSD) that is an extension of an existing datacenter-class SSD. The current VS-compliant

SSD allows applications to adjust data resolutions using operators for value approximations,

packing, data filtering, and content selection in firmware programs without modifying hard-

ware design.
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Varifocal Storage makes the following contributions:

(1) It presents VS, a system architecture that optimizes the performance of approximate

computing in full-stack design by dynamically changing data resolutions in storage devices

to address the demands of performance, flexibility, cost, and quality.

(2) It demonstrates the potential benefits of adding another layer of quality control to reduce

programmer burden by introducing the Autofocus and iFilter mechanisms that automati-

cally determine data resolutions or even operators.

(3) It describes an implementation of VS to demonstrate the feasibility of VS architecture

in modern storage devices and to evaluate the performance of VS using a wide range of

approximate-computing applications.

By running a wide range of applications, we show that the manually controlled

VS can speed up the most critical data preparation by 2.02× without significantly affecting

accuracy. With the Autofocus mechanism determining the resolution, VS speeds up perfor-

mance by 1.70× on average. Using the fully automatic iFilter mechanism, VS can achieve

a speedup of 1.74×. Comparing the end-to-end latency of VS with that of conventional

approximate-computing architecture, VS is 1.52× faster with programmer optimization,

1.43× faster using Autofocus, and 1.46× faster using iFilter.

2.2 Background

This section presents the motivation for our design, describes missed opportunities

in modern computer architecture, and discusses alternative solutions.
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2.2.1 The Overhead of Presenting Datasets in Different Resolutions

Figure 2.1 illustrates the data-processing pipeline of approximate-computing ap-

plications in modern heterogeneous computers. The computer first needs to issue I/O

commands for the storage device to access raw data from its internal data arrays and then

transfer the raw data through the underlying system interconnect while simultaneously

serving other data-access requests. Once the host computer receives a chunk of data, the

CPU can start producing datasets in lower resolutions. The approximate-compute kernel

can then perform computations using the resolution-adjusted datasets. If the kernel can

leverage a GPU, TPU, NPU, or other hardware accelerator, the system must additionally

exchange among different components through the interconnects before the accelerator can

compute on the prepared data.

With these approximate-computing-based acceleration techniques, the latency of

retrieving data from the storage system becomes the most critical stage in the data-

processing pipeline. Figure 2.2 compares the latency of receiving raw data chunks from

a high-end NVM-Express (NVMe) storage device against the execution time of performing

approximate/mixed-precision compute kernels on the same data chunks using an NVIDIA

Tesla T4 GPU [177] for a set of applications [259, 208, 250, 31] (detailed description in Sec-

tion 4.4). Using a highly optimized I/O library that saturates the NVMe I/O bandwidth,

the overhead of receiving datasets exceeds the kernel execution as the most critical stage in

a majority of these applications.
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2.2.2 Missed Opportunities in Modern NVM-Based Storage Systems

Without revisiting the hardware/software interface for storage devices, conven-

tional approximate-computing frameworks fail to optimize the increasingly critical data-

preparation process from the following opportunities:

Reduced data size Since approximate computing works on lower-resolution datasets,

the compute kernels usually consume fewer bytes than exact computing ones. However, con-

ventional storage interfaces, including those based on the latest NVMe standard [9], only

support read/write commands that exchange raw data between source and destination; ap-

plications can never reduce the bandwidth demand of exchanging raw data between the

storage device and the host.

Rich device-internal bandwidth Conventional storage interfaces waste the rich

internal bandwidth of storage devices. The controllers found in modern datacenter SSDs,

including the controller in the prototype SSD that we used for this paper (Section 4.4.1),

support up to 32 channels. The internal bandwidth of our prototype SSD can reach up

to 8 GB/s if the SSD uses MLC flash memory chips with an average reading latency at

35 µs for each 8 KB page [163, 82, 196]. However, the application only works on the host

computer and exchanges data with the SSD using limited PCIe bandwidth. With newer,

faster NVM technologies (e.g., ZNAND [214] or 3DXPoint [101]), the mismatch between

the internal and external bandwidths can become more significant.

In-storage processing power Conventional interfaces also hide the freely avail-

able processing power in SSD controllers. Figure 2.3(a) shows the architecture of a modern

datacenter SSD. In addition to NVM chips, an SSD contains general-purpose cores and
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Figure 2.3: (a) The architecture of modern SSDs. (b) The modern PCIe system-interconnect

architecture.

DRAM to execute firmware programs and to cache/buffer data. In spite of the limita-

tions and dynamics of the outgoing bandwidth, the SSD controller can still access its own

data-storage arrays with channels and banks. Nonetheless, the SSD’s general-purpose cores

remain unavailable to applications because conventional interfaces only support access to

raw data.

Due to the relatively longer latency of accessing NVM devices and the over-

provisioning of processing power to avoid the cost of adding an embedded operating system,

SSD cores are idle for significant amounts of time. To accurately determine processor idle

time, we analyzed the loading of each processor core in our baseline data-center SSDs under

different scenarios. The maximum utilization appeared when we saturated the outgoing

PCIe bandwidth by continually issuing 32 MB read requests. Under this scenario, the bus-

iest SSD processor core spent 70.4% of its time parsing NVMe requests, and the second

13



busiest core spent 46.5% of its time receiving commands from the PCIe interconnect. All

other processors responsible for managing data accesses for flash data were only busy 12.5%

of the time. When the SSD is performing garbage collection, none of the processors are

busy for more than 20% of the time due to the long latency of erase and write operations

characteristic of SSDs. Consistent with these results, previous studies of data-center-class

SSDs and common SSD prototypes [196, 264] have shown the average utilization of their

SSD processors to be lower than 30%. With frameworks such as FlashAbacus [271], the

SSD controller typically has even more idle time to spare for non-essential workloads.

2.2.3 Alternative Approaches

A number of alternatives have been suggested to address the data-I/O bottleneck

for general-purpose applications and the dataset-preparation requirements for approximate-

computing applications. However, none of the alternatives addresses the demands of ap-

proximate computing in modern heterogeneous computers. Rather, each alternative only

addresses a subset of the challenges of presenting datasets in different resolutions.

Increasing I/O bandwidth The most direct approach to improving data-transfer

performance between the storage device and the host computer is to increase the I/O band-

width of the storage device. However, this approach is difficult and expensive in modern

architectures. Figure 2.3(b) shows the topology of attaching peripheral devices, host pro-

cessors, and other accelerators in the most popular system interconnect for a PCI Express

(PCIe). Most modern SSDs attach to a PCIe using 4× PCIe Gen3 lanes that provide up to

4 GB/sec of bandwidth. As modern CPUs incorporate their memory controllers on-chip and

use an exclusive processor-memory bus, the bandwidth that the host application can use to

14



Varifocal Storage Core

Varifocal Storage API

VS-compatible NVMe Driver

Host Application

Computer Kernels on Accelerators

Interconnect I/O & Storage Interface

NVM Arrays
Storage Device

Host
Computer

Accelerators
PCIe

PCIe

Intra-storage
interconnect

SSD Management Layer

Figure 2.4: The VS system architecture.

communicate with other devices (including GPUs, NICs, hardware accelerators, and SSDs)

is limited by the total PCIe bandwidth to which the CPU connects. As a result, the actual

outgoing bandwidth that the SSD can use is narrower than the theoretical bandwidth, as

it is usually the case that multiple devices are competing for the bandwidth going into the

CPU/memory controller. In this modern system-interconnect architecture, increasing the

bandwidth is very challenging since it requires the CPU to make more PCIe lanes available

(i.e., increase the pin count of the processor) or reduce the number of peripheral devices

that the system can connect.

Data compression Although lossy and lossless data-compression algorithms [28,

32, 193, 258] both help to reduce data size and save I/O bandwidth, the overhead of decom-

pressing data on the destination computing device can easily cancel the benefit of reducing
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data-transfer time; without appropriate hardware support, data compression may lead to

performance degradation [138]. This is precisely what we observed (see Section 2.8.2).

If the storage device stores data using lossy algorithms, the system sacrifices support for

exact-computing.

In-storage processing (ISP) General-purpose intelligent storage frameworks

such as Willow [217], Samsung’s SmartSSD [51], Morpheus [237], Biscuit [83], Summa-

rizer [128] and FlashAbacus [271] allow applications to use the processing power inside

SSDs. These platforms fall short of approximate computing for the following reasons.

(1) These platforms aim at offloading computation from exact computing and can lead

to suboptimal performance for approximate computing. For example, Summarizer’s filter

operation picks pages that render datasets distorted from the raw dataset, which increases

data exchanges and computation. (2) These platforms require the programmer to customize

near-storage computation (e.g., resolution adjustments in approximate computing) on per

application basis, increasing the burden of programmers and creating security concerns. (3)

Even language support makes programming easier, the programmer can easily overestimate

the capability of controllers and hurt performance.

Approximate storage Approximate storage systems store data using unreliable

memory cells. Since these cells do not faithfully store raw data, systems that use them can

neither support exact computation nor dynamically generate data in different resolutions;

such approximate-storage systems simply sacrifice flexibility [133, 213, 69, 104].

Quality control Without revisiting storage-interface design, existing quality-

control mechanisms must request full-size, raw data from the storage device [120, 131,
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95, 212, 204, 228, 153]. Most frameworks control output quality by comparing subsets of

results for exact and approximate computation, missing the opportunity to capture low-

quality input that failed the requirement before computation begins. Section 2.8.2 presents

the superiority of VS over conventional approaches in this respect.

2.3 Overview of VS

Figure 2.4 shows VS in a heterogeneous computer system. VS revisits the storage-

system stack to allow the device to dynamically produce data with different resolutions on

demand. The VS core layer resides inside the storage device to change data resolutions

presented to applications. The VS layer interacts with existing system I/O interfaces and

provides an extended interface for resolution adjustments. The VS layer also works together

with the SSD management layer (i.e., the flash translation layer in flash-based, solid-state

drives) to locate the requested data. The host system needs an extended kernel driver and

API functions in order for the applications to send requests, exchange data, and receive

feedback from the VS core layer. The host application interacts with the API and sends

commands specifying the raw data types and operators that VS should work on.

The VS core layer supports a set of operators that are especially effective for

applications that contain high data-level parallelism but are able to tolerate inaccuracies in

datasets. The VS layer is also where the Autofocus and iFilter perform mechanisms that

automatically determine the most appropriate data resolution for quality control. The host

application can optionally enable Autofocus and iFilter through VS’s API and kernel driver.
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Figure 2.5: The data-processing pipeline of VS.

Figure 2.5 illustrates the data-processing pipeline that VS enables to tackle the

challenges of performance, quality, flexibility, and cost. By using operators and quality-

control mechanisms inside the storage device, VS exploits the richer internal bandwidth

and idle processing power to efficiently adjust/prepare datasets in lower resolutions for

approximate computing applications. Instead of always sending raw data, VS allows the

storage device to send adjusted datasets to the host, reducing the total latency of transfer-

ring data over the system interconnect. In this way, VS mitigates the idle time in compute

units and frees up CPU resources to tackle more useful workloads, leading to performance

gains for approximate applications on the host side.
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Synopsis Description

int vs setup(int fildes, struct

vs operator** op list, const char

*restrict format)

This function sets up the VS operator to apply on a file stream that

is associated with a file descriptor, fildes. The op list describes the

desired operators for data associated with the open file descriptor. This

function collects data formats within the file through the format string

and VS will apply each operator to each type of data in the string

accordingly. If the list contains a nop operator, VS will not apply any

approximation of the corresponding data.

int vs read(int fildes, void *buf,

size t nbyte, struct vs feedback

*fb)

The function reads data from the storage device using the previously set

operators for the open file descriptor and provide the feedback through

the struct vs feedback data structure.

int vs release(int fildes) The function disables the VS operators on the given data stream that

fildes represents and releases the resources that these operators use.

Table 2.1: Sample functions from the VS API.

2.4 The VARIFOCAL STORAGE programming model

To prepare an application to take advantage of the VS model, the programmer uses

the VS library to specify data resolutions and retrieve adjusted data for the application.

The application also needs access to compute kernels that work with lower-resolution data.

The details of the VS programming model are given below.

VS provides a set of library functions for applications. The programmer uses these

functions to set up (1) the operators required to read data and whether Autofocus or iFilter

is enabled, and (2) the parameters that allows the underlying storage device to adjust

data as well as control variables that Autofocus and iFilter use to control the adjusted

data. Table 2.1 lists three representative API functions; the functions are used when an
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application calls open to create a file descriptor. If the offset of an open file descriptor needs

to be manipulated, the application simply uses conventional file system functions like lseek

or fseek.
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int setup(int argc, char **argv)  {
    // Skip — the rest of code ...
    int infile;

    // VS: Declare VS variables
    struct vs_operator op[1];
    struct vs_feedback fb[1];

    // Open a file descriptor
    infile = open(filename, O_RDONLY, "0600");

    // Read precise data from the file descriptor
    read(infile, &npoints,   sizeof(int));
    read(infile, &nfeatures, sizeof(int));

    // Skip — some other initialization code ...

    // VS: set parameters for desired operator 
    // PACKING(default)/PACKING_AF(autofocus)/VS_IF(iFilter) 
    op[0].op = PACKING;
    op[0].resolution = HALF;

    // Skip — some other initialization code ...
    // VS: apply the desired VS operator for the file
    vs_setup(infile, &op, “%f”);
    // VS: read data processed by the VS operator
    vs_read(infile, buf, npoints*nfeatures*sizeof(float), &fb);
    // VS: disable the usage of VS operator for the file
    vs_release(infile);
    // Skip — the rest of code ...
    // VS: use approximate kernel if the operator succeed
    if(fb[0].resolution == op[0].resolution)
        cluster_approximate(…);
    else
        cluster(…);
    // Skip — the rest of code ...
}

Figure 2.6: A KMeans code sample with inserted VS function calls.
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Figure 2.6 shows KMeans code (Rodinia benchmark suite [208]) with VS function

calls inserted. In the example, KMeans uses conventional system-library functions (e.g.,

open and close) to manage the file descriptor. If the program reads data using standard

I/O functions (as in the two read function calls in the code), VS does not change the

resolution of the accessed data. The modified KMeans code initiates VS for the infile

file descriptor by calling vs setup. This version of the code sets the desired operator and

resolution. The vs setup function also accepts an argument that describes the data formats.

In the KMeans code sample, VS will interpret the file content as floating point numbers.

VS starts adjusting data only if the application calls the vs read function. This

function resembles the existing Linux read function except that (1) the resulting data size

may be different from the requested data size, since operators will trim data sizes in most

cases, and (2) the function will provide feedback regarding the resolution that VS selects. If

the program calls a regular read function to replace the vs read in Figure 2.6, VS will not

change the data resolution (even if the program previously initiated VS using vs setup).

These API functions (e.g., vs read) can interact with the underlying file system cache to

further improve performance if another application is requesting the same dataset with the

same resolution.

If VS successfully adjusts the data, the application can use a compute kernel

that supports lower-resolution input (e.g., cluster approximate) to further reduce the

total execution time of the program. If the kernel is elastic to changes in dataset size

(like machine learning algorithms), then no need to change the compute kernels. In many

cases, the programmer can compose approximate versions of compute kernels by slightly
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modifying the original kernel functions to operate on less precise data types or summarized

input datasets [211, 210]. The application can also use library functions (e.g., Mixed-

Precision CUDA libraries and FANN library for NPU [58]) leveraging approximate hardware

accelerators to perform the approximation in compute kernels.

Depending on the approximate compute kernels that the application uses, the pro-

grammer can choose different VS operators for data adjustments when calling the vs setup

function. To determine the desired resolution, the programmer can leverage existing lan-

guage frameworks and profiling tools [212, 211, 210, 22]. In addition to traditional ap-

proaches for determining resolutions, VS provides the Autofocus mechanism to automati-

cally decide the resolution using a set of control variables that the programmer can option-

ally pass as parameters. The resolution-reduction choices Autofocus makes are usually more

conservative than those of a programmer, but Autofocus can nonetheless help applications

adapt to datasets. To ensure the quality of the execution result, VS may leverage existing

approximate frameworks [120, 131, 212, 204, 228, 153].

If a given application can apply multiple versions of approximate kernels for differ-

ent VS operators, the programmer can use the iFilter mechanism to let the storage device

choose the most appropriate operators and resolutions for each dataset. The programmer

can pass “VS IF” as the operator to trigger the iFilter mechanism and optionally describe

the available set of operators and the control variables. Using the feedback data structure

(vs feedback), the application can then execute the corresponding approximate kernel.
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2.5 The Core VARIFOCAL STORAGE Layer

The core of VS provides a set of operators to adjust data resolutions. VS exposes

these operators to applications through an extended storage interface. The VS layer also

implements two mechanisms to determine appropriate data resolutions and provide quality

control over the adjusted data.

2.5.1 VS Operators

VS provides several operators to adjust data resolutions before shipping the data

to host applications. To achieve the best performance using the VS model, operators are

selected in accordance with the following criteria: (1) The computation overhead must

match the processing power inside the storage device. Thus, VS can minimize the impact

on access latency and power consumption and avoid extra hardware costs. (2) A wide

range of applications must be able to apply the operator, thereby allowing for more efficient

use of valuable device resources (VS identifies the most useful operators from previous

efforts [211, 210]). (3) The operator must allow VS to take advantage of mismatches between

external and internal bandwidths and downsize the outgoing data—the VS model is most

effective when the data adjustment can reduce the demand of interconnecting bandwidth.

The current VS framework supports the following categories of operators for di-

verse data types.

Data Packing The data-packing operator trims the dataset size by using fewer

bytes to express each item and by condensing the layout in memory. A data-packing op-

erator is suitable for applications that only use a small range within the number space of
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the original data type and for applications that can tolerate some inaccuracies in the input

data. Since the data-packing operator translates raw data into a less-precise data type, it

can potentially decrease accuracy (e.g., double→float→half or int64→int32→short→char).

Quantization The quantization operator rescales the raw values into a smaller

value space as well as preserves the relative order of values. The quantization operator is

applicable to the application requires large value sapce.

Reduction/Tiling The reduction operator applies a function (e.g., average) to a

group of input values and yields a single output value. After applying a reduction operator,

VS sends only the resulting value of each group in order to reduce the amount of data

passing through the system interconnect. This operator is especially useful for machine

learning and statistics applications when the input data is uniformly distributed [210].

Sampling The sampling operator chooses a subset of items from the raw data

and sends the selected items to the host computer. Operators in this category can perform

uniform/random data selection or report only the most representative data. The sampling

operator helps to filter out repetitive/similar inputs that make no contribution to the final

application result. If the compute kernel is elastic with respect to the number of records

within the dataset, the sampling operator can achieve the same effect as that of loop perfo-

ration [165, 223, 180] but without any code modification (without the VSampling operator,

conventional loop perforation needs the raw data to be present in system memory).

Besides, by providing the preceding types of operators, VS gives system designers

the chance to extend the number of operator types using the mechanisms described in

Section 2.6.3.
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2.5.2 Autofocus and iFilter

The Autofocus and iFilter mechanisms provide quality control and reduce the

amount of programmer effort required to adjust data resolutions. Autofocus and iFilter are

inspired by two previously observed phenomena: (1) The quality of the input data affects the

quality of the result in approximate computing [120, 131, 132]. (2) A small subset of input

data is representative of the rest of the input data in approximate-computing applications

that tolerate inaccuracies [131]. Building upon these observations, Autofocus and iFilter

can select the resolution/operator using only a small portion of the raw input data from a

requested dataset and then monitor the quality of the adjusted input data.

Autofocus

Autofocus allows the programmer to simply specify the desired VS-operator, let-

ting VS decide the most appropriate resolution that guarantees quality while improving

performance. Autofocus also makes applications more adaptive to different datasets, as the

most appropriate resolution varies from dataset to dataset.

Algorithm 1 shows how the Autofocus mechanism works. Autofocus makes deci-

sions using the programmer-selected operator (op) and the quality-control variables specified

in (CV s), with values being determined by either the programmer or the default settings.

Autofocus then adjusts each data subset (d) using the specified operator (op) with the

least precise resolution (r) that Autofocus has not examined from the available operator

resolutions (R).
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Algorithm 1 Autofocus
Input: op, CV s . CV s are optional

1: for each r ∈ R do . r is sorted in ascending order

2: D ← RawData

3: for each d ∈ D do

4: d′ ← adjust data(d, op, r)

5: ∆← compute CV s(d, d′, op)

6: if ∆ satisfies CV s then

7: remove d from D

8: if D is empty then

9: return r

10: end if

11: else

12: break

13: end if

14: end for

15: end for
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VS Operator Function compute CV s Description

Data Packing
abs(dataraw, dataadjusted) and

minnew data format ≤ datanew ≤ maxnew data format

For data packing, VS calculates and

check if (1) the absolute difference be-

tween the original data and adjusted

data is smaller than the given threshold

and (2) adjusted data falls in the range

of the target data type.

Quantization

abs(dataraw, dataadjusted ∗ scale factor), where

scale factor =

max(dataold data format)−min(dataold data format)

max(datanew data format)−min(datanew data format)

For quantization, VS controls the qual-

ity by rescaling the adjusted data back to

the raw data format and measuring the

absolute difference. VS drops the adjust-

ment if the difference is greater than the

given threshold.

Reduction/Tiling abs(dataraw, dataadjusted)

For reduction/tiling, VS computes the

absolute difference between raw data and

adjusted data. VS compares if the abso-

lute difference is smaller than the given

threshold.

Sampling binary distance(dataraw, dataadjusted) [195]

For sampling, VS calculates the Ham-

ming distance between raw data and ad-

justed data and drops the current de-

cision if the distance is larger than the

given distance.

Table 2.2: Summary of function compute CV s.

Autofocus will check the quality of adjusted data (d′) by comparing the adjusted

data with the raw data (Line 5) and generate the comparison result (∆). Take the data-

packing operator as an example; Autofocus will compare the precision loss between the

original data type (e.g., FP32) and the adjusted data type (e.g., FP16) and check to see

whether the difference is smaller than the value from the control variable. To reduce over-

head of operators that need more complex logic (e.igh, Autofocus only applies the quality-

cog., sampling) to generate ∆ or when the controller’s load is hntrol function compute CV s

to each byte of data in the first few pages (8 in our experiments) and then randomly checks
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the remaining adjusted data. Table 2.2 summarizes how we compute the control variables

for each VS operator.

If every checked piece of the adjusted data successfully passes through the compute CV s,

VS will report the current resolution to the host application and transfer the adjusted data

(Line 9 of Algorithm 1) through the system interconnect. If the quality of the adjusted data

(d′) fails on the control variables, Autofocus will fall back to the next resolution (Line 12

of Algorithm 1).

iFilter

iFilter can work without programmer input and is more effective than Autofocus

for applications having compute kernels that are compatible with multiple VS-operators.

Algorithm 2 shows how the iFilter mechanism works. The iFilter algorithm includes a

decision-making phase (Line 1–Line 18) and a monitoring phase (Line 19–Line 32). In

the decision-making phase, iFilter will try out all available VS operators (OP ) that can

be applied to the input data type for the first few pages (8 in our experiments) of the

requested data. The iFilter algorithm is similar to the Autofocus algorithm in that it

selects the most appropriate resolution for each operator, except that iFilter will keep track

of the resolution (min res[op]) and the resulting data size (min size[op]) for each operator

(Line 5 & Line 11).

After the decision-making phase, iFilter will enter the monitoring phase and select

the operator that yields the smallest data size (Line 19). iFilter uses the selected operator

(op) to adjust every piece of raw data. If iFilter successfully reaches the end of the request,

29



iFilter will report the selected operator and resolution (Line 27) and send the adjusted

data to the host. If iFilter fails to reach the end of the request, it will remove the current

resolution from the available set of resolutions (R[op]) and restart the decision-making

phase to choose the next appropriate operator and resolution (Line 30 & Line 30). The

computation overhead for iFilter is thus higher than that of Autofocus since iFilter examines

more operators to choose the one with the minimum amount of data going through the

system interconnect. However, the additional overhead is negligible with large datasets

because the relevant VS operators need only be applied to the first few chunks of the

dataset.

2.6 Building a Storage Device Compliant with VARIFOCAL

STORAGE

Building a VS-compliant storage device means tackling challenges associated with

(1) providing a hardware/software interface that allows applications to describe the resolu-

tions and quality of the target data, and (2) minimizing the computational overhead/cost

of adjusting data resolutions. VS overcomes the former challenge by extending the NVMe

interface; this requires the fewest modifications to the system stack and applications. VS

addresses the latter challenge by exploiting the idle cycles available in modern SSD con-

trollers. This section describes the NVMe extensions and the use of existing architectural

components in an SSD that are needed to ensure VS compliance. This section also describes

how to add new operators to the VS architecture.
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2.6.1 NVMe Extensions for VS

Conventional storage interfaces such as the popular NVMe protocol only support

read/write commands for data access. Therefore, the NVMe extensions for VS need to

provide commands to set up VS operators and apply those operators on datasets. The

extended NVMe interface aligns with the programming model in Section 2.4 to simplify the

complexity of software implementation.

Setting up VS operators The NVMe extension for VS provides a new command

to set up I/O stream and file descriptors—the vs setup command. This command carries

the descriptor number using the 8-byte reserved area in the standard NVMe command

format. The descriptor usually corresponds to a file or I/O stream in high-level programming

language/system abstractions.

VS uses an abstraction similar to an instruction-set architecture that allows the

API to map the demanding operators to each stream. Each operator starts with a 4-byte

opcode followed by a 4-byte integer for the number of arguments, which is then followed by

the arguments (e.g., target data resolutions, quality control variables). For each category

of operator, VS provides a different opcode for different data types. The API generates a

sequence of operators and works with the driver to store the sequence in a host DMA page

for the SSD to access.

Upon receiving the vs setup command, the SSD will add the page specifying the

operators into its internal data structure, which usually resides in the DRAM space of

the SSD. Later commands can use the descriptor number to indicate the operators that

a vs setup command previously set and look up the corresponding operators from the
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internal data structure. When the application does not need the setup operators for the

I/O stream, the vs release command will signal the SSD to release the descriptor, allowing

a later vs setup command to reuse the descriptor number.

Applying VS operators VS only adjusts data resolutions on data requested by

the vs read command. The vs read command is similar to a typical read command with

the following exceptions: (1) The vs read command contains a flow number in its 8-byte

reserved area. (2) The vs read command reports the resulting data size to the host, as

most operators will change the data size or a negative value if an error occurs. (3) The

vs read command reports the selected operator and the degree of data adjustment to the

host software stack if necessary.

Since the regular read does not provide any feedback to the host computer other

than the error code, vs read requires the driver to always allocate an additional DMA page

on the host for each command that receives the feedback. As NVMe’s Physical Region Page

(PRP) list uses a type of linked-list data structure that allows the vs read command to

specify an almost unlimited number of DMA pages, accommodating feedback information

does not require any change in the NVMe command format. Rather, only minor modifica-

tions to the device driver are required.

The current NVMe standard only allows each NVMe command to transfer at most

32 MB of data. Consequently, firmware programs will keep the offset of processed data

within the data stream associated with a given descriptor. If Autofocus or iFilter revises

a decision while processing a large (e.g., greater than 32 MB) file transaction, the API is

allowed to generate commands to restart the entire transaction with the revised decision.
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Host System

CPU Intel Core i7-7700K [100] @ 4.2 GHz

GPU NVIDIA Tesla T4 [177]

OS & file system Linux Kernel 4.15 & EXT4

baseline/VS-compliant SSD

Controller Microsemi flashtec controller with 32 channels [196]

DRAM 2GB DDR4 DRAM

Capacity 768 GB with 10% overprovisioning

Flash Chip MLC NAND/8 KB page size [163]

I/O interface NVMe through PCIe 3.0×4

Table 2.3: The platform configuration used for evaluation.

2.6.2 Architecting a VS-compliant SSD

To minimize extra hardware costs, VS makes efficient use of existing architectural

components in modern SSDs.

With modern flash memory technologies, the critical path of the data-access

pipeline is determined by either the access time of flash chips or the latency of the DMA

stage (i.e., depending on the outgoing bandwidth) of the SSD. In either case, data transfer

through the critical path in the pipeline usually takes a few microseconds. As even the

humblest modern processor cores can execute thousands of instructions within the latency

period of the critical stage in the SSD data-access pipeline, such cores are idle most of

the time and leave slack that can be taken up by VS to apply operators without the need

for additional accelerators. An SSD will not experience any performance degradation in

33



accessing its own data array if the applied operator does not create more than the average

data-access latency in the pipeline.

VS extends firmware programs to reclaim these idle computing resources for VS

operators. When a chunk of the requested data (e.g., a flash page) arrives in the SSD

DRAM, the extended firmware programs will signal an underutilized or idle processor core

to fetch data from the data location in the SSD DRAM and apply the desired operator(s).

Since VS operators reduce dataset size, the programs using VS operators can reuse the

existing data buffers and thus do not require additional space to buffer their processing

results; the firmware programs can keep their runtime states in the SSD DRAM or in the

data caches of the processor cores.

2.6.3 Adding New Operators

In our SSD, VS operators are implemented as overlay functions in the firmware

programs. With the extended NVMe protocol providing a mechanism to exchange informa-

tion for adjusting data resolutions, the overlay functions receive the same set of arguments

(including the resolution and the pointer to the SSD DRAM data-buffer location) and re-

port the data size and resolutions through a data structure defined in our framework. To

add a new operator, our current tool chain requires the designer to first write C functions.

The designer also needs to update a header file where the firmware program identifies and

locates the new operator. The designer can then use a cross-compiler to generate ma-

chine code for the controller’s microarchitecture. Finally, the system deploys the compiled

firmware program to the SSD through the standard firmware update command in the NVMe

protocol [9].
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2.7 Experimental Methodology

We developed VS by extending a datacenter-class SSD. We then measured the

performance of the resulting system with several workloads that span a wide range of appli-

cations. This section describes the setup of the experimental platform and the benchmarks

that we used.

2.7.1 Experimental Platform

We built a VS-compliant SSD by extending a commercialized, datacenter-class

SSD. We attached the VS-compliant SSD to a high-end heterogeneous machine with a

GPU. The host operating system contains the extended NVMe driver to support additional

VS NVMe commands. Table 2.3 lists the key specifications of the host computer and the

SSD. The VS-compliant SSD runs our modified firmware programs. The firmware is also

compatible with a standard NVMe. Since we did not modify the code that handles regular

NVMe commands, the firmware achieves the same performance as a regular NVMe SSD

with the same hardware configuration. Throughout our tests, the baseline SSD achieved

a 3.2 GB/s bandwidth when communicating with the host systems, but the theoretical

internal bandwidth is twice of that.

We performed all experiments with 90% utilization of SSD capacity. Because SSDs

over-provision internal data arrays (typically by 7%) in order to minimize garbage collection,

wear-leveling, and read-intensive workloads like those we created, we did not observe any

interference between VS operations and the regular SSD workloads.
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2.7.2 Benchmarks

The workloads we used for VS-performance assessment are shown in Table 2.4. We

used these workloads on both the baseline configuration and the VS-enabled configurations.

We selected the given set of applications based on the following criteria: (1) the application

had to be representative of approximate computing workloads found in a publicly avail-

able repository, and (2) the application had to accept large, publicly available datasets or

provide a data generator capable of producing large, arbitrary datasets that could serve

as meaningful input. Table 2.4 lists the dataset sizes that we used in experiments; these

are also the largest dataset size that our GPU can accommodate but do not represent a

limitation of our SSD or the VS programming model. We followed examples found in pre-

vious work in modifying the compute kernels of Black-Scholes [259], Hotspot, DWT2D, and

KMeans [211, 210]. We also implemented approximate-computing versions of kNN, SC,

SVM, and XGBoost by leveraging the native mixed-precision support in NVIDIA’s latest

Turing architecture. When running these workloads, we used the default parameters that

each workload or its demo script suggested. For each application, we also tried our best to

exploit pipeline parallelism that overlaps I/O, resolution adjustment and compute kernels

to hide latencies.

Table 2.4 also lists the lowest data resolutions and the corresponding operators

that these approximate-computing applications can accept. For each workload, we carefully

profiled and chose the operators and their parameters to limit the relative error rate to less

than 1% compared to the exact version of the same application.

In our experiments, three groups of benchmark applications were chosen to use the
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same datasets: (1) KMeans, kNN, and SC, (2) SVM-Train and XGB-Train, and (3) CNN-

Pred, SVM-Pred and XGB-Pred. With respect to evaluating VS, the key difference between

KMeans and both kNN and SC is that KMeans uses an aggressive packing operation that

reduces input size by 25%. The key difference between SVM-Train and XGBoost is that

SVM-Train encourages the programmer to set aside 25% of the raw data for training. For

predictors on machine learning (ML) models (e.g., SVM-Pred), we trained the models using

precise datasets and reduced the resolutions of the datasets to be predicted. Using these

predictors, CNN allows an aggressive quantization that reduces 87.5% of the data size, while

other models would lead to errors larger than 1%.

For the basic/programmer-directed VS version, we applied operators and target

resolutions as shown in Table 2.4. When the Autofocus and iFilter mechanisms are enabled,

our implementations check the feedback from the VS API. If VS decides to adjust data

resolutions, our code can choose to apply appropriate compute kernels to process data.

Otherwise, our code uses the baseline compute kernels. When using Autofocus and iFilter,

we selected a set of default control variables that were relatively conservative across all

applications. For control variables, we used a delta value of 1% for packing, reduction, and

quantization as well as 1% binary difference [195] for sampling, since we are targeting at

less than 1% error rate.

2.8 Results

This section presents the performance results for VS on our prototype system and

the potential impact of VS on approximate computing.
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2.8.1 The Overhead of VS Operators and Mechanisms

Throughout our experiments, most VS operators required less time than the crit-

ical stage of the original data-accessing pipeline of an SSD with limited processor cores,

suggesting that the operators can take full advantage of processing inside the storage de-

vice. In the most complex case, the packing operator takes 1.3 µs to convert a whole page of

double-precision numbers into single-precision floating-point numbers, and the quantization

operator takes 2 µs to rescale a double-precision number into an integer, both of these times

are shorter than the critical-stage latency of our SSD. The reduction operator takes 0.76 µs

to evaluate the average of every pair of double-precision floating-point numbers within a

flash page. The sampling operator generally takes 0.4 µs to randomly select from binary

data.

The Autofocus and iFilter mechanisms also use the SSD general-purpose cores to

execute their algorithms. For the Autofocus mechanism, VS takes at most 25 µs to stabilize

the resolution for an operator working on binary numbers. For iFilter, the decision-making

phase takes about 150 µs to make its first decision because we need to perform sampling

for all operators. Once Autofocus and iFilter have determined the required resolution, both

mechanisms simply compute on values for control variables, so the overhead is negligible

and the throughput unaffected.

2.8.2 The Performance of Data-Resolution Adjustments

Figure 2.7 shows the speedup in reading input datasets and adjusting data reso-

lutions for each workload using different VS modes; VS is compared with the conventional
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Figure 2.7: The speedup of reading inputs and adjusting data resolutions using VS.

approximate programming model that relies on the host to adjust data resolutions.

Programmer-Directed VS

Choosing the default VS settings and specifying the desired operator and resolution

can speed up the performance of data adjustment by 2.02×. For KMeans and CNN-Pred,

which tolerate very low-resolution inputs, the speedup of data adjustment can reach up

to 3.82× since the storage device only needs to send out 25% of the raw data size to the

host. For Black-Scholes, adjusting raw data on the host is more time-consuming than

data transfer. Therefore, VS can achieve more than 2× speedup since VS also takes the

advantage from the ISP model for data adjustment. Even with the geometric mean that

discounts outliers, VS still exhibits a 1.91× speedup (Figure 2.7).
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Autofocus and iFilter

Without any programmer input on the desired resolution or even on the operator,

Autofocus and iFilter accelerate the process of preparing datasets for approximate kernels

by about 1.70× and 1.74×, respectively.

For most workloads, the Autofocus mechanism effectively selects the same resolu-

tions as those obtained using exhaustive profiling. For KMeans, the programmer’s decision

to condense the dataset into 25% of the original space by quantizing, but Autofocus only

quantizes the dataset in half of the original space, producing a result indistinguishable

from the result achieved using the raw dataset. For CNN-Pred, Autofocus conservatively

decides to not quantize inputs; however, if the programmer uses exhaustive profiling, the

quantization operator can shrink the input data size by 87.5%.

For SVM-Train, Autofocus does not perform any adjustment, but ships the raw

data for kernel computation. As the kernel computes on raw data, SVM-Train skips the

data-preprocessing stage on the host, so we still see a slight performance gain in data

adjustments.

In the fully automatic mode, iFilter achieves a speedup of 1.74× for data prepa-

ration. Though the overhead of iFilter in its decision-making phase is larger than that of

Autofocus (as iFilter may need to test more operators/resolutions), this overhead is rela-

tively insignificant as inputs get larger. For most cases, iFilter makes the same decisions of

the operator and target resolution as does Autofocus, except that for KMeans, SVM-Train

and CNN-Pred, iFilter selects packing instead of the programmer’s decision.

In our experiments, the relative error rate of computation observed when using
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Autofocus and iFilter never exceeded the values in Table 2.4 because Autofocus and iFilter

always made more conservative choices than the programmer.

Internal/external bandwidth

VS is most useful when the SSD has limited external bandwidth. Nonetheless,

because VS adjusts data resolutions within the data-access pipeline and avoids the operating

system overhead, the VS model is still beneficial when internal bandwidth matches external

bandwidth. To quantify this benefit, we modified the SSD firmware to only allow the

controller to use half of the SSD channels, so the internal bandwidth matched the external

bandwidth while preventing the application from taking advantage of the reduced demand

for outgoing bandwidth.

The ”VS w/ 1:1 int/ext bandwidth” bar in Figure 2.7 shows the speedup from

using this modified version of our prototype SSD. Without being able to rely on the host

CPU for data adjustment, the basic VS still speeds up the total latency of preparing datasets

by 1.17×. Additionally, VS reduces the size of data going through the system interconnect,

making applications more adaptive when many devices have to compete for the same set of

limited PCIe links.

Case study: shared datasets

VS can reduce space overhead by storing only one copy of each dataset but dynam-

ically changing resolutions to accommodate the demands for diverse applications. As noted

above, we allowed three groups of applications, KMeans/kNN/SC, SVM-Train/XGB-Train,

and CNN-Pred/SVM-Pred/XGB-Pred to share raw input.
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In our study, the basic VS allowed the programmer to use the quantization operator

and a resolution that reduces data size to 25% for KMeans while using packing operator

for kNN and SC to reduce data size to 50% with the shared dataset. When Autofocus and

iFilter were enabled to select resolutions by previewing the input dataset without having the

compute kernels running, all mechanisms chose a resolution of 50% for these applications.

Note that without an architecture like VS, the storage system must store multiple versions

of a shared dataset or provide raw data to the host for preprocessing, hurting either space-

efficiency or performance.

For SVM-Train/XGB-Train, our experiments also showed that the programmer

was able to pick different operators for the shared dataset. When iFilter is enabled, it selects

packing for SVM-Train instead of sampling with the same resolution as that chosen by iFilter

for XGB-Train. As SVM-Train’s compute kernel is elastic to different input dataset sizes,

iFilter allows an application to take advantage of SVM-Trains’s elasticity to discard some

data and achieve an effect similar to the effect of loop perforation in an unmodified compute

kernel. Similarly, in CNN-Pred/SVM-Pred/XGB-Pred, the programmer can quantize input

data using VS to achieve better performance than the performance achieved by simply using

the same operator for the same dataset.

Case study: diverse datasets

Since Autofocus determines the most appropriate resolution by examining the

characteristics of datasets, Autofocus makes VS more adaptive to changes in input datasets

for each approximate-computing application. In addition, Autofocus does not rely on feed-
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Figure 2.8: (a) The speedup of end-to-end latency using VS and conventional approximate-

computing framework. (b) The speedup of data preparation using VS, compared with data

compression.

back from kernel computation results and does not require the storage device to send raw

data in the beginning, so Autofocus is more efficient than conventional approaches tackling

the same problem. To illustrate this strength of VS, we modified the data generator of

Jmeint from AXBench to generate random points in various sizes of 3D spaces. We next

present the results when using Autofocus with datasets from three different dimensions:

323, 655363 (65K3) and 42949672963 (4.3B3).
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Figure 2.8(a) shows that VS with Autofocus exhibits significantly shorter end-to-

end latency for all datasets compared to the conventional approximate-computing approach

using IRA [131]. We used the unmodified exact-computing version of Jmeint as the baseline.

Since Autofocus does not need to send raw datasets to the host, VS outperforms IRA by

more than 2.86× in the case of the 323 dataset, with VS only sending data encoded in

8-byte integers. For the 65K3 dataset, Autofocus down-samples the datasets to short data

type, leading to a 1.80× speedup over IRA.

In the case of the 4.3B3 dataset, the distribution of point coordinates expands

the number space to 32-bit floating point, so approximate computing kernels cannot take

advantage of using less-precise values without exceeding the 1% error rate limit—both VS

and IRA will apply exact computing to generate results. As Autofocus detects no potential

in changing data resolutions, the slight slowdown of VS comes from the overhead that

Autofocus needs to make a decision. In contrast, IRA slows down by 18% when approximate

computing cannot generate meaningful results.

Data Compression Comparisons

Since the most significant VS performance gain comes from reducing data-movement

overhead, we also compared VS with several high-performance lossy/lossless compression

algorithms: FPC [28], C-Pack [32], BDI [193], and ZSTD [258]. We clocked the time of

reading compressed data, of decoding data, and of adjusting resolutions. We excluded

the overhead of compressing data. We use the best-performing compression algorithm as

our baseline in Figure 2.8(b), showing the speedup of using VS comparing against data

compression.
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Figure 2.9: The speedup of the end-to-end latency.

On average, VS outperforms the best compression algorithm for each dataset by

4.40×. This is because the overhead of decompression consumes considerable overhead on

the host even though decompression saves bandwidth. In addition, VS generates data that

compute kernels can directly process, but the application can never bypass the decompres-

sion overhead if we use data compression. Without hardware-accelerated compression/de-

compression (which adds costs), data compression cannot compete with VS.

2.8.3 The Impact of VS on Total Application Latency

Figure 2.9 shows VS’s impact on the relative end-to-end latency of running a com-

plete workload using workloads with the conventional approximate computing approach

with GPU-accelerated kernels as the baseline. Since VS efficiently prepares input datasets in
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Figure 2.10: The total system energy consumption.

storage devices for approximate computing kernels running the GPU, the basic programmer-

directed VS leads to a speedup of 1.52× for these applications. Using Autofocus to dynam-

ically select data resolutions, these applications achieve an average speedup of 1.43×. As

Autofocus adjusts data resolutions under the constraints of the control variables that gener-

ally lead to more conservative decisions than the programmer, Autofocus gives up resolution

adjustments in SVM-Train and CNN-Pred and applies exact computing kernels so as not to

distort the result. Without any programmer intervention, iFilter can improve performance

by 1.46× because iFilter has more flexibility in choosing the appropriate combinations of

VS operators and resolutions compared to Autofocus. However, without using VS, the con-

ventional approximate-computing approach can only speed up exact computing by 1.07×.
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2.8.4 Power and Energy

To quantify the effect of reducing the CPU workload, total power, and energy

consumption, we first examined the CPU frequency when performing data packing on the

VS-compliant SSD using the baseline host-version implementation. We sampled the CPU

frequency every 500 ms. Even though packing is a very lightweight operation, adding this

computational burden to the host program still forces the CPU frequency to go beyond

3 GHz most of the time. For VS, which requires that the CPU handle DMA or issue NVMe

commands, the peak CPU frequency during the data I/O is only 1274 MHz. Using a Watts

Up meter to measure the power consumption, the total system consumes 64.7 W for this

frequency. Without VS, the system consumes an average of 70.8 W during the whole data

I/O process.

Since VS reduces both the power consumption during I/O and the total application

latency, VS also reduces the energy consumption. To measure power consumption, we

used Watts Up to measure the power draw every 200 ms. Figure 2.10 shows that the

basic VS achieved an average energy savings of 32% for these applications compared to the

conventional approximate-computing approach. Even without a programmer’s aggressive

decision in adjusting data resolutions, VS’s Autofocus and iFilter still achieve the same level

of energy savings in most applications, except for SVM-Train and CNN-Pred due to their

increased end-to-end latency as Section 2.8.2 explains. Autofocus and iFilter provide energy

savings of 25% and 27%, respectively. In contrast to this, the conventional architecture with

aggressive data adjustments and approximate-computing kernels could only improve energy

consumption over exact computing by 5%.
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2.9 Other Related work

Approximate computing has a significant presence among solutions that tackle

the limitations of modern hardware design. Using simplified algorithms, smaller ALUs/F-

PUs, or faster operators, approximate computing maximizes the area-efficiency of silicon

chips [109, 232, 87, 113, 117, 139, 162, 218, 238, 262, 278]. By designing simpler, faster

approximate circuits (e.g., circuits that use neural-network accelerators [168], load value

approximation [164], or approximate memoization [7]), approximate computing also avoids

intensive usage of slower but precise circuits for better performance or energy efficiency. In

addition, approximate computing allows hardware designers to use unreliable transistors

that are commonly found in advanced process technologies [119, 44, 35]. Yet all of the

approximate-computing research cited above still follows the single-point design principle,

creating the resolution-adjustment problem that this work tries to address. VS is com-

plementary to these projects and can work together with them to address the issues they

raise.

To reduce the overhead of applying approximate hardware or software-based approximate-

computing solutions, current research projects provide support and analysis through pro-

gramming language extensions and compilers [120, 131, 212, 211, 210, 22, 119, 44, 35, 15].

Since VS simply exposes its features to applications through an API and proposes extensions

in the I/O protocol and firmware programs, applications can adapt VS without program-

ming language extensions or compilers. Further, the Autofocus and iFilter mechanisms

control input quality after applying VS operators within storage devices, so VS can react

before the compute-intensive kernel starts. VS and existing projects are also orthogonal; the
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system can incorporate VS with existing approximate-computing programming frameworks

to use VS operators and mechanisms more efficiently.

Even though VS shares the benefits from recent advances in ISP [271, 217, 237,

83, 128, 20, 231, 118, 252, 30, 112, 203, 115, 216, 36] and near-data processing [190, 233, 55,

155, 126, 63, 152, 5, 227], these frameworks need the mechanisms that VS offers in order

to execute approximate computing applications efficiently. And while using approximate

computing in channel encoding [123, 187] and memory controller [111] can achieve an effect

similar to that of VS in terms of reducing data-movement overhead, VS is independent of

these projects and requires no changes in hardware.

2.10 Conclusion

VS architecture supports arbitrary data resolutions for both exact and approxi-

mate computing. VS adjusts the resolution of the input data within source-storage devices

giving applications a simple way to access the features of VS and programmers a sim-

ple interface to do the same. VS significantly reduces overhead and speeds up latency by

leveraging underutilized processor resources. VS also supports the Autofocus and iFilter

mechanisms that automatically select the most appropriate parameters for data adjustment

that reduces programmer burden while enforcing quality-control measures for outgoing data.

Through experiments conducted with a VS-compliant SSD and the experience

gained from tailoring applications on the platform, this paper also demonstrates that a

VS-compliant architecture requires very few modifications to hardware or software. A clear

indication of VS’s efficiency relative to conventional approximate-computing architectures
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may be found in the 2.02× speedup observed for VS-based data-resolution adjustments

and the 1.52× speedup observed for total end-to-end latency, with both improvements

producing a change in results of less than 1%. In summary, VS improves performance,

maintains flexibility, guarantees quality, and incurs no storage-space overhead for adjusting

data resolutions—all at a low cost.
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Algorithm 2 iFilter
Input: OP , CV s . OP , CV s are optional

1: for each op ∈ OP do

2: for each r ∈ R[op] do . r is sorted in ascending order

3: D ← FirstFewChunksOfRawData

4: min size[op]← 0

5: min res[op]← r

6: for each d ∈ D do

7: d′ ← adjust data(op, d, r)

8: ∆← compute CV s(d, d′, op)

9: if ∆ satisfy CV s[op] then

10: remove d from D

11: min size[op]← min size[op] + size(d′)

12: if D is empty then go to 1

13: end if

14: elsego to 2

15: end if

16: end for

17: end for

18: end for

19: op← select op(OP, size, res)

20: D ← RawData

21: for each d ∈ D do

22: d′ ← adjust data(op, d, res[op])

23: ∆← compute CV s(d, d′, op)

24: if ∆ satisfy CV s[op] then

25: remove d from D

26: if D is empty then

27: return op, r

28: end if

29: else

30: remove r from Rop go to 1

31: end if

32: end for
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Workload Name Application

Category

Operator Resolution Raw Data Size Relative Error

Rate

Breadth-First

Search (BFS) [208]

Graph Traversal Packing 62.5% 3.5 GB [208] 0%

Black-

Scholes [259]

Financial Packing 50% 3 GB [259] < -0.25%

HotSpot [208] Physics Simula-

tion

Reduction 25% 2 GB [208] < -0.15%

2D Dis-

crete Wavelet

Transform

(DWT2D) [208]

Image/Video

Compression

Reduction 50% 1.6 GB [208] < 0.1%

Inversek2j [259] Robotics Packing 50% 2 GB [259] < -0.01%

Jmeint [259] 3D gaming Packing 50% 2 GB [259] < -0.02%

KMeans [208] Data Mining Quantization 25%

1.36 [208]

< -0.97%

k-Nearest Neigh-

bors (kNN) [159]

Data Mining Packing 50% < -0.01%

streamcluster

(SC) [208]

Data Mining Packing 50% < -0.01%

ThunderSVM–

Train (SVM-

Train) [250]

Machine learning Sampling 75%
2.6 GB [224]

+ 0.5%

ThunderXGB

(XGB) [251]

Machine learning Packing 50% < -0.10%

CNN–Pred [3] Machine learning Quantization 12.5%

0.95 GB [224]

< -0.6%

ThunderSVM–

Pred (SVM-

Pred) [250]

Machine learning Packing 50% < -0.01%

ThunderXGB–

Pred (XGB-

Pred) [31]

Machine learning Packing 50% < -0.10%

Table 2.4: Workloads, default VS operators, input data sizes, and error rates.
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Chapter 3

Repurposing the Matrix Processors

The enormous demand for artificial intelligence (AI) and machine learning (ML)

workloads has driven the development and integration of accelerators containing instructions

operating on two-dimensional tensors (i.e., matrices). Examples include NVIDIA’s Tensor

Core Units (TCUs) [158], Google’s Tensor Processing Units (TPUs) [215], and Apple’s

Neural Processing Units (NPUs) [12]. Improving matrix algebra through matrix units

(MXUs), which popular AI/ML models heavily rely on, drastically increases the orders

of magnitude speedup and energy efficiency. However, these hardware accelerators are

application-specific, and designed for neural network-based AI/ML models. This limits the

applicable domains of these powerful hardware accelerators.

3.1 Overview of TCUDB

To explore the different use cases other than AI/ML, we explore opportunities of

integrating Tensor Core Units (TCUs) into a database engine’s architecture. Despite being
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originally designed for AI/ML workloads, tensor processors also hold potential performance

improvements for database engines. This is due to both the increasing demand for native

support of linear algebra queries (e.g., matrix multiplication itself) in SQL DB engines [93,

4, 56, 150, 53] and the observation that a large number of regular query operators can be

cast into matrix multiplication. For example, one can show that the most commonly used

natural joins [11, 45] and group-by aggregates can be encoded as matrix multiplication,

which enables TCUs to deliver exceptional performance.

However, the presence of these AI/ML accelerators, or more generally matrix

processors, does not provide a drop-in upgrade to the query engine’s performance. Three

major challenges must be addressed.

Challenges. First, the conventional GPU databases primarily implement the physical

operators (e.g., the partitioned hash join algorithm [114]) in a non-matrix-friendly manner.

These algorithms and operators typically do not operate on tensors directly. As a result, it

is hard to modify them with the intent of taking advantage of TCUs’ computation power.

Second, although DB operators such as joins can theoretically be encoded as ma-

trix multiplications, executing all of them as dense multiplication might not always be

beneficial. For example, the underlying data distributions can cause the two operands to be

sparse matrices, which require a different data organization and APIs to achieve the best

performance.

Next, a DB engine with TCUs must prevent itself from generating erroneous query

results because of the low-precision nature of the tensor processors. The current tensor pro-

cessors are limited in precision as AI/ML applications are error-tolerant because NVIDIA’s
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Table Storage

TCUDB

Query 
Analyzer

Query 
Optimizer

Program 
Driver

Code 
Generator

SELECT A.Val, B.Val
FROM A, B
WHERE A.ID = B.ID;

wmma_optimized_gemm<<<deviceProp.multiProcessorCount, THREADS_PER_BLOCK,
                        SHMEM_SZ>>>(At, Bt, Ct, Ct, M, N, K, 1.0, 0.0));

Figure 3.1: An overview of TCUDB’s workflow.

TCUs only support 16-bit floating-point numbers while Google’s TPUs only work on at most

8-bit integers. Moreover, these tensor processors share the same data movement overhead

with other hardware accelerators while additionally suffering from the data transforma-

tion overhead (i.e., table → tensor). A higher precision requirement means introducing

more data movement and transformation overhead. As a result, the proposed system must

maintain a balance between two factors.

TCUDB.

We present TCUDB, an analytic database query engine that explores the potential

of tensor processors to accelerate analytic query workloads using TCUs by tackling the

aforementioned challenges. Figure 3.1 provides an overview of the system architecture

of TCUDB. TCUDB extends the common architecture of GPU-accelerated databases [80,

242, 255, 267, 25, 246, 256, 136, 191, 219] as a way to further accommodate executing

query operators with TCU acceleration in the query analyzer, the query optimizer, the

code generator, and the program driver.

To address the challenge of executing queries using matrix operations, we re-

engineered a set of query operators that are theoretically feasible to be mapped to ten-
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sor/matrix algebra operations for TCUDB. The query operators cover a large set of com-

monly used ones including natural joins and group-by aggregates. As shown in Figure 3.1,

TCUDB features a code generator for generating executable code mapping input tables to

tensor format and processes the query as matrix multiplication via WMMA or cuBLAS

API calls. Depending on the data sparsity, TCUDB provides the option of sparse tensor

encoding with sparse matrix multiplication. We developed the TCU-SpMM operator to

support sparse matrix multiplication with TCU acceleration. Then, the TCUDB query

analyzer is capable of generating query plans, which use these TCU-accelerated physical

operators.

To resolve the challenge of limited precision and overhead in modern tensor proces-

sors, TCUDB’s query optimizer carefully gauges the parameters in precision, data movement

overhead, data transformation overhead, and computation throughput — as using lower

data precision yields lower data movement overhead and higher computation throughput,

but also takes higher risks of leading into unacceptable answers as well as higher data trans-

formation overhead. TCUDB presents an adaptive mixed-precision query optimization that

dynamically selects the most appropriate precision in delivering the desired level of accuracy

using the shortest end-to-end latency to handle queries.
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TCUDB makes the following contributions:

• We explored the space of opportunities of optimizing a GPU-accelerated analytic

query engine by leveraging TCUs. In our initial investigation, we found that TCU

delivers >5× performance gains for matrix multiplication compared to the conven-

tional CUDA cores in GPUs. This finding contradicts the conventional wisdom that

considers matrix multiplication a slow operator because of its high computational

complexity. As such, TCUs provide new opportunities to optimize processing ana-

lytic queries as matrix multiplication.

• Next, we identified a collection of query patterns that can potentially be accelerated by

TCUs. The query patterns include the most commonly used SQL operators in analytic

queries such as joins and group-by aggregates (e.g., SUM and COUNT). We demonstrate

simple algorithms for transforming relational tables into matrix format and translating

SQL operator into one or more matrix multiplication operators. Our algorithmic

design is generic as it can be generalized to multi-way joins and aggregation over

joins.

• We designed and implemented TCUDB, a TCU-accelerated analytic database engine.

On top of a traditional GPU database 1, TCUDB features a query optimizer that

identifies (1) the most efficient TCU query plan and (2) the best GPU/CPU-based

plan and decides which plan to execute via cost estimation. If a TCU-accelerated plan

is selected, TCUDB leverages a code generator to rewrite (parts of) the query into C

1We archive the source code and workloads at our GitHub page: https://github.com/escalab/TCUDB
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programs that invoke NVIDIA’s CUDA API. To the best of our knowledge, TCUDB

is the first analytic database engine with TCU-accelerated built-in.

• We evaluated TCUDB on 4 real-world use cases: (1) linear algebra (LA) queries, (2)

entity matching (EM), (3) graph analytics, and (4) analytic queries such as the star-

schema benchmark. TCUDB demonstrates an outstanding performance advantage

over a GPU-based engine (YDB), by achieving up to 288× speedup. Our results also

highlight the necessity of the query optimizer and TCUDB’s scalability advantage in

future GPU architecture.

3.2 Background and Motivation

This section describes the background of the conventional query processing on a

GPU and the motivation inspired by the characteristic of Tensor Core Units (TCUs). By

comparing to the traditional vector processing model, we demonstrate the tensor processing

model in a database system that can deliver better performance on linear algebra queries

in terms of computing capability and scalability.

3.2.1 Tensor Core Units (TCUs)

As deep neural networks heavily rely on operations using matrix multiplications

(e.g., convolution), recent hardware accelerators feature matrix units (MXUs) in their mi-

croarchitectures to significantly boost the performance in machine learning (ML) workloads.

Famous examples include NVIDIA’s Tensor Core Units (TCUs), Google’s Tensor Processing

Units (TPUs), and Apple’s Neural Engine.
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Figure 3.2: The GA102 Streaming Multiprocessor (SM) architecture in GeForce RTX 30-

series GPUs.

This paper selects TCUs as the underlying accelerators for the following reasons:

(1) Programmability: TCUs expose their low-level C++ API to programmers such as highly

optimized cuBLAS APIs or customizable WMMA (Warp Matrix Multiply-Accumulate)

APIs, giving programmers complete freedom in implementing algorithms and integrating

with existing systems. By contrast, their counterparts are only programmable through

domain-specific languages tailored for ML. (2) Accessibility: TCUs are now standardized

components in NVIDIA’s GPU architectures, ranging from high-end server solutions, gam-

ing solutions, to embedded solutions. Conversely, high-performance TPUs are only accessi-

ble through Google’s cloud services and Apple’s NPUs are only available on their machines.

(3) Flexibility: Tensor cores together with other ALUs on the GPU supports multiple data

precision with various operations. Other ML accelerators only support limited precision.

TCUs are currently available as separated functional units from conventional vec-

tor floating-point and integer ALUs within the current generation of streaming multipro-
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Figure 3.3: The performance of performing matrix multiplications using conventional CUDA

cores and TCUs.

cessors (SM) as Figure 3.2 depicts. Figure 3.3 compares the latency of multiplying matrices

with different sizes, ranging from 1024×1024 inputs matrices to 16384×16384 ones, using

conventional vector processing units (CUDA cores) and TCUs, on NVIDIA’s RTX 3090

GPU. The results show that TCUs consistently outperform CUDA cores by up to a 5×

speedup. By translating the latency to TFLOPs, we measured a peak of 63 TFLOPs on

TCUs and 19 TFLOPs using mixed precision on CUDA cores only.

Despite the significant speedup in matrix operations, TCUs still have limited pre-

cision drawbacks seen in other AI/ML accelerators in a way that TCUs only support at

most 16-bit numbers as inputs and incur additional overhead in casting data into the de-

sired 16-bit formats. Being separated functional units within an SM and the nature that

an SM can only perform a single type of operations simultaneously, a compute kernel can

activate either conventional vector units or TCUs, but not both of them due to the power

constraints and the hardware architecture. Therefore, if programmers do not specifically

enable TCUs and rewrite algorithms to perform matrix multiplications, a GPU program
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Figure 3.4: Typical GPU-accelerated database architecture.

cannot automatically take advantage of TCUs. Instead, it wastes the rich speedup that the

TCUs can provide.

3.2.2 GPU-accelerated Database System Architecture (GPUDB)

Prior to the introduction of TCUs in GPU architectures, database systems have

exploited the potential of using the massive amount of vector processing units within GPUs

to accelerate query processing [25, 16, 267, 239]. The rich thread-level parallelism from these

vector processing units delivers better performance on easily parallelizable operations (e.g.,

arithmetic computation). Figure 3.4 shows the architecture of a typical GPUDB system

that Yinyang DB (YDB) [14, 267] and GPUQP [89] adopt. Upon receiving a query, the

GPU-accelerated DB will go through the following stages: (1) Query plan generation: the

query parser translates SQL query into query plan tree and the query optimizer analyzes

the costs and benefits of query plans to determine the most efficient implementation (i.e.,

the cheapest plan) as the physical query plan. (2) Code generation: the query engine is

in charge of the query execution flow by generating the back-end system-level code (e.g.,
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program driver) that maps the selected query plan to utilize CPU and GPU cores. According

to the type of target queries, different GPU kernels are implemented to execute relational

database operators. (3) Data movements: data movements involve loading table data to

the host main memory from back-end storage, moving essential data from the host main

memory to GPU device memory and copying results back to the host main memory.

In the aforementioned database system architecture, data movement between GPU

and CPU usually dominates the execution time [89] and cancels out the performance gain

in the computation part. Therefore, GPU database architecture should make full use of

an in-memory technique such as keeping all tables in GPU RAM [72] to mitigate the I/O

bottleneck. There is no common-use GPU algorithm suitable for all database systems;

the challenge is to identify which operators can leverage the GPU and combine it with

traditional database query processing. Additionally, the data storage format also affects

the performance of data movement. Due to the GPU memory access pattern, column-

store [1, 2, 72] helps to exploit coalesced memory as well as reduce data volume going

through the PCIe bus by only sending the needed data.

3.2.3 The Missing Opportunities of GPU Databases in TCUs

Before the emergence of TCUs, conventional wisdom assumed that matrix multipli-

cation is an inefficient operation. Therefore, state-of-the-art GPUDB systems are designed

in favor of vector processing, yet completely avoid the usage of matrix multiplications. With-

out redesigning application algorithms and data layout, existing GPUDB systems cannot

reap the benefits of TCUs.

62



1 -- Matrix multiplication query:

2 SELECT A.col_num, B.row_num, SUM(A.val * B.val) as res

3 FROM A, B

4 WHERE A.row_num = B.col_num

5 GROUP BY A.col_num, B.row_num;

Figure 3.5: Example matrix multiplication query.

The query in Figure 3.5 provides an example of how an existing GPUDB misses

the potential of using TCUs. The result of this query is essentially a list of triples of

(row num, col num, val) with unique combinations of row num, col num and the val in

each triple is the sum of the pairwise multiplications on val fields from a record in table A

with its row num matching another record’s col num from table B. This is essentially an

SQL query that performs matrix multiplication on elements from two tables A and B. This

query can be implemented through one matrix multiplication if we can layout the matching

elements in matrices appropriately.

However, conventional GPUDB query processing algorithms are designed at the

operator level with each operator as a kernel function running on GPUs. To execute the

above query, conventional GPUDB uses operators to build hash tables for A and B, scanning

both tables, performing HashJoin, and aggregating the final result. Among these GPU

operators, HashJoin where performs join operation in a pairwise, vectorized fashion to find

matching tuples between two hash tables usually takes the most time during the query

execution.
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The aggregation operator is second to HashJoin, which is also time-consuming in

accumulating the computation result using vector operations. As the above computation

only requires vector inner-products, the generated GPU kernel code will never enable TCUs.

3.3 TCU-accelerated query patterns

TCUs can potentially improve the performance of an analytic query by executing

(parts of) the query as matrix multiplication. Next, to achieve this goal, we start by

identifying a number of query patterns that TCUDB can execute as matrix multiplications.

3.3.1 Two-way natural join

The first supported query pattern is the simple 2-way join. For example, given

two tables A and B with two attributes (ID, Val), consider the following query:

1 -- Q1:

2 SELECT A.Val, B.Val

3 FROM A, B

4 WHERE A.ID = B.ID;

To process this query as a matrix operation, we first need to convert the two tables into

a matrix format. Suppose table A contains n tuples {a1, . . . , an} and table B contains m

tuples {b1, . . . , bm} where each ai and bi are unique row IDs. Let dom(A.ID) and dom(B.ID)

be the domains of the ID column of A and B respectively. Let dom(ID) to be the union of

the two domains dom(A.ID) ∪ dom(B.ID) having k distinct values {v1, . . . , vk}. To compute
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the join, we construct a n× k matrix mat(A) and a m× k matrix mat(B) where

mat(A)ij = 1 if ai.ID = vj , otherwise 0 ;

mat(B)ij = 1 if bi.ID = vj , otherwise 0 .

The result of the join A ./ B is then the n by m matrix

C = mat(A)× mat(B)T.

It is easy to show that a tuple (ai, bj) is in the join result if and only if Cij > 0.

Alternatively, when the domains dom(A.Val) and dom(B.Val) are small, one can also

construct mat(A) and mat(B) as the adjacency matrices where mat(A)ij = 1 if (ui, vj) ∈ A

(and respectively for mat(B)) otherwise 0. The number of rows of mat(A) and mat(B) will

be |dom(A.Val)| and |dom(B.Val)| respectively.

Note that in this query pattern, the single attributes A.ID, A.Val, B.ID and B.Val

can be generalized to sets of multiple attributes. The attribute sets ∗.ID and ∗.Val can

potentially overlap thus it is general enough to cover all cases of 2-way natural join.

3.3.2 Multi-way joins

Next, we extend the querying capability with matrix multiplication to multi-way

joins. Consider the following snippet of a 3-way join query where the 3 input tables are

A(ID1, Val), B(ID1, ID2, Val), and C(ID2, Val) respectively.

1 -- Q2:

2 SELECT A.Val, B.Val, C.Val

3 FROM A, B, C

4 WHERE A.ID_1 = B.ID_1 AND B.ID_2 = C.ID_2;
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As in conventional join processing, we assume a join order of A → B → C. To

evaluate this join, one needs to (1) first compute A ./ B as mat(A) × mat(B)T, (2) convert

the resulting n by m matrix back to table format and (3) compute the join with table C as

a second matrix operator. By repeating step (2) and (3) to convert intermediate results to

tables, we can generalize this algorithm from 3-way joins to multi-way joins.

To avoid unnecessary data transfer from GPU memory to the host, in step (2), one

can perform the matrix-table conversion with a CUDA-enabled nonzero(·) operator [189].

Formally, given a matrix M , nonzero(M) computes {(i, j)|Mij > 0}. Next, to perform the

second join, let

• n′ be the size of nz = nonzero(mat(A)× mat(B)T),

• m′ be the size of table C = {c1, . . . , cm′} and

• k′ be the size of dom(B.ID2) ∪ dom(C.ID2) = {u1, . . . , uk′}.

We denote by nzi the i-th pair of the nz array. Next, we construct a n′ by k′ matrix mat(AB)

and a m′ by k′ matrix mat(C) where

mat(AB)ij = 1 if bi′ .ID2 = uj for nzi = ( , i′), otherwise 0;

mat(C)ij = 1 if ci.ID2 = uj , otherwise 0.

The result of the 3-way join is then mat(AB)× mat(C)T.

There is an exception case where the intermediate matrix-table conversion can be

omitted. When B.Val = ∅ (i.e., relation B is projected out entirely), the result of the join

can be simplified as

mat(A)× mat(B)T × mat(C)T
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where mat(B) is a k by k′ matrix constructed as Bij = 1 if (vi, uj) ∈ B otherwise 0.

Similar to the 2-way join case, the method can be generalized to multi-way joins

consisting of multiple join and/or return attributes.

3.3.3 Group-by aggregates over joins

A simple yet useful extension of the above two query patterns with joins is to add

group-by aggregates. For example, over the same schema (ID, Val) of the previous 2-way

join case:

1 -- Q3:

2 SELECT SUM(A.Val), B.Val

3 FROM A, B

4 WHERE A.ID = B.ID

5 GROUP BY B.Val;

A naive method to evaluate this query is to first evaluate the natural join in the

TCU-optimized manner, convert the matrix result to the table format, and then compute the

group-by and SUM aggregate with CPU or GPU-based methods. We propose the following

method that avoids any unnecessary intermediate computation via 2 matrix operations.

First, we construct the two input matrices. For the matrix dimensions, we let

• n be the size of A,

• m be the size of dom(B.Val) = {u1, . . . , um}, and

• k be the size of dom(A.ID) ∪ dom(B.ID) = {v1, . . . , vk}.
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We construct a n by k matrix mat(A) and a m by k matrix where

mat(A)ij = ai.Val if ai.ID = vj , otherwise 0;

mat(B)ij = 1 if (ui, vj) ∈ B, otherwise 0.

Next, the query result can be computed as

11×n × mat(A)× mat(B)T

where 11×n is an 1× n matrix consisting of only ones. We can show the following:

Lemma 1 (Q3, informal) For every tuple (asumi , bi) and for M = 11×n× mat(A)× mat(B)T,

(asumi , bi) is in the query result of Q3 if and only if Mi,1 = asumi .

Intuitively, we leverage the first multiplication with mat(B)T to compute the join.

By filling the input matrices mat(A) with actual values instead of 0’s or 1’s, we keep track of

those values in the intermediate matrix product mat(A)× mat(B)T. The multiplication with

11×n then serves as a reduction operator that sums up all columns of mat(A)× mat(B)T.

In addition to SUM, we are able to apply the same method to support the COUNT

and AVG aggregate functions. For COUNT, when we construct mat(A), we simply need to set

mat(A)ij to 1 for ai.ID = vj (instead of ai.Val). We can obtain AVG by dividing SUM by

COUNT.

For aggregate queries without GROUP BY, such as

1 -- Q4:

2 SELECT SUM(A.Val * B.Val)

3 FROM A, B

4 WHERE A.ID = B.ID;
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we set mat(A)ij = ai.Val for ai.ID = vj and mat(B)ij = bi.Val for bi.ID = vj and compute

the sum as mat(A)× mat(B)T × 1m×1 with an additional reduction by multiplying 11×n.

3.3.4 Other supported operators

The above query patterns can also be extended with the ORDER BY clause to sort

the results in ASC/DESC order by a certain column. Instead of sorting after the multipli-

cation operators, we preserved the specified order in the input matrices (e.g., mat(A) and

mat(B)) so that the result matrix is naturally sorted.

Another class of supported query pattern is the non-equi join such as:

1 -- Q5:

2 SELECT A.Val, B.Val

3 FROM A, B

4 WHERE A.ID < B.ID;

We can compute this query by slightly adjusting the translation for Q1 by setting mat(A)ij =

1 for ai.Val < vj . The same method applies to the other comparison operators {<,>,≤,≥

, 6=}.

Last but not least, for the query pattern that is of the semantics of matrix multi-

plication as Figure 3.5 shows, we can directly map the query to the corresponding matrix

operation.

Beyond the supported patterns. For queries that do not match exactly with any

of the supported query patterns, as part of the query optimization workflow (Figure 3.6),

TCUDB relies on pattern matching to identify subqueries that can be TCU-accelerated

from the input query’s AST. We note that there are common subqueries that are beyond
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the expressiveness of the TCU platform, such as aggregation with MIN/MAX or arith-

metic operators such as addition and division. The limited expressiveness is mainly due

to NVIDIA’s current TCU programming interface which only supports matrix multiply-

accumulate. However, since the underlying hardware is powerful enough to perform the

aforementioned operators, we anticipate a more flexible programming interface in the fu-

ture so that TCUDB can support a wide range of query patterns.

3.4 TCUDB: A TCU-Accelerated DB Engine

To leverage TCUs for queries in relational database systems, this paper presents

TCUDB, a DB engine that identifies, optimizes, evaluates and implements aforementioned

query patterns in Section 3.3. This section provides an overview of the design of TCUDB’s

extensions and discusses the optimizations on a TCU-accelerated query plan.

3.4.1 Overview

TCUDB implements the system architecture in Figure 3.1 to execute queries on

TCUs using the following major components.

Query Optimizer In a system with TCUs presented, the query plan in exercising a query

is from either (1) the most efficient TCU-accelerated query plan or (2) the most efficient

conventional CPU/GPU-based plan, depending on which one can deliver the lowest cost

(i.e., the shortest end-to-end latency). TCUDB leverages existing infrastructure in GPUDB

to evaluate the second option but extends the query optimizer in creating, optimizing and

evaluating the latency of TCU-accelerated query plans.
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Program Driver TCUDB extends the program driver to additionally contain a set of

library functions that implement operators mentioned in Section 3.3 using TCUs. These

functions invoke NVIDIA’s CUDA C++ Warp Matrix Multiply and Accumulate (WMMA)

or cuBLAS API functions to achieve the series of computation that each operator requires.

These operators also present interfaces in various data types to support the demand for the

most efficient query plan.

Code Generator If TCUDB selects a TCU-accelerated query plan to exercise an incoming

query, the code generator will rewrite the query as C code and dynamically compile the code

to execute the selected query plan. The TCUDB code extension is responsible for creating

the input matrices, calling operator functions in corresponding data types and remapping

the output from the operator outcome.

Among these three intensively extended modules, the query optimizer is the most

critical component as it serves as the core controlling the use of TCUs as well as code

generation for queries. In the rest of this section, we will focus on the query optimizer.

3.4.2 TCUDB query optimizer

Figure 3.6 shows the workflow of the TCUDB query optimizer. The optimizer

takes a subquery from the query AST as input and performs a series of tests to deter-

mine whether the subquery should be executed with TCU and how. The optimizer first

checks if the subquery falls in one of the supported query patterns. Next, it performs the

data range feasibility test (Section 3.4.2) to decide if particular data types can provide

sufficient precision to the query. After that, the input tables may also result in matrices
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Figure 3.6: The workflow of the TCUDB query optimizer.

too large to fit in the GPU’s device memory or sparse matrices for which dense multipli-

cation algorithm is sub-optimal. For these cases, the optimizer estimates the working set

sizes and matrix density from statistics pre-computed from input tables. TCUDB applies

blocked matrix multiplication (MSplitGEMM, Section 3.4.2) and sparse matrix multiplica-

tion (TCU-SpMM, Section 3.4.2) respectively. Finally, the optimizer estimates the query

execution cost with TCU and tests whether the cost is lower than the estimated cost with

CPU/GPU (Section 3.4.2). If any of the tests fail, TCUDB falls back to the standard CPU

or GPU-based query execution.
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Note that the query cost estimator needs to take into account the data transforma-

tion cost which consists of both computation and data movement overhead. If the original

table size plus the working set size fits in the device memory, TCUDB can transform tables

into matrix format within GPU to save the overhead of transforming data within CPU and

moving large matrices into the GPU device.

Feasibility Test

Even though a query contains patterns matching identified patterns in Section 3.3,

a query may still be unfeasible for TCUs due to the limitations of TCUs in input precision

and data types. If applying TCUs would result in loss of precision or lead to unwanted

outcomes, TCUDB should not use TCUs to evaluate the incoming query.

Therefore, TCUDB must perform a feasibility test for each query that contains

qualified patterns by evaluating the input data ranges, identifying the most compact in-

puts/outputs data types and estimating the working set sizes for operators within a query.

To facilitate this process, TCUDB adds metadata to each database table to contain three

values for each column, including (1) the minimum value, (2) the maximum value, and (3)

the number of distinct values.

If the operator works with the numerical computation on the input data values

directly, TCUDB first uses the minimum and maximum values along with the raw data types

of the operator’s input data. If the input data can be represented by TCU-compatible data

types, including 16-bit half floating-point (half), 8-bit integers (int8), and 4-bit integers

(int4), this stage will also determine the most compact data type. However, if the dataset

cannot leverage any TCU-compatible data type, the feasibility test will suggest that the
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system not use TCUs in the incoming query. The database system can use other available

options (e.g., a CPU-based or a pure GPU-based query engine) instead.

The number of records, the number of distinct values and the maximum/minimum

values of each column also help the feasibility test to identify the case where the result value

can surpass the range of 16-bit numbers and potentially lead to errors. Let m1 represents

the maximum of the maximum value and the absolute value of the minimum value within

a column of n elements in one of the input matrix and that of a row with n elements is

m2 for another input matrix, the feasibility test can conservatively estimate the maximum

value in the resulting matrix as m1 × m2 × n. If the maximum result value falls beyond

the range of TCUs 16-bit number ranges, TCUDB will use query executors based on other

hardware components instead.

Cost estimation of query plans

The cost of a TCU-accelerated operator contains:

(1) the data transformation cost DT op which equals the latency for creating input matrices

to perform the TCU-accelerated operators from the input tables,

(2) the data movement overhead DM op for copying data between the host main memory or

data storage to the GPU’s device memory, and

(3) the computation time CT op, the actual running time that the TCUs spend on executing

the generated TCU code.

Depending on the estimated working set size of the query, the data transformation

process of TCUDB can take place using the CPU or the GPU. The costs of DT op and DM op

vary according to the approach.
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CPU-based data transformation The most general data transformation approach in

TCUDB uses the host main memory and CPU to prepare inputs for the designated TCU-

accelerated operator. This approach fills input matrices for a TCU-accelerated operator

using methods described in Section 3.3 and works regardless of the estimated working set

size of the query.

Consider the example of the 2-way natural join. To create the input matrices for an

operator, TCUDB typically needs to scan through qualified/valid records for the operator

and convert the values into the desired matrix representations. The data transformation

cost is linear to the number of qualified/valid records. Let A and B be two input tables

(which can also be intermediate results from subqueries) of size m and n respectively.

Assume the throughput of the host system in scanning the raw data is a constant α. If

their matrix representations mat(A) and mat(B) are not yet created, the scan operator will

take DT op ≈ α · (m+ n) in transforming input data to the desired matrices. The cost can

also be α ·m or α · n if either matrix is already created.

In this approach, the data movement overhead is controlled by (1) the volume of

transformed matrices or input data and (2) the available bandwidth between the GPU and

the host processor denoted by BandwidthGPU/host. If A is of dimension M ×K with type A

and B is of dimension K ×N with type B, the data movement cost can be estimated by

DM op ≈ MK · sizeof(type A) +NK · sizeof(type B)

BandwidthGPU/host
. (3.1)

GPU-assisted data transformation To optimize the data transformation overhead

DT op, the query plan may perform the data transformation on the GPU to leverage its

massive parallelism to convert thousands of pairs of values simultaneously into matrix for-
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mat. In other words, we can take advantage of the GPU’s parallelism to speed up the

data transformation operation as well as avoid the additional data movement that copies

the transformed matrix from the host memory to the GPU device memory. In contrast to

the CPU-based approach, the data movement occurs before the data transformation in the

GPU-assisted approach as the raw data must be present in the GPU’s device memory in

advance for the transformation to begin. Therefore, TCUDB can only use GPU-assisted

data transformation when both the estimated working set size and the volume of necessary

raw data (e.g., columns from the selected table) for transformation can fit in GPU’s de-

vice memory. Leveraging the same 2-way natural join example, TCUDB can estimate the

corresponding DM op using Equation 3.2 as:

DM op ≈ M · sizeof(type A) +N · sizeof(type B)

BandwidthGPU/host
. (3.2)

where M and N are the numbers of elements in the raw data columns of the joined columns

and (type A) and (type B) are the raw data types of both columns before transformation.

In terms of DT op, the GPU-based scan operator still takes ≈ α ·(m+n) operations

in transforming input data to the desired matrices – but a GPU can perform p of these in

parallel if the GPU has p vector processors available. In modern GPU architectures, p is

typically more than 2,000. The DT op in GPU-assisted approach is estimated as DT op ≈

α·(m+n)
p . Notice that the GPU-based approach needs to move raw data in Equation 3.2,

TCUDB still needs to evaluate the summation of DM op and DT op to determine the most

appropriate data transformation method.

Computation cost Finally, the dimensions of the transformed input matrices also de-

termine the TCU computation time. Using the number of records, the number of distinct
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values and the most compact data type derived from the feasibility test, TCUDB can esti-

mate the required device memory and the density of input matrices for the operator. Based

on the estimation, TCUDB can potentially take three different approaches in performing

an operator.

(1) If all inputs and outputs fit within the device memory, TCUDB simply needs to copy

all inputs into the device memory and invokes the matrix multiplication function once.

(2) In case the working set size exceeds the available device memory, TCUDB’s query plan

will need to apply the blocked and pipeline matrix multiplication algorithm [130, 279] to

move parts of input and output data as well as perform matrix multiplications block-by-

block. (Section 3.4.2)

(3) If the densities of input matrices are lower than a certain threshold (an architecture-

dependent value), TCUDB will use sparse matrix multiplications instead. (Section 3.4.2)

Since each pair of values in input matrices requires 2 operations for multiplication

and accumulation, the computation time in the simplest case where all input matrices fit

in the device memory can be estimated by

CT op ≈MNK × 2

peak TCU TFLOPS
(3.3)

where peak TCU TFLOPS is the TCUs’ peak number of floating-point operations per second

(FLOPS). If the query results in inputs larger than device memory, TCUDB still leverages

Equation 3.3 to estimate the cost but replaces peak TCU TFLOPS with the measured FLOPS

from the blocked/pipelined matrix multiplications. For the cases where input matrices are

sparse, TCUDB estimates the computation costs not only using the FLOPS from our sparse

matrix multiplication implementation but also multiplying the cost by the density of inputs.
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The final cost estimation is then the summation of the above three terms DT op+

DM op + CT op. TCUDB then compares this estimated cost with the estimated cost of the

other CPU/GPU-based operators to decide whether to use TCUs. TCUDB obtain the

most up-to-date estimations for BandwidthGPU/host and peak TCU TFLOPS by checking the

execution time of previous queries.

Note that there can be more than one TCU-accelerated plan because the system

can choose a higher or lower-precision data type, which can change the decision of whether

to perform transformation operator within the GPU or not.

Handling large datasets.

Due to the limited device memory capacity (e.g., 24 GBs in our case), the input

matrices of TCUDB’s operators cannot fit in the GPU’s device memory if the datasets are

extremely large and dense. Once TCUDB catches such a case during the feasibility test,

TCUDB will consider applying a blocked matrix multiplication algorithm for the corre-

sponding query operators. The blocked matrix multiplication algorithm works by fetching

a submatrix from the system main memory as a multiplicand, gradually fetching other

same-sized submatrices as the multiplier, and aggregating the result to the corresponding

submatrix in the result matrices.

TCUDB’s implementation of blocked matrix multiplication extends MSplitGEMM [279]

to support blocked matrix multiplications using TCUs. Both TCUDB’s implementation and

MSplitGEMM exploit pipeline parallelism by creating multiple streams in fetching input

submatrices, performing matrix multiplication and accumulation, and writing back results

simultaneously. TCUDB’s implementation uses TCUs for matrix multiplication and accu-
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mulation instead of conventional GPU cores. During the periodical microbenchmark tests,

TCUDB also performs a series of tests to figure out the optimal size of submatrices that

balances the latency of each stage in the pipeline to maximize the computation throughput.

The measured throughput using these optimal parameters will also be used as the metrics

for evaluating the costs of large and dense inputs in Section 3.4.2.

Handling sparse matrices.

Due to the current capability of TCU hardware in handling sparse matrices, con-

ventional TCU operators that assume dense matrices as their inputs may not always out-

perform a GPU plan when the input matrices to a TCU-accelerated operator are very

sparse. Therefore, TCUDB implements a TCU-accelerated sparse matrix multiplication

(TCU-SpMM) operator that

• transforms an input into a compressed sparse row matrix format (CSR)

• partitions an input matrix into 16×16 submatrices,

• skips submatrices containing all 0s,

• multiplies the rest using TCUs and accumulates results [268].

By doing so, the TCU-SpMM operator can still leverage TCU’s computation power but on

a much smaller number of submatrices pairs when the input matrices are large and sparse.

To determine whether a TCU-SpMM-based plan should replace the dense multi-

plication plan, TCUDB needs to estimate the cost similar to the regular cases with dense

matrices. We estimate the total cost by multiplying the estimated dense operator cost by
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the inputs’ densities. In addition, the TCU-SpMM-based operator requires scanning inputs

to construct/partition a matrix and filter those all-0-submatrices. TCUDB estimates this

part of the cost with a simple linear function with respect to the input size.

Finally, the query optimizer of TCUDB still needs to evaluate plans using the GPU-

based HashJoin cost model [267], in particular sparse matrix multiplication on conventional

CUDA cores to determine whether a TCU-SpMM-based plan is more efficient.

3.5 Experimental Results

Leveraging TCUs’ capabilities in optimizing matrix algebra, TCUDB delivers up

to 14× speedup over a conventional GPU-based DB engine for the sample queries that

Section 3.3 describes. Inspired by the result, we experimented with TCUDB in real-world

application query workloads with inputs as large as 24 GBs. In summary, TCUDB achieves

up to 7.52× speedup in matrix multiplications, up to 3.96× speedup for analytic queries in

the star schema benchmark, up to 288× speedup in entity matching queries, and up to 4.22×

speedup for the core of the PageRank algorithm. The comparison of TCUDB performance

on different GPU architectures also reveals the strong potential of TCU-accelerated DB

engines in the future.

3.5.1 Experimental Methodology

We conducted experiments on a machine with an Intel Core i7-7700K processor, 32

GB DDR4 DRAM. The processor contains 4 cores and each processor core runs at 4.2 GHz

by default. The GPU in our experiments is an NVIDIA GeForce RTX 3090 GPU based
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on Ampere architecture. This GPU contains 24 GB GDDR6X device memory and 328

Tensor Cores and attaches to a PCIe 3.0 x16 slot. The TCU-accelerated operator library

in TCUDB is implemented using a NVIDIA CUDA Toolkit 11.2. The system runs a Linux

4.15.0 kernel with the NVIDIA driver version in 460.32.03. We compared TCUDB with a

state-of-the-art GPU execution engine for warehouse-style queries, YDB [267] and a pure

CPU-based execution engine, MonetDB [21], as reference designs.

3.5.2 Microbenchmark

To allow query optimizers to select the right query plans, the database engine must

obtain samples of executing workloads using TCU-accelerated operations. Upon installing

TCUDB in the system or when the system detected any change in hardware configura-

tions, TCUDB will perform a one-time sampling process that runs a set of microbenchmark

workloads to collect critical timing information for query optimizations.

During the sampling process, TCUDB will execute three main queries, Q1, Q3 and

Q4 from Section 3.3, with various-sized, random-generated input datasets. TCUDB does

not evaluate Q2 and Q5 as they are essentially combinations of other queries. The sampling

process also helps us to classify the cases where TCUDB is superior to the conventional

GPU-accelerated engine and identify the source of performance gain/loss in TCUDB. With

large system main memory and aggressive file system caching by operating systems as well

as the underlying high-performance NVMe SSD, we have not observed significant disk load

time in each DB engine’s initialization phase.

As MonetDB is a full-fledged system, we excluded the additional steps/overheads

by measuring only the time to execute the physical plan for a fair comparison. (We use the
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“–timer=performance” option and disable the resulting output to report the runtime part

only.)
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Figure 3.7: The relative execution time of running (a) Q1, (b) Q3, and (c) Q4 with various

number of records and 32 distinct values in the target attribute on TCUDB, YDB, and

MonetDB.
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Figure 3.8: The relative execution time of running (a) Q1, (b) Q3, and (c) Q4 with 4096

records and various distinct values in the target attribute on TCUDB, YDB, and MonetDB.

Figure 3.7 and Figure 3.8 present a subset of microbenchmark results from the

sampling process on the default testbed described in Section 3.5.1. We label the x-axis
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of each sample in this figure with two parts in the configuration. The first part is the

parameters for the query, M , K andN , that represent the sizes of the input matrices for each

evaluated operator where one matrix has the dimension of M×K and the other is K×N . To

save space, we only present the cases when M = N and label each configuration with their

values of M and K as M,K in these figures. The second part is the DB engine (i.e, TCUDB,

YDB, or MonetDB). The vertical axis in each figure shows the aggregated execution time

in each step of running these queries, normalized to the total time when running the same

query using YDB, the conventional GPU-accelerated engine, with M = N = 4096 and

K = 32.

Figure 3.7(a) shows the performance of Q1 for TCUDB, YDB and MonetDB from

input sizes 4096 to 32768. Both TCUDB and YDB significantly outperform MonetDB for

this query. TCUDB outperforms YDB in most configurations. The advantage of TCUDB

is especially significant when datasets grow. TCUDB outperforms YDB by 14× for the

case of (32768, 32) and 9.3× for (16384, 32), but only 1.18× for (4096,32). Observing the

breakdown of execution time in Figure 3.7(a), we found the major speedup comes from the

significant reduction of computation time from the TCU-accelerated join operator, despite

the additional overhead in filling and transforming datasets into the desired matrices for

TCUDB.

Figure 3.8(a) varies the number of distinct values that affect the sparsity of input

matrices in Q1 for TCUDB’s join operator. As the number of distinct values becomes larger,

the performance advantage of TCUDB’s join operator over YDB and MonetDB begins to

shrink. Because the sizes of one dimension of both input matrices for the TCUDB join op-
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erator in Q1 depends on the number of distinct values from the chosen attribute to perform

matching, matching on an attribute with more distinct values will lead to computation on

larger but sparse matrices. In contrast, YDB’s and MonetDB’s HashJoin algorithm pro-

duces smaller vectors as the chance (i.e., total number) of records sharing a single value

reduces if the number of distinct values increases. Therefore, even though YDB’s and Mon-

etDB’s HashJoin operator needs to work on more pairs of vectors, each pair of vectors have

smaller dimensions. However, TCUDB’s join operator still outperforms YDB and MonetDB

in all cases until the number of distinct values reaches 4096. This profiling result suggests

that TCUDB select a GPU-hash-join-based or sparse-matrix-based implementation if the

density of input matrices is below 0.04% on our testbed.

Figure 3.7(b) presents the performance of running Q3 using TCUDB, YDB and

MonetDB. Q3 evaluates the group-by and aggregations over join query. Unlike the conven-

tional GPU-accelerated DB engine where group-by and aggregations are separate operations

after the hash join, TCUDB can implement the whole Q3 using just one matrix multiplica-

tion. As a result, the execution time of using TCUDB of executing Q3 remains similar to

executing Q1 when the input parameters are the same. However, YDB or MonetDB always

have to perform the additional group-by operations and leads to a longer execution time

than performing Q1 for the same inputs. Therefore, the performance advantage of TCUDB

becomes more significant for Q3. For (32768, 32), TCUDB can outperform YDB by 45×.

When we increase the number of distinct values as in Figure 3.8(b), TCUDB be-

comes less advantageous, similar to the phenomenon in Q1. However, as TCUDB still uses

single-matrix-multiplication-based Join/Aggregation/GroupBy operation to perform oper-
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ations where YDB or MonetDB needs multiple-step HashJoin and GroupBy/Aggregation

operators, TCUDB still outperforms YDB and MonetDB in all cases.

Figure 3.7(c) presents the relative execution time of Q4 on TCUDB, YDB and

MonetDB. YDB and MonetDB will perform Q4 using HashJoin and then an aggregate

query but without a group-by operator. Therefore, the overall execution time in each

configuration of YDB and MonetDB is less than Q3 because of the elimination of group-

by operator. However, again, TCUDB still implements this operator using single matrix

multiplication on the transformed input matrices. Therefore, TCUDB achieves 19× speedup

for (32768, 32).

As in Q1 and Q3, TCUDB becomes less advantageous when we increase the number

of distinct values as in Figure 3.8(c). Because the amount of operations in YDB and

MonetDB for Q4 is fewer than Q3, we still see TCUDB falls short when the number of

distinct reaches 4096 and suggest an alternative plan for cases where input matrix densities

are below 0.04%.

3.5.3 Analytic queries: Star Schema Benchmark

We evaluate the performance of TCUDB on the popular Star Schema Benchmark

(SSB) [182], a benchmark suite modeling the data warehouse workloads. SSB is widely

used in benchmarking analytic engines due to its realistic modeling of data warehousing

workloads. The database form a star schema consisting of one fact table (lineorder) and

four dimension tables (supplier, customer, date and part) connected to the fact table

by foreign keys.
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Figure 3.9: The relative runtime of star schema benchmark on TCUDB compared to Mon-

etDB and YDB running the same query as the baseline with scaling factor (a) 1, (b) 2, (c)

4, and (d) 8.

The benchmark provides 13 queries in 4 flights. TCUDB supports all the 13 SSB

queries. Figure 3.9 compares the performance of TCUDB, YDB and MonetDB in running

SSB queries with scaling factors varying from 1 to 8 resulting in data sizes from 0.7GB to

5.6GB.

Figure 3.9 summarizes the results. TCUDB outperforms both YDB and MonetDB

in all evaluated SSB workloads with up to 3.96× speedup when running Q4.1 with scaling

factor as 8. Even with the worst performing SSB Q3.1, TCUDB still maintains the same
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Figure 3.10: The relative execution time and breakdown of matrix multiplication query on

TCUDB and YDB.

level of performance as YDB. These promising results show that TCUDB has the potentials

of being integrated into real-world analytic engines.

3.5.4 Case studies: matrix multiplication, entity matching, and PageR-

ank

In addition to individual operators, we also evaluated three representative use

cases, matrix multiplication, entity matching and PageRank to demonstrate TCUDB’s ca-

pabilities in handling intensive operations and large datasets.

Matrix Multiplication

Matrix multiplication was once considered inefficient for relational databases. With

the help of hardware-accelerated matrix multiplications, TCUDB can make queries con-
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taining complex linear algebra operations more efficient. We use a query in Figure 3.5 to

demonstrate this use case. We create two tables A and B where each record in both tables

has three attributes (row num, col num, val) as the input. We generate the synthetic

dataset according to this schema with input matrices of dimensions up to 32768×32768 and

data volume up to 24 GB, approximately 2.14 billion records.

Figure 3.10 presents the relative execution time and breakdown of performing ma-

trix multiplication on TCUDB and YDB, using YDB with each table containing 4096×4096

records as the baseline. We did not include MonetDB’s result in these Figures as MonetDB

cannot finish these queries within a reasonable amount of time and present MonetDB’s

results in Figure 3.10 would render the results of TCUDB and YDB invisible. When the

dataset contains fewer than 16384×16384 records, the input matrices that TCUDB creates

for the TCU’s Join + Aggregation + GroupBy operator completely fit in the GPU’s device

memory. TCUDB consistently outperforms YDB and delivers up to 7.51× speedup. When

the dataset contains 32768×32768 records for each table, TCUDB must partition the input

matrices into submatrices, use the block algorithm, and pipeline the swapping in/out of

submatrices to perform the Join/Aggregation/GroupBy operator. TCUDB still performs

multiplication and aggregation of submatrices using TCUs. Even with the overhead of data

exchanges in the blocked Join/Aggregation/GroupBy operator, TCUDB is still able to out-

perform YDB by 7.92× for the case of 32768×32768 records for each table. As datasets fit

in the system’s main memory as well as the operating system’s aggressive caching and the

help of high-speed NVMe SSD, the data load time from storage is relatively insignificant

in these experiments. The data movement (cudaMemcpy) time is the most timing criti-
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2048 4096 8192 16384 32768

×2048 ×4096 ×8192 ×16384 ×32768

×2048 ×4096 ×8192 ×16384 ×32768

x = 0, 1 0 0 0 0 0

−27 ≤ x < 27 0 0 0.00076% 0.00076% 0.00076%

−215 ≤ x < 215 0.00114% 0.00450% 0.00908% 0.00908% 0.00908%

−231 ≤ x < 231 0.00122% 0.00451% 0.00909% 0.00909% 0.00909%

Table 3.1: The mean absolute percentage error rates (MAPE) of matrix multiplication

queries with various value ranges.

cal stage for TCUDB. However, the amount of time is comparable to TCUDB and YDB

because both engines only transfer the required data to the device memory. The most

time-consuming parts for YDB are HashJoin and GroupBy operations because code using

conventional CUDA cores needs to iterate tables row by row. YDB spends up to 14× (in the

case of 16384×16384 records in each table) more execution time in HashJoin and GroupBy

than TCUDB’s single Join/Aggregation/GroupBy operator.

Due to the limited 16-bit precision of TCUs, they cannot generate 100% accurate

results in some cases. Table 3.1 shows the mean absolute percentage error (MAPE) rates in

performing matrix multiplication queries. In the cases where the values are only 0s and 1s

– similar to the cases of Q1 and Q2, the generated TCUDB operations can always produce

accurate outputs. Therefore, the result implies that TCUDB never leads to incorrect out-

comes for sub-queries like Q1 and Q2. When we enlarge the value ranges, we start to see

errors in results, but with very limited imprecision – even in the worst case, the MAPE is

lower than 0.01%. We believe this error rate is acceptable in most cases. This level of data
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Figure 3.11: The relative runtime of the EM-blocking queries on TCUDB using the default

deepmatcher datasets (a) BeerAdvo-RateBeer (b) iTunes-Amazon and (c) scaled iTunes-

Amazon, compared to MonetDB and YDB running the same query as the baseline.

error does not cause any inexact query results for the entity matching or the microbench-

mark workloads. For numerical analysis such as SSB, the result values can have minor error

rates typically less than 0.001% for cases with input values larger than 215 or matrices with

a dimension larger than 8192 due to the 16-bit representation. However, the error rate is

very insignificant and never results in misplacement of rankings and orderings of the query

results.

Entity Matching

Entity matching (EM), also known as entity resolution, fuzzy join, and record

linkage, searches records correspond to the same real-world entities from different data

sources [57, 54, 39, 127]. A key component of EM is blocking [127, 68, 188]. Given two tables

of entity records, the goal of blocking is to apply matching heuristics to quickly generate

candidate pairs of records that are likely to be real matches, which are later processed by

a more accurate pairwise classifier (aka the matcher). Scalability is the main challenge of
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blocking as the heuristics are typically natural join conditions (e.g., selecting products with

the same brand) that often produce large join results. Therefore, we expect that TCUDB

can provide significant performance gain for this EM workload.

To validate this hypothesis, we evaluate TCUDB’s performance on two real EM

datasets BeerAdvo-RateBeer and iTunes-Amazon from the Deepmatcher benchmark [169].

The BeerAdvo-RateBeer dataset contains two tables, where one of them contains 3,777 rows

and the other contains 2,670 rows, from different sources. Each table has the same table

schema with five attributes {ID, BEER NAME, FACTORY, STYLE, ABV}. Table 3.2 reveals

the number of distinct values of each attribute, which acts as one matrix dimension for

TCUDB when performing join operation. We evaluate the following query on BeerAdvo-

RateBeer dataset to perform blocking:
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Attribute ABV Style Factory BeerName

#distinct values 20 71 3678 6228

Table 3.2: Distinct values in BeerAdvo-RateBeer dataset.

Attribute Price Genre Time Artist Copyright Album

#distinct values 12 813 908 2418 3197 6004

#distinct values 25 1614 1208 6420 8199 11005

(scaled)

Table 3.3: Distinct values in iTunes-Amazon dataset.

1 -- EM-blocking query for BeerAdvo-RateBeer dataset:

2 SELECT TABLE_A.ID, TABLE_A.BEER_NAME,

3 TABLE_B.ID, TABLE_B.BEER_NAME

4 FROM TABLE_A, TABLE_B

5 WHERE TABLE_A.ABV = TABLE_B.ABV; -- attributes may vary

The iTunes-Amazon dataset contains two tables, where one of them has 6,907 rows

and the other has 55,923 rows, from iTunes and Amazon music. Both tables share the same

table schema with seven attributes ID, PRICE, GENRE, TIME, ARTIST, COPYRIGHT, and ALBUM.

Table 3.3 shows the number of distinct values for each attribute in the iTunes-Amazon

dataset. We perform the following query on the iTunes-Amazon dataset for blocking:

1 -- EM-blocking query for iTunes-Amazon dataset:

2 SELECT TABLE_A.ID, TABLE_A.SONG,

3 TABLE_B.ID, TABLE_B.SONG

4 FROM TABLE_A, TABLE_B

5 WHERE TABLE_A.ARTIST = TABLE_B.ARTIST; -- attributes may vary
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Figure 3.11 presents the result of running the above EM-blocking queries on the

two datasets and different attributes. As the execution time varies significantly among

different queries, we use YDB running the same query as the baseline and show the relative

execution time. TCUDB outperforms YDB in most cases, achieving a maximum speedup

of 288× among our experiments.

TCUDB is especially effective when the number of distinct values is small. For

the BeerAdvo-RateBeer dataset in Figure 3.11(a), TCUDB is at most 33× faster than

YDB when searching for matches on the ABV attribute where there are only 20 distinct

values. For the iTunes dataset in Figure 3.11(b), TCUDB further shows 288× speedup over

YDB when performing entity matchings on the Price attribute that only has 12 distinct

values. When the number of distinct values becomes larger, the performance advantage of

TCUDB’s operators relying on dense matrix operations over YDB starts to shrink, for the

reason we have described in Section 3.5.2. However, as TCUDB uses TCU-spMM in these

cases, TCUDB still outperforms YDB and MonetDB in all cases.

Scaling up. To demonstrate the ability of TCUDB and the query optimizer in dealing

with larger EM datasets, we synthesized an iTunes-Amazon dataset by randomly duplicating

each input table’s entry values. The resulting dataset contains 111,846 records in the larger

input source and 13,814 in the smaller one. The #distinct values (scaled) show the resulting

distinct values in each attribute field of this synthetic dataset.

Figure 3.11(c) shows the relative execution time of TCUDB, compared with YDB

running the same query. TCUDB still outperforms YDB in most cases, by up to 216×

when performing matching on the price field. When TCUDB performs the query on artist,
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Figure 3.12: The relative execution time of executing PageRank queries (a) Q1, (b) Q2,

and (c) Q3 on TCUDB, using YDB running the same query as the baseline. Each value

equals the actual query time divided by YDB’s runtime on the 1k table.

album and copyright fields, the query optimizer detects that these cases contain way too

many distinct values and the pure TCU operator cannot efficiently process the query since

the input matrices are sparse. Therefore, TCUDB uses a TCU-SpMM operator for query

processing and achieves more than 6.67× and 7.8× speedup on Copyright and Album,

respectively, over YDB that essentially performs sparse matrix multiplications using CUDA

cores.

PageRank

To demonstrate TCUDB’s ability in processing graph-related queries as well as

data analytics, we also evaluate TCUDB in performing the PageRank algorithm. PageRank

algorithm consists of three steps: (1) computing the out-degree of each node, (2) initializing

the value of each node, and finally, (3) calculating the PageRank iteratively. The whole

PageRank algorithm can be implemented as the following three queries:
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1 -- PR Q1: compute out-degree

2 SELECT NODE.ID,

3 COUNT(EDGE.SRC)

4 FROM NODE, EDGE

5 WHERE NODE.ID = EDGE.SRC

6 GROUP BY NODE.ID;

1 -- PR Q2: initialize values

2 SELECT NODE.ID,

3 (1-@alpha)/@num_node as rank

4 FROM NODE, OUTDEGREE

5 WHERE NODE.ID = OUTDEGREE.ID;

6 -- @alpha is 0.85 by default

1 -- PR Q3: calculate the PageRank score

2 SELECT

3 SUM(@alpha * PAGERANK.rank / OUTDEGREE.DEGREE)

4 + (1-@alpha)/@num_node

5 FROM PAGERANK, OUTDEGREE

6 WHERE PAGERANK.ID = OUTDEGREE.ID;

7 -- @alpha is 0.85 by default
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#Nodes 1024 2048 3072 4096 8192 16384 32768

#Edges 2058 4152 6280 8450 17444 37106 82070

Table 3.4: Reduced graph information.

Among these three queries, PR Q1 represents step 1, PR Q2 represents step 2 and

PR Q3 represents step 3. A complete run of the PageRank algorithm will invoke PR Q1

and PR Q2 once and execute PR Q3 several times until the PageRank scores converge or

reach the maximal number of iterations.

We used the Pennsylvania road network dataset from SNAP [135] that contains

1.08M nodes and 1.54M edges as the input dataset. Evaluated TCUDB under different

sizes of graphs, we created a subset of the original graph for our experiments using the most

popular N nodes and preserving the connectivity of selected nodes in the original graph.

Table 3.4 describes the characteristics of the resulting graphs. Figure 3.12 illustrates the

relative execution time and the breakdown of latency in each system component for all three

queries. We normalized the execution time to run the same query using the graph with 1K

nodes on YDB.

Though the computation of out-degree using PR Q1 is a one-pass task (Fig-

ure 3.12(a)), TCUDB’s pure TCU Join/Aggregation/Groupby operator still has advantages

when the graph is small, by up to 3.6× speedup with 1K graph. For graphs with more than

3K nodes, TCUDB selects TCU-SpMM to exercise the Join/Aggregation/Groupby operator

due to the low density in their adjacency matrices. Compared with a pure TCU Join/Ag-

gregation/Groupby operator, a TCU-SpMM-based operator spends more time in creating

operator inputs. However, as the TCU-SpMM-based operator skips submatrices with all
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0s, TCU-SpMM significantly reduces the computation time on matrix multiplications and

allows TCUDB to outperform YDB that essentially performs sparse matrix operations on

CUDA cores by up to 7.69×.

PR Q2 is also a one-time process in the PageRank algorithm but requires additional

arithmetic to initialize the values for PR Q3. Figure 3.12(b) shows that TCUDB consistently

performs better than YDB. with speedup ranging from 1.40× to 4.18×. Similar to Q1,

TCUDB uses a dense TCU operator for graphs smaller than 2K and uses TCU-SpMM’s

Join/Aggregation/Groupby to exercise queries for larger graphs.

Figure 3.12(c) shows the performance of TCUDB and YDB in performing PR Q3,

the core of the PageRank algorithm that the algorithm executes multiple times until values

converge. In our experiments, we performed PR Q3 for 50 iterations for each configuration.

For PR Q3, TCUDB’s Join/Aggregation/Group operator improves the execution time of

arithmetic calculations over the multi-step process in YDB. TCUDB is 4.22× faster than

YDB with 1K nodes in the graph. Even with graphs containing 8K nodes, TCUDB still

outperforms YDB by 3.24×, as TCU-SpMM’s Join/Aggregation/Groupby skips submatrices

containing all 0s.

3.5.5 Comparison with Graph Database Systems

TCUDB demonstrates the potential of using relational database engines to analyze

datasets that are originally graphs through case studies on PageRank. On the other hand,

graph database systems provide more natural representations and storage layouts to serve

the same purpose. To investigate the strength and the implications of TCUDB in the future
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Figure 3.13: The relative latency of the core join and aggregation operation when running

PageRank Q3 in MonetDB, YDB, MAGiQ, and TCUDB.

advancement of graph database systems, this section compares the performance of TCUDB

on the PageRank algorithm with the state-of-the-art graph query engine MAGiQ [102].

In contrast to the table-style storage that relational database systems and TCUDB use,

MAGiQ’s backend storage is organized as 2-dimensional key-value pairs, typically already

in some sparse matrix formats. MAGiQ translates the queries described by SPARQL into

a set of GraphBLAS [43] calls on these sparse matrices.

We use the same SNAP dataset as in Section 3.5.4 to evaluate the PageRank

performance of MAGiQ with GPU and TCUDB. Figure 3.13 compares the performance of

MAGiQ and TCUDB with MonetDB and YDB as references. However, the released version

of YDB can only support these queries with datasets containing at most 8,192 nodes. Due to

the large overhead of retrieving sparse matrices in MAGiQ compared to other counterparts,

we only present the latency of the core join and aggregation operations in each experiment.

The presented numbers are PageRank Q3’s performance on the sub-sampled graphs listed in

Table 3.4. MAGiQ outperforms YDB, the pure GPU query engine on relational databases,
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Figure 3.14: The microbenchmark speedup of using RTX 3090 over RTX 2080 for Q1, Q3,

Q4 on TCUDB and YDB. Each value equals RTX 2080 time divided by RTX 3090 time.

in all cases, demonstrating that a customized graph database engine does provide a more

efficient platform for graph analytics on the same architecture. Meanwhile, TCUDB out-

performs MAGiQ in all evaluated cases. The main reason is that TCUs allow TCUDB to

more efficiently exercise these queries than GraphBLAS that uses only conventional GPU

cores at this moment. We observed that the difference is more significant as the graph

becomes larger and more sparse. These results help us generate two insights. First, with

TCUs, graph analytics can be efficient with existing relational databases. Second, graph

databases can also be more efficient if their backends can leverage TCUs as TCUDB does.

3.5.6 TCUDB on different GPU architectures

To investigate the performance scaling on different GPU architectures and their

implications to the design of the TCU-accelerated DB engine, we perform experiments on

NVIDIA’s 2080, which uses an earlier Turing GPU architecture with the last generation
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TCU available.

Figure 3.14 compares the performance of microbenchmarks on the same queries

Q1, Q3, Q4 mentioned in Section 3.5.2 using both YDB and TCUDB on RTX 3090 GPU

and RTX 2080 GPU. The baseline ran the same query using the same DB engine on RTX

2080. We observed that TCUDB performs better generation-over-generation – when using

RTX 3090 TCUDB achieved an average speedup of 1.77× on Q1, 1.74× on Q3 and 2.25×

on Q4, but YDB only achieved 1.37× on Q1, 1.23× on Q3 and 1.25× on Q4. It is worth

noting that RTX 3090 contains only 328 Tensor Cores compared to 368 Tensor Cores in

RTX 2080. On the other hand, the RTX 3090 has 10496 conventional CUDA GPU cores

for vector processing while RTX 2080 only has 2944 of them. The results reveals that the

performance scaling of Tensor Cores in newer generations of GPU architectures is stronger

than conventional vector processing cores, given that RTX 3090 has fewer Tensor Cores,

3.4× more CUDA cores, but TCUDB’s speedup is more significant on RTX 3090. This

result also indicates applications, including DB engines, with a larger portion relying on

TCUs will expect to receive more performance gains when new GPU architectures are used.

3.6 Related Work

Hardware-accelerated DB’s. Integrating advanced hardware accelerators into database

systems has been an active line of research for the past few decades. Commonly considered

accelerators include GPUs [80, 242, 255, 267, 25, 246, 256, 136, 191, 266, 24, 40, 67, 219]

and FPGAs [170, 248, 154, 186, 60]. Optimization techniques have been proposed for

database operators including Select [226], Join [90, 91, 84, 225], Sort [79] and Group-by
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Aggregate [116]. In particular, to support star schema queries, YDB [267] implements

these operators into a data warehousing engine, which we used as a baseline for TCUDB.

GPUs have also been incorporated into industrial DB engines such as OmnisciDB [181],

Kinetica [125], and BlazingSQL [18].

With GPUs reducing the computation time but the increasing volume of datasets,

the data movement overhead becomes more significant to the degree that DB engines must

be aware [194, 23]. Several GPUDB systems incorporate GPU RDMA techniques [176, 10,

121, 236, 270, 145] to directly access data on the storage devices [272, 136, 37] or efficiently

exchange data among multiple GPUs [151], bypassing the host system’s main memory. This

paper is orthogonal but will receive significant benefit from this line of research projects.

To fundamentally address the data movement overhead, DB systems can push down the

computation of query processing into existing or additional hardware logic to offload part

of the computation instead of using computing resources on the host system [52, 51, 112,

245, 128, 244, 105]. However, due to the power and hardware budget of memory/storage

devices, the computing resources near data locations are typically limited. For the cases

studied in this paper, DB systems still have to rely on host computing resources (i.e., GPUs,

TCUs, FPGAs and TPUs) to efficiently perform the received queries. With modern matrix

processors need to partition matrix data and accept reduced precision values, DB system

like this paper can still leveage near data processing models to reduce precisions [98] or

reshape data [146] if the processing power in storage devices is permitted.

Matrix processors in relational databases. To the best of our knowledge, TCUDB is

the first database system that fully leverages Tensor Core Units (TCUs) as matrix proces-
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sors to accelerate compute-intensive database queries. Prior work [42] leverages TCUs for

scan/reduction operators by mapping scan/reduction into matrix-vector products. However,

[42] only treats TCUs as wider vector processors leveraging TCU’s fused operations that

can perform multiplications and accumulations in a single operation. In contrast, TCUDB

transforms queries into matrix-matrix operations so that it can fully utilize TCUs’ nature

as matrix processors. Prior work [96] investigated the feasibility of accelerating relational

queries using Google Cloud’s closed-architecture TPU platform and proprietary version of

TensorFlow. However, due to limitations of the platform, [96] only accelerates vector-based

operators such as reduced sum. Its implementation can only support single-table queries

(called Dimension Join in [96]). On the other hand, TCUDB can support a wide range of

queries include two-way natural joins by leveraging TCUs for matrix operations.

Join processing as matrix multiplication. A key technical contribution of TCUDB

is to cast the join operator as dense matrix multiplication. While being unconventional due

to the high theoretical computational complexity, this idea was explored in [11] and more

recently in [45]. In particular, [45] proposed a fast join algorithm that combines worst-case

optimal join algorithms [175] and fast matrix multiplication. The authors also provide a

CPU-based implementation highlighting performance gain from the highly-optimized lin-

ear algebra framework such as Intel MKL [243]. The implementation achieves up to 50×

performance improvement compared to baselines. In TCUDB, we further push this trend

by leveraging NVIDIA’s TCUs that are specialized for tensor processing, which commonly

appears in deep learning workloads to achieve up to 288× performance gain.

Graph queries as matrix operators. Processing queries as matrix operators have also
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been considered in the context of graph databases. In particular, MAGiQ [102] accelerates

SPARQL queries on RDF graphs by translating queries into sparse matrix linear algebra

programs. We have discussed the key differences between TCUDB and MAGiQ in Section

3.5.5. Our experiment results also show that integrating TCUDB’s strategy of executing

those matrix operators in TCUs can be an interesting optimization opportunity for graph

query engines like MAGiQ.

Advanced in-database analytics. To accommodate the exponential growth in data sci-

ence and machine learning applications, a recent line of work [93, 4, 56, 150, 53, 99, 230, 26]

focuses on supporting advanced analytics queries that involve linear algebra (LA) opera-

tors. TCUDB shares the goal of LevelHeaded [4] in identifying the worst-case optimal join

(WCOJ) [175] or LaraDB’s rule-based translation between relational queries and parallel

LA queries, but TCUDB additionally provides the capability of translating (parts of) the

query to TCU-accelerated matrix multiplication operator(s) and different sets of opportuni-

ties from the orders of magnitude speedup by TCUs in such operations. TCUDB also offers

a better system architecture by making TCU-accelerated operators as integral parts of the

DB engine and thus incurs zero system overhead in processing TCU-accelerated queries.

In contrast, query analyzers like AIDA [56] that rely on external parallel libraries from

different language frameworks from the query engine always lead to redundant memory

copies that are especially significant in our use cases. Compared with proposals relying on

SQL extensions that introduce data type labels (e.g., vector and matrix) to support LA

queries [150] or new query languages [26], TCUDB does not require any change to the SQL.

Entity Matching and PageRank. A major challenge in EM [57, 54, 39, 127] is in the
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blocking phase [127, 68, 188] to reduce the number of candidate pairs to be matched by

heuristics specified as natural joins. Our case study demonstrates that TCUDB delivers

over 300× speedup for blocking queries compared to a GPU-accelerated HashJoin imple-

mentation. This indicates the potential of building scalable EM systems with TCUDB as

the backend.

PageRank is a graph-based ranking algorithm with applications from web searches

to basic science (see [73] for a survey). PageRank is also commonly used in benchmarks of

graph databases [166, 174, 49]. While there has been an effort to accelerate PageRank (and

other graph analytic queries) using GPUs [257, 207, 222], to our knowledge, TCUDB is the

first to attempt to accelerate PageRank using TCUs.

3.7 Conclusion

We propose, implement and evaluate TCUDB, an efficient database query engine

with TCUs, an emerging type of AI/ML hardware accelerator presented in modern GPU

architectures. We identify query patterns that match TCUs’ acceleration model. Through

solving technical difficulties such as remapping inputs and limited precision, the resulting

TCUDB shows ours achieves up to 288× speedup against the baseline GPU-accelerated

DB engine. The performance gain of TCUDB over conventional GPU-based DB engines

indicates a strong performance scaling in new GPU architectures. For future work, we plan

to extend TCUDB by exploring more potential workloads and addressing the complex query

optimization problem with multiple accelerators of different types.
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Chapter 4

Assessing Hardware Effectiveness

for AI Applications

We have seen a huge surge in personal assistant applications, from basic chatbots

to advanced AI virtual assistants that go beyond what we ever imagined. The shift from tra-

ditional personal computers to personal mobile devices in the human-computer interface has

introduced complexities in the data processing pipeline for personal assistant applications,

leading to changes in various aspects of the data management model.

The conventional model of handling these data management pipelines, data-center

machine learning (DCML), heavily relies on data centers with powerful processors, GPUs, or

hardware accelerators like TPUs [110, 108, 106] to perform the majority of computation of

personal assistant applications. The device that attaches to an end user is only responsible

for collecting inputs and requests as well as presenting the response from data centers.
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Despite the short latency of performing core ML tasks (e.g., inference) using data

center servers, DCML model suffers from the overhead of exchanging data over the network.

Beneficial from the integration of GPUs and accelerators (e.g., edgeTPUs and Ap-

ple’s Neural Engines) into modern mobile devices or Internet of Things (IoTs) open up the

avenue for on-device machine learning (ODML) that performs critical AI/ML functions on

mobile or IoT devices without too much intervention from the data center. By removing the

data exchange overhead, ODML may still offer competitive performance despite the lower

computation capability on user devices. However, for workload that require more compu-

tation or memory resources, ODML still struggles to provide acceptable user experiences.

In addition to the two extremes of data processing models, we also explore the

potential of another data management model, multi-device machine learning (MDML).

Instead of heavily relying on either the extreme of user devices or data center servers, MDML

promotes the collaboration of heterogeneous devices in accomplishing tasks in emerging

AI/ML-assisted/centered applications.

Challenges. However, the choice of data management models, design, and development of

AI/ML-assisted/centered applications must tackle the following challenges. (1) Trade-offs.

Efficiently using heterogeneous devices in an application leads to trade-offs in every design

decision. For example, data center servers can deliver short latency in inference, making

user devices cheaper and smaller but increasing the end-to-end latency, device power/en-

ergy consumption, and privacy concerns. (2) Quality of service. Many personal assistant

applications interact with end-users directly. Therefore, these applications must deliver

an expected response within a specific latency. Some devices (e.g., low-precision hardware
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accelerators) and mechanisms (e.g., approximate computing) can deliver supreme perfor-

mance but fail on quality. (3) Cost. The operational costs (e.g., electricity consumption

and carbon footprints) and cost of ownership will affect an application’s sustainability and

long-term success. An energy-inefficient or capital-heavy approach may not necessarily be

a feasible solution. (4) Developing code on heterogeneous devices. As personal assistant

applications require multiple devices, where each device is highly specialized with distinct

processor/accelerator architectures, the developer will need to optimize the implementation

on different devices separately. In addition, the developed code is not portable between

heterogeneous devices.

4.1 Overview of PAMLB

We present Personal Assistant Multi-device Machine Learning Benchmark (PAMLB)

to address challenges in developing data management pipelines on emerging personal assis-

tant applications. In contrast to conventional benchmark suites that often focus solely on

queries executed within a single device, PAMLB targets the comprehensive data manage-

ment pipeline, including operations that may extend across multiple devices or platforms.

PAMLB leverages a device-agnostic abstraction, DAQL, that can easily describe the in-

teraction among different data management pipeline elements. The abstraction also allows

PAMLB to support theoretical analyses encompassing performance, energy, and data move-

ments. Furthermore, PAMLB encompasses a wide range of applications, covering the ma-

jority of data processing pipelines typical for personal assistant applications. The PAMLB

application set enables developers to assess the impact of optimization or deployment of a
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module to devices with analogous applications prior to code development. The variety of

PAMLB’s data management pipelines will enable the developer to quickly map an emerg-

ing application’s data management process to one in PAMLB, saving the evaluation time

of data processing models of new applications.

Insights learned from PAMLB. With PAMLB’s abstraction and availability on various

types of devices, we evaluated PAMLB’s workloads in settings covering the three data

processing models, DCML, ODML, and MDML. We identified the following insights through

the evaluations of real systems and projections with measured numbers and PAMLB’s

abstraction. (1) With the size of AI/ML models growing, DCML is more advantageous in

latency despite increasing data movements, but with appropriate allocation of tasks, MDML

can consistently deliver the service at the desired level. (2) ODML is feasible for workloads

with low arithmetic intensities but unlikely to work efficiently for applications that need

large models. (3) The performance of datacenter servers does not always translate to user

experience. (4) With the current progress in hardware advancements, the optimizations on

models matter more. (5) Disregarding performance, ODML can be the most eco-friendly

model with recent advancements in device technologies. (6) ODML can also be the least

eco-friendly if the device is too slow. (7) Considering the service levels, MDML is the

most eco-friendly and cost-effective model. (8) Optimizing the performance of PAMLB still

needs intensive investigations. Based on the learned insights, PAMLB also explored the

potential of an optimizer on PAMLB workloads to avoid the process of exhaustive design

space exploration.
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PAMLB makes the following contributions:

• We propose a methodology to create PAMLB, a collection of personal assistant work-

loads across various representative domains, including video query, visual query, nat-

ural language query, geolocation-based/spatial query, and question-answering system.

To the best of our knowledge, PAMLB is the first benchmark considering the multi-

device interaction from a holistic system design point of view for personal assistant

applications.

• We identify MDML as a competitive data management model for personal assistant

applications that adds 11% user-perceived latency while saves 41% energy on average.

• Among our key findings, we highlight two significant insights:

(1) Despite a more than 4× improvement in compute capability (TOPS) for the up-

graded hardware, the performance of applications, in terms of latency, improved

by only 11% due to limited memory bandwidth enhancements.

(2) The selection of an appropriate machine learning model has a greater impact on

end-to-end latency than upgrading the computing device. Adopting a specialized

model over a generalized one resulted in a more than 3× speedup.

• We evaluate the potential of a simple yet effective method to guide the model selection

on various workloads across multiple devices.

• We have made all our evaluation scripts, benchmark specification representation, and
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Figure 4.1: Typical machine learning application pipeline in MDML data processing model.

analysis available online. In this age of rapidly evolving information and technology,

a benchmark that comprehensively captures the behaviors of widely discussed AI

applications can contribute to future research as community resources.

4.2 Background and Motivation

This section describes the background of different data processing models in the

multi-device setting, and their motivations given the recent rapidly evolving ML/DL tech-

nologies and hardware. By describing the applications with our proposed specification lan-

guage DAQL, we can evaluate a set of representative workloads systematically and analyze

the trade-offs in terms of cost, energy consumption, and hardware computing capability.
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Table 4.1: Data processing models comparison.

Metrics \Data processing models ODML DCML MDML (ours)

Total energy consumption Low High Medium

Server cost Low High Medium

User cost High Low Medium

4.2.1 Data Processing Models

Data-center Machine Learning (DCML)

Data-center inference processing model [199, 88, 70, 86] indicates the practice of

running machine learning models on cloud servers that are equipped with high-performance

hardware, such as high-end GPUs or tensor processing units (TPUs). DCML enables high-

performance inference and faster response time. Besides, DCML provides good scalability

in which it can handle a large number of concurrent inference requests and thus a a suitable

solution for applications with high traffic and demand.

While DCML offers considerable computational power and accessibility, it also

has some drawbacks. (1) Privacy. Sending data to external servers for inference might pose

privacy issues, especially when dealing with sensitive or personal information. However, as

privacy concerns are beyond the scope of this work, we focus on data transfer time as a com-

ponent of response time in our machine learning pipeline. (2) Cost for high throughput.

For high-throughput applications, it will incur significant costs because of the computa-

tional resources used. (3) Network reliance. Since DCML relies on network communication

between the user device and the server, which introduce latency in obtaining results that is
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critical for real-time applications. Moreover, a stable internet connection is mandatory for

data-center inference to get continuous service.

On-device Machine Learning (ODML)

ODML refers to the process of running a complete machine learning pipeline di-

rectly on a user device, such as mobile phones, tablets, or IoT devices, without relying

on the cloud or the remote server. This data management model is opposed to the con-

ventional data-center-based model, where a user device is used to issue a request and re-

ceive the results without data processing and computation. Representative ODML frame-

works [50, 149, 253, 85, 134, 86] make efficient use of computing resources on the device to

obtain an acceptable performance. ODML preserves several advantages that are hard for

other solutions to compete with. (1) Privacy. Because data stays on the user’s device, there

is no need to transfer sensitive data to third-party servers, which greatly reduces privacy

concerns. (2) Latency. On-device inference minimizes the delay in obtaining results because

there is no network communication. (3) Availability. Devices can perform inference without

an internet connection, allowing continuous functionality.

However, ODML also faces some challenges, as the less powerful on-device compu-

tational resource and memory can limit the performance level of the applications or result

in a higher cost to the user. Considering the current user devices’ specifications, some

AI/ML-assisted applications need to be highly optimized or quantized to run effectively on

resource-constrained devices, which incurs extra engineering efforts.
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Multi-device Machine Learning (MDML)

MDML refers to the data processing model where computation tasks can be dis-

tributed to more than one device. This is the typical paradigm for emerging multimodal

ML tasks (e.g., visual question answering) that require inference calls of multiple models in

different modalities such as vision and language. Figure 4.1 shows the typical machine learn-

ing pipeline in MDML scenario. The raw data can come from either the sensor or the user

device, and device#1 (e.g., mobile devices) conducts data preprocessing and light-weight

ML task. The compute-intensive task (e.g., ML task#2) can be handed over to device#2

(e.g., the server machine). Next, the intermediate results can be propagated to device#3

(e.g., edge devices) to perform ML task#3 if any, otherwise, results can be directly sent

back to the user’s device for rendering after post-processing.

Compare with other data processing models such as the ODML model and DCML

model, MDML model can process the light-weight task without fully relying on the server

and preserve the opportunity to handle the private data locally. Flores et al., Gao et al.,

and Wen et al. [64, 71, 249] exploit the multi-device edge computing by organizing a group

of devices for the AI inference task, which is also a subset of the MDML we discussed

in this work. Because edge devices by far can not deliver satisfying latency for AI/ML

applications, running applications with a cluster of edge devices may cancel out the benefit

of using these low-power devices for energy saving. Pavlo et al. [192] compares the data

processing pipelines of two paradigms (MapReduce and parallel SQL DBMS) on large-

scale data in terms of performance and development complexity. While MDML serves as a

hybrid model of DCML and ODML to balance user demands including end-to-end latency,
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costs, and energy consumption. Table 4.1 shows a high-level comparison of three models.

ODML, while offering low total energy consumption and server costs, imposes higher user

cost due to the necessity for better hardware to maintain the performance. From a latency

perspective, DCML by all means offers the best performance, but we have to consider the

trade-offs on energy efficiency and costs. MDML serves as a hybrid option by leveraging

part of the computation to the power-efficient device, thereby relieving server pressure

and saving energy compared to DCML. MDML preserves the opportunity to perform data

preprocessing before transferring data to high-performance devices for compute-intensive

tasks.

4.2.2 PAMLB: Addressing Changes of Data Management Pipeline

Personal Assistants. In this paper, we present a benchmark, PAMLB, for evaluating

the three aforementioned processing models: DCML, ODML, and MDML. In particular,

we choose AI-based personal assistants as the main target domain. Personal assistants

are ideal candidates for evaluating these data processing models because they inherently

operate across a wide array of devices (i.e., smart phones and data centers) and require real-

time, efficient, and accurate responses. The multi-device nature demands the deployment of

machine learning models with different modalities and resource requirements across devices

of varying capacities.

What does PAMLB cover? Running ML applications on heterogeneous devices in-

troduces several system design decisions, including the trade-offs of task allocation among

different hardware, computing resource management, and application interfaces across plat-

forms. For example, approaches to the heterogeneous system design from the task scheduling
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perspective [148, 143, 269, 8] dynamically place tasks on devices based on their comput-

ing capabilities and network conditions. On the other hand, Zhou et al. and Risso et

al. [276, 205] fully exploit the parallelism of computing resources on the device to maximize

the performance of heterogeneous computing. In summary, PAMLB addresses the following

challenges for MDML:

Response Time

For applications with real-time interaction requirements, response time is critical.

We need to deliver a certain degree of results to users to fulfill the demand. Compression

strategies or quantization techniques [41, 65, 124] are applied as optimizations to achieve

reasonable results within a specified time frame and reduce memory footprint.

Energy Efficiency

Beyond performance, energy efficiency is closely linked to both costs and long-

term environmental sustainability. Addressing energy consumption in emerging AI-based

personal assistant applications presents another challenge. This information allows us to

choose various hardware configurations to attain desirable outcomes with reduced energy

consumption.

Unifying Device Abstractions

Another challenge for PAMLB is addressing the various interfaces across multiple

devices. Given that different platforms have their own operating systems and instruction

sets, the ML pipeline may not run smoothly using the MDML data management model
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without modifications. The proposed PAMLB should offer a unified abstraction to distribute

the workload among different devices and to estimate the data exchange overhead between

them.

Being Implementation-agnostic

The diversity and representativeness of AI/ML applications pose challenges that

machine learning benchmarks should address. While there can be hundreds of implemen-

tations for a single ML task, evaluating them with a consistent standard is difficult. For

example, many different implementations exist for object detection tasks [200, 144, 202, 92],

and each delivers strong performance under different scenarios. An ideal PAMLB should

be flexible enough to capture all these characteristics, enabling better analysis of potential

bottlenecks within the ML pipeline.

4.2.3 Why Do We Need a New Benchmark?

Currently, there is no benchmark for MDML use cases. In a heterogeneous com-

puting environment, one ML task can be implemented in a number of different ways. We

lack a general representation for ML applications that is implementation-independent and

can characterize each adjacent machine learning component individually.

Most current ML benchmarks and AI competition platforms (e.g., Kaggle, Driven-

Data, Numerai) focus on model accuracy by providing reference implementations as base-

lines for specific tasks or by encouraging participation through dedicated leaderboards.

Another set of benchmarks emphasizes basic operations crucial to DL, such as the fully-

connected layer (FC), convolution layer (Conv), and recurrent neural network (RNN), aim-
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ing to evaluate performance for select target workloads. However, as the complexity of tasks

(e.g., multimodal tasks [75, 81, 19, 221]) increases along with user demands and evolving

technologies, establishing a standard for each specialized task in this swiftly changing era

becomes nearly impossible. For instance, large language models (LLMs) [184, 234, 6] have

emerged, captivating people worldwide with their impressive capabilities. Yet, cataloging

and comparing the plethora of LLMs developed by various companies and research labs is

a daunting task. On the other hand, Liang et al. [140] investigate the capabilities and lim-

itations of multimodal models in this multimedia era by providing an automated machine

learning pipeline and standardized implementations of core approaches. This demands pro-

grammers and researchers to continually develop and update metrics in response to the

rapid emergence of new models. In essence, handcrafting evaluation metrics for each model

or task is almost unfeasible as the state-of-the-art (SOTA) models evolve daily.

Observing the drawbacks of adapting to continuously updated model implemen-

tations, we believe that a benchmark should provide a high-level abstraction to capture the

characteristics of the task and bypass specific model implementations. Furthermore, instead

of focusing solely on model accuracy, other metrics, such as latency and energy consump-

tion, are crucial for both users and developers. For instance, responsiveness (i.e., end-to-end

latency) affects user experience and satisfaction, while energy consumption reflects both the

carbon footprint and electric bills. An effective benchmark should offer insights to system

designers and application developers, guiding them to allocate computation to the optimal

device or hardware. This ensures the best use of resources and maximizes user experience.
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Table 4.2: Operators in MDML specification language.

Operator Category Meaning

TRANSFORM Preprocessing Text-based data preprocessing, e.g., text parsing, text transformation, no-

ops.

EXTRACT Preprocessing Image/video preprocessing operations, e.g., rasterization, voxelization, vec-

torization for images.

PREDICT Inference Perform inference.

CONCAT Postprocessing Concatenate a sequence of tokens.

POST PROCESS Postprocessing Any kind of post-processing, e.g., clean up noise, deduplicate, no-ops.

4.3 Evaluating personal assistant applications on multiple

devices

We introduce an abstraction that is independent of devices, machine learning mod-

els, and programming languages. Alongside this, we present a set of workloads represen-

tative of personal assistant applications. These are aimed at addressing the challenges of

evaluating data processing models when executing these workloads across different hardware

and programming platforms. This section provides an overview of the proposed abstraction

and the associated workloads.

4.3.1 Device Agnostic Query Language (DAQL)

Modern AI-assisted applications typically involve data paths that encompass het-

erogeneous types of devices. To circumvent dependencies on system-level implementations,

we adopt declarative language inspired by BigQuery ML [77] and the Structured Query Lan-

guage (SQL). To capture the full picture of data interactions and computation, we introduce
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Table 4.3: Summary of PAMLB.

TASKS INPUTS COVERAGE TIME REQUIREMENT

VQImg [81] Video, Image, Natural

language[81]

Object detection, Object

tracking, Video retrieval [17]

The shorter is better

VQNL [81] Video, Natural language[81] Natural language processing

,Natural language reasoning

,Video retrieval

The shorter is better

Text-to-image Genera-

tion [240]

Natural language [241] Natural language processing

,Natural language comprehen-

sion ,Image processing

The shorter is better

VMF [221] Sensor data, Map data [59] Image processing, Signal pro-

cessing, Spatial computing

Must be shorter than 25

ms [274, 277]

Question Answering

Bot [275]

Natural language [198] Large language models, Natu-

ral language processing, Gen-

erative AI

The shorter is better

Bilingual Voice Assistant Audio, Natural language [198] Speech recognition, Natural

language processing, Genera-

tive AI

The shorter is better

Recommender [254] User-item interactions [254] Recommendation system,

Data mining

The shorter is better

DAQL as an extension to SQL. DAQL appropriately abstracts our target applications and

scenarios without necessitating extensive programming knowledge of AI/ML frameworks.

Drawing from the principles of SQL, DAQL represents workloads as a series of

queries. Each query can encompass multiple operators, each with its associated clauses.

These clauses specify the precise data processing commands, conditions, and the input/out-

put data pertinent to the corresponding operator. Table 4.2 summarizes the operators that

cater to all use cases discussed in the current set of workloads in this paper.

Using a text-to-image application (e.g., Microsoft’s Bing Image Creator or Google’s

Imagen [209]), we will explain how DAQL describes a workload. Figure 4.2 illustrates the

workflow of the text-to-image application [103]. A text-to-image application receives an
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Figure 4.2: Simplified text-to-image generation workflow.

end-user request in natural language sentences, like “Can you draw a picture with a bear

riding a bike? The bike is black. The bear is wearing sunglasses”. The application then

parses and encodes these input sentences into embeddings. Finally, using one or more

generative AI models, the application produces an image that visually corresponds to the

provided text description.

Figure 4.3 shows the DAQL query that covers the complete workflow of the text-to-

image application. The DECLARE clause at the first line defines the request from the end-user

input. Then, the LOAD MODEL clause at line 3 loads a pre-trained model called CLIP [197] as

encoder. The later SELECT clause invokes a PREDICT operator that generates embeddings

into text embeddings using the model loaded as encoder. The LOAD MODEL clause at line

6 would load another pre-trained model, stable diffusion model, as a predictor into

the application. The syntax also allows the user to optionally set the parameters of the
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1 DECLARE prompt STRING DEFAULT ’Can you draw a p i c t u r e with a

bear r i d i n g a bike ? The bike i s b lack . The bear i s wearing

s u n g l a s s e s ’ ;

2

3 LOAD MODEL ‘CLIP ‘ AS encoder ;

4 SELECT PREDICT(MODEL encoder , prompt ) AS text embeddings ;

5

6 LOAD MODEL ‘ s t a b l e d i f f u s i o n m o d e l ‘

7 OPTIONS (

8 i n p u t s e q l e n g t h =128 ,

9 language=’ en ’ ,

10 l a t e n t n o i s e=’ p a t h t o l a t e n t n o i s e d a t a ’ ,

11 ) AS p r e d i c t o r ;

12

13 /∗ Perform in f e r ence to generate image with g iven prompt ∗/

14 SELECT PREDICT(MODEL pred i c to r , text embeddings ) AS

generated image ;

Figure 4.3: The DAQL query for the text-to-image application.

loading model OPTIONS statements. Finally, the SELECT clause uses the embeddings that

the encoder generated as the input, and the PREDICT operator invokes the predictor to

perform inference on the selected embeddings. If the workload loads an appropriate model

in the LOAD MODEL clause at line 6, the query would finally generate an image based on the

user’s request.

Beyond the capability of describing the complete control flow and dataflow of the

workload, each clause of the query in Figure 4.3 is entirely independent of devices and

programming frameworks. The actual implementation of the query can implement each
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clause on a different device and communicate the input/output through memory copies or

network links. The LOAD MODEL clause describes which model to load, but does not enforce

the implementation of the model. If more efficient models emerge, the evaluator can replace

the file in LOAD MODEL clauses as long as the input/output format is compatible or similar.

The evaluator may use the query to estimate the performance of applications that the

current set does not cover if the new workload can be reduced to an existing question. For

example, suppose the evaluator wants to gauge the design of an application that generates

a video from a user question. In that case, the evaluator only needs to replace the model

loaded at line 6 without significantly changing the query.

4.3.2 Benchmark Applications

We have collected seven representative personal assistant workloads to form our

benchmark, PAMLB. These applications not only represent real-world use cases suited for

the workload, but they also showcase the adaptability of their data processing pipelines for

emerging applications. Table 4.3 summarizes the workloads in PAMLB, including details

on referenced models, input datasets, application domains, and key performance metrics.

These workloads share several characteristics. First, at least one of their inputs

and one of their outputs are in human-perceptible formats. Over half of the workloads

accept multiple types of inputs. Second, response generation spans various application

domains using traditional execution models and abstractions. Lastly, these applications

feature multi-stage data processing pipelines, highlighting the potential for distributing

stages across different devices.
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1 /∗ Data p r e p r o c e s s i n g ∗/

2 TRANSFORM( ’ annotat ion . j son ’ ) AS annotat ions ;

3 EXTRACT( ’demo .mp4 ’ ) AS c l i p s ;

4

5 LOAD MODEL ‘ ob j e c t de t e c t i on mode l ‘

6 OPTIONS ( model type=’SiamRCNN ’ ) AS de t e c to r ;

7

8 LOAD MODEL ‘ ob j ec t t rack ing mode l ‘

9 OPTIONS ( model type=’ kys ’ ) AS t r a cke r ;

10

11 /∗ Perform VQImg i n f e r e n c e ∗/

12 SELECT

13 ( bbox , s co r e ) AS r e spon s e t r a ck

14 FROM

15 PREDICT(MODEL tracker , (

16 SELECT

17 bbox −− d e t e c t o r ’ s ou tpu t

18 FROM

19 PREDICT(MODEL detector , (

20 SELECT

21 /∗ i n p u t s f o r d e t e c t o r ∗/

22 ’ v i s u a l c r o p ’ , ’ query frame ’ , ’ c l i p f r a m e s ’

23 FROM c l i p s , annotat ions ) )

24 ) ) ;

Figure 4.4: The DAQL query for the VQImg application.

Aside from the text-to-image workload, which we discussed in Section 4.3.1, we will

provide brief descriptions of the remaining six workloads in PAMLB and their corresponding

DAQL queries in the subsequent paragraphs.

Visual Query with Image (VQImg) VQImg accepts an input image from the user, such

as a photo from a camera, and localizes this image within another input: a video stream.

In response, VQImg provides the timestamp of the most recent appearance of the user’s

input in the video, accompanied by objects encased in 2D bounding boxes. For generating
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1 /∗ Data p r e p r o c e s s i n g ∗/

2 TRANSFORM( ’ annotat ion . j son ’ ) AS word embeddings ;

3 EXTRACT( ’demo .mp4 ’ ) AS v i s u a l f e a t u r e s ;

4

5 LOAD MODEL ‘ multimodal ‘

6 /∗ mode l t ype =[TRANSFORMER, RNN, LSTM] ∗/

7 OPTIONS ( model type=’TRANSFORMER’ ) AS p r ed i c t o r ;

8

9 /∗ Perform VQNL in f e r e n c e ∗/

10 SELECT

11 ( ’ c l i p u i d ’ , ’ annot uid ’ , ’ query idx ’ , ’ p r ed i c t ed t ime s ’ ) AS r e spon s e t r a ck

12 FROM

13 PREDICT(MODEL pred i c to r ,

14 ( word embeddings , v i s u a l f e a t u r e s ) )

15 LIMIT K;

Figure 4.5: The DAQL query for the VQNL application.

this response, VQImg relies on modules designed for object detection, object tracking, and

video retrieval. Figure 4.4 displays the DAQL representation of VQImg.

Visual Query with Natural Language (VQNL) VQNL receives a user query in natural

language (e.g., “Where is my key?”) and performs the corresponding search in an input

video stream. The response provides the timeframe where the answer is either derivable or

visible. Despite the core visual query component being similar to VQImg, VQNL’s data

processing pipeline is applicable to all applications that integrate visual understanding and

language comprehension. Figure 4.5 shows VQNL’s DAQL representation.

Vehicle Motion Forecasting (VMF) VMF receives sensor data, camera images, the

current geographical location, and a map as inputs and predicts the vehicle’s trajectory by

considering the surrounding environment, road maps, and observed agents such as vehicles,
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1 /∗

2 ∗ Assume s i n g l e t r a j e c t o r y p r e d i c t i o n .

3 ∗ raw data=[ s en so r da t a , map data ]

4 ∗/

5 EXTRACT( raw data ) AS i n p u t f e a t u r e s ;

6

7 LOAD MODEL ‘ motion pred model ‘

8 OPTIONS ( model type=’TRANSFORMER’ ) AS p r ed i c t o r ;

9

10 /∗ Perform motion p r e d i c t i o n ∗/

11 SELECT

12 ( ’ timestamps ’ , ’ t r a c k i d ’ , ’ f u t u r e c o o r d o f f s e t s ’ ) AS p r e d t r a j e c t o r y

13 FROM PREDICT(MODEL pred i c to r , i n p u t f e a t u r e s ) ;

14

15 /∗ Convert coord from agen t space to wor ld space ∗/

16 POST PROCESS( p r e d t r a j e c t o r y ) AS d i sp lacement wor ld space ;

Figure 4.6: The DAQL query for VMF.

cyclists, and pedestrians. The workload requires feature extractions from input data and an

appropriate model to predict the vehicle’s trajectory [97]. Figure 4.6 depicts the workflow

of VMF. VMF has a critical timing constraint that the end-to-end latency of each request

in the workload must finish within 25 ms [274, 277].

Question Answering Bot (QABot) QABot serves as a representative workload wherein

users pose questions in natural language to the application, and in return, the application

provides responses in the same form. In-production examples of QABot include ChatGPT

[184], Llama-2 [234], and Vicuna [33]. A typical Transformers-based architecture of QABot

consists of two modules: an encoder and a decoder. Given user input, the encoder first

translates the question into latent vector representations. Subsequently, the decoder module

produces responses in human-readable formats (e.g., natural languages) based on these
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1 DECLARE quest ion STRING DEFAULT ’Who i s the author f o r The L i t t l e Pr ince ? ’ ;

2

3 LOAD MODEL ‘ qa model ‘

4 OPTIONS (

5 model type=’TRANSFORMER’ ,

6 i npu t s eq l eng th =128 ,

7 language=’ en ’

8 ) AS qa model ;

9

10 /∗ Encode th e q u e s t i o n ∗/

11 SELECT PREDICT(MODEL qa model , ques t ion ) AS encoded quest ion

12 FROM ques t ion ;

13

14 /∗ Perform i n f e r e n c e to g ene ra t e t h e answer ∗/

15 SELECT PREDICT(MODEL qa model , encoded quest ion ) AS pred i c ted answer

16 FROM encoded quest ion ;

17

18 /∗ Decode t he answer ∗/

19 SELECT CONCAT( pred icted answer , ’ ’ ) AS answer ;

Figure 4.7: The DAQL query for QABot.

encoded representations. More recent LLMs often adopt a decoder-only architecture in

which the encoder and decoder share the same model parameters. Figure 4.7 illustrates the

QABot process.

Bilingual Voice Assistant (BVA) BVA is a workload in which we intentionally made

the scenario more complex by extending the QABot to accept inputs and produce outputs

in different languages. Figure 4.8 displays the workflow diagram of our synthetic voice as-

sistant application. Besides demonstrating the flexibility and extensibility of PAMLB, BVA

embodies a potential scenario that caters to the diverse language requirements of users in

today’s multilingual and cross-cultural environments, which current applications fail to ad-
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Voice command
(English) ASR inference

Create ASR model

QABot
inference

Load LLM

Create NMT model

NMT inferenceTTS inference

Create TTS model

Audio output
(Chinese)

USER

Figure 4.8: Simplified voice assistant workflow diagram.

dress. In BVA, a user issues a voice command or poses a question in one language (e.g., En-

glish), and the virtual voice assistant responds or performs tasks in another language (e.g.,

Chinese). The data processing involves four primary components: automatic speech recog-

nition (ASR), language comprehension, language translation, and text-to-speech (TTS).

Figure 4.9 illustrates the DAQL expression of BVA.

Recommender Recommendation systems [142] are among the most critical data center

workloads and serve as the primary profit engines for cloud service companies. These

systems offer personalized content and product suggestions based on a user’s preferences

and behavior. Initially, the system preprocesses the gathered user data (e.g., locations,

clicks, and cursor movements) to extract meaningful features. These features then serve as

input for one or more models.
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Table 4.4: Key characteristics of the experimental platforms.

CPU GPU GPU

TOPS

Datacenter Server 16-core Intel RTX 3090 285

(Default) Raptor Lake

Datacenter Server 16-core Intel RTX 4090 1321

(Upgraded) Raptor Lake

User Device (Default) 6-core 1024-core 70

(Default) ARM Cortex-A78AE NVIDIA Ampere

User Device 4-core 128-core 0.472

(Downgraded) ARM Cortex-A57 NVIDIA Maxwell

The recommendation system processes the model outputs, ranking and filtering the

inference results, to deliver the final recommendations. Figure 4.10 illustrates the structure

of the recommendation system.

4.4 Evaluation Platforms

PAMLB aims to evaluate and project the performance of personal assistant work-

loads on potential data processing models. Therefore, we use machines that either resemble

the computational power of mobile devices or are custom-built to mimic data-center com-

puters.

4.4.1 Hardware Configurations

Table 4.4 summarizes the key machine configurations that affect the workload

performance of the hardware devices we evaluated in this paper. Each custom-built server,

emulating a data center computer, contains an Intel Raptor Lake processor with 16 physical
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cores, 24 threads, and a maximum frequency of 5.2 GHz. The server has 128 GB of main

memory. We also equipped each server with an NVIDIA GPU. The default server features

an RTX 3090 GPU based on the Ampere architecture, delivering up to 285 Tensor TFLOPs.

To project future server technology improvements, we introduced an upgraded version of

the server equipped with an RTX 4090 GPU based on the Ada Lovelace architecture, which

delivers up to 1,321 Tensor TFLOPs. This upgraded server retains the original CPU since

most workloads now run their core computation modules on GPUs.

For the default user device, we use NVIDIA’s Jetson Orin NX series [178]. Jetson

Orin is powered by a 6-core ARM Cortex-A78AE processor and features a scaled-down ver-

sion of the NVIDIA GPU using the Ampere architecture, capable of 70 Tensor TFLOPs. In

terms of CPU/GPU performance, Jetson Orin is highly competitive and is potentially more

capable than most high-end mobile phones. Given that many existing mobile devices use

proprietary hardware and operating systems, Jetson Orin’s system offers greater flexibility

in programming frameworks and software components. To project performance variations

in mobile device configurations, we also tested a less powerful version using the Jetson

Nano. The Jetson Nano houses a Quad-core ARM A57 processor and a 128-core Maxwell

GPU, delivering up to just 0.5 Tensor TFLOPs. Nevertheless, the Jetson Nano’s system

configuration is representative of most low-end or IoT devices, allowing us to evaluate the

performance of execution models on such devices. Communication between our user devices

and servers occurs via WiFi 6 wireless links.
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4.4.2 Software Systems

PAMLB and DAQL do not require specific versions or implementations of op-

erators. They also impose no restrictions on where the workload performs operations or

where the system stores the data. Despite their version differences, all the devices we eval-

uated in this paper run on Ubuntu-based operating systems. All operators in PAMLB have

implementations in PyTorch with GPU or Tensor Core accelerated functions, except for

preprocessing operators, which are implemented on the CPU. We have composed a Python

program for each workload that runs on the user device to direct the application’s control

flow. The data center servers continuously run services that listen for requests from user

devices and invoke optimized code to execute the corresponding operators.

It is important to note that when evaluating MDML models, it is often necessary

to reconfigure the control flow of the driver program to allocate computing operations to

different devices, such as mobile units or data centers. This reconfiguration can be time-

consuming, especially if each setting requires manual reprogramming of the driver program.

To address this issue, we adopt a straightforward emulation-based approach that allows

for the quick estimation of MDML latencies and energy consumption by assessing their

component-wise performance in mobile-only ODML settings or data center-only DCML

settings.
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4.5 Results

Running PAMLB on various platforms with various configurations in ODML,

DCML, and MDML models, we found several insights that may guide the development

and the system design of future personal assistant applications.

4.5.1 User-Perceived Latency

User-perceived latency, the end-to-end latency from when the user issues a request

and when the user receives the results, is the most relevant performance metric to user

experiences and the default latency this paper measures. Figure 4.11(a)-(g) presents the

user-perceived latency in absolute numbers of PAMLB applications with default server and

default user device settings. Figure 4.11(a)-(g) also breaks down the latency into three

components: the execution time on the user device (OD time), the execution time on a

datacenter server (DC time), and the time the computing resources on both devices are

idle for data exchanging (DX time). Figure 4.11(h) summarizes results in relative latency.

Parsing the results from user-perceived latency, we learned the following.

1. Data centers still play essential roles in personal assistants using modern technologies

Despite the advances in mobile device technologies and our user device offers up

to 70 TOPS peak computation throughput, DCML and MDML that fully or partially rely

on datacenters still offer the most competitive user-perceived latency in general. MDML

provides a feasible alternative if the application has sensitive data or computation that

cannot leverage the data center as each workload’s optimal MDML configuration only adds

11% in user-perceived latency.
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In contrast, modern technologies still fall short of supporting ODML well in gen-

eral. Besides VQNL and Recommender where Jetson Orin shows some strengths, the same

device can barely support the complete workflow of VQImg and VMF but fail on others

due to memory constraints.

2. Opportunities of ODML: workloads with relatively low arithmetic intensity

Comparing the two cases, VQNL and Recommender, that ODML performs well

with other workloads, we observed that ODML can deliver great user experiences on both

workloads due to their low arithmetic intensities. The arithmetic intensity stands for the

computation of each byte of data throughout the application.

Both VQNL and VQImg accept video streams as inputs, and both workloads

idle for 0.05 seconds to wait for the first batch of video streams before the data process

pipeline can start on servers. However, as VQImg requires the application to thoroughly

scan all video clips and return all the occurrences of clips matching each querying image,

the arithmetic intensity is significantly higher than VQNL. VQNL, in contrast, the high

arithmetic intensity computation falls on the relatively small amount of visual input to

figure out the target object but only requires the report if the video contains the target

through a simple object recognition model. Therefore, the increased computation time

on the device does not outweigh the data exchange overhead on the network in VQNL.

Similarly, the Recommender’s arithmetic intensity is only 4 per byte, and therefore, the data

exchange plays a significant role in the latency and renders the recommendation system’s

kernel computation insignificant.
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3. Mismatching between computation throughputs and latency

As PAMLB’s design is hardware-independent, we evaluate these workloads using

various combinations of machines described in Section 4.4. Figure 4.12(a)-(g) demonstrates

user-perceived latency on the same set of experiments as Figure 4.11(a)-(g) using the up-

graded server. Despite more than 4× theoretical TOPS that RTX 4090 offers over RTX

3090, the upgraded server achieves an 11% performance gain. The mismatching between

performance gain and the computation power improvement comes from the limited memory

bandwidth improvement on RTX 4090. RTX 4090’s memory bandwidth is only 8% more

than RTX 3090. As a result, models with large memory footprints cannot fully utilize the

1.6× more SIMD cores to achieve the claimed performance.

4. Model matters more than the upgrade of computing devices As PAMLB and DAQL is

agnostic to hardware and software implementations, PAMLB allows the evaluator to easily

assess the performance improvements on different implementations of the software com-

ponents. Leveraging such flexibility, Figure 4.14 shows the effect of replacing the neural

machine translation (NMT) (Line 19 − 24) and text-to-speech (TTS) (Line 26 − 30) from

generalized (Ge) models to specialized (Sp) models using LOAD MODEL operators in BVA.

We can achieve a 3.65× speedup in BVA, more significantly than simply replacing the

hardware. However, the general models (NMTGe and TTSGe) still provide versatility (e.g.,

multilingual capabilities) across a range of scenarios. For personal assistant applications,

the model choice offers an intriguing point for debate: the decision between smaller, more

specialized models and larger, more generalized models. It prompts considerations of cost,

computational efficiency, and meeting specific user needs in various contexts.
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4.5.2 Energy-efficiency and Cost
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Figure 4.14: BVA with specialized/generalized NMT

models.

The awareness of carbon-

footprint, green energy, and most

importantly, the cost of sustaining

a service makes energy-efficiency

the most important metric besides

user-perceived latency. We de-

rived several insights on the energy

efficiency and cost for personal as-

sistants using PAMLB in various

settings.

5. ODML is the most carboon-footprint friendly – if device is powerful enongh but not hurt

user experience

Figure 4.13 shows the total energy consumption, including the data center and

device sides, when running workloads using various models on different machine configu-

rations. ODML on our default device is always the best for total energy consumption if

ODML can finish the workload. However, the user-perceived latency may not always be

pleasant.

6. ODML can be the least carboon-footprint friendly – if device is too slow

A fallacy in system design is believing devices with lower power can lead to more

energy efficiency. The downgraded user device, in our experience, consumes the lowest peak

power among all devices at only 10 W. In contrast, the default user device consumes 15 W.
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Table 4.5: Annual cost estimation of AI-driven applications (in USD).

Application \Data Manage-

ment Model

DCML (USD) MDML (USD)

VQImg 3.50E+05 2.57E+05

VQNL 3.27E+05 1.48E+05

Neural Machine Translation 9.77E+04 8.05E+04

Text-to-image Generation 2.57E+05 2.16E+05

Vehicle Motion Forecasting 3.50E+05 2.57E+05

QABot 4.44E+05 3.86E+05

However, observing the efficiency of ODML using the downgraded device in Figure 4.13,

ODML on the downgraded user device always consumes more energy than the default user

device. This configuration sometimes surpasses the energy consumption of MDML or even

ODML.

7. MDML offers the best balance between user experience and data-center cost

MDML delivers performance comparable to DCML while consuming less than half

the energy of DCML in 4 out of 7 workloads. Therefore, MDML offers the best balance

between user experience and data-center cost. In addition, MDML has a strong benefit in

reducing the operation cost of services while maintaining the quality of services. MDML

reduces such cost by 41% compared with the DCML model. Throughout our experiments,

we continuously measured the power consumption of our workloads on each machine to

estimate the energy consumption.

We estimated the annual cost for most applications using hypothetical daily usage

and electricity rates, providing a better understanding of energy consumption. Table 4.5

presents our estimates by converting the energy measurements from our experiments (ex-
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Table 4.6: The mapping between DAQL line numbers and software components in various

applications.

Application Description of Software Components in Each Application

A B C D E

VQImg 2-3 5-6, 8-9 20-23 19 15

VQNL 2-3 5-7 10-15

Text-to-image 3 4 6-11 14

VMF 5 7-8 11-13 16

QABot 3-8 11-12 3-8 15-16 19

BVA 4-10, 33-34 12-17, 37-38 19-24, 41-42 26-30, 45-48

Recommender 5 7-8 11-14 15

pressed in kilojoules, kJ) into kilowatt-hours, multiplying them by the number of requests

per year, and applying the electric rates based on PG&E’s charge (as of July 1, 2023).

While some applications, like Google Translate [76] with 200 million daily active

users as of 2016, and the recently sensational ChatGPT chatbot, enjoy large user bases,

not every application we discussed enjoys such popularity. To avoid overestimating costs

with unrealistic numbers, we assumed each application receives 2 million daily requests in

our estimation, similar to the emerging text-to-image applications[185]. The cost estima-

tion table provides evidence that the MDML data management model effectively conserves

energy and cost by offloading lightweight computing tasks to energy-efficient devices.

As each workload in PAMLB has multiple operators or stages, each workload has a

rich design space for distributing the data processing pipeline elements in the MDML model.

Using the insights learned from the previous section, we identified the arithmetic intensity
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of software components as the critical factor determining the effectiveness of MDML and

the decisions among ODML, MDML and DCML. Table 4.6 lists all stages in each workload

and their corresponding lines in each workload’s DAQL. Table 4.7 describes all feasible

distributions of these stages in each workload.

4.5.3 Design Space Exploration of MDML

As each workload in PAMLB has multiple operators or stages, each workload has a

rich design space in distributing the data processing pipeline elements in the MDML model.

Table 4.6 lists all stages in each workload and their corresponding lines in each workload’s

DAQL. Table 4.7 describes all feasible distributions of these stages in each workload.

8. There is no clear guideline in finding the optimal MDML configurations. Figure 4.15 presents

the complete design space exploration on all possible MDML configurations using the de-

fault server and the default user device. Depending on the degree of optimization in the

implementation of each operator (e.g., some implementations can leverage on device ac-

celerator to mitigate the performance gap), the performance difference between the device

and server also varies. Due to the hard-to-predict device-server performance ratio and the

trade-off between data exchange and the slow-down of computation performance, there is

no clear rule in deriving the optimal MDML configuration. For example, in Recommender

(Figure 4.15(f)), MDML4 and MDML6 have similar performance. However, MDML4 only

uses the device to perform one stage, but MDML6 uses the device to perform 3 out of 4

stages. We believe the MDML model would require a runtime component similar to query

optimizers and engines in modern database systems to adjust the distribution of operators

dynamically.

138



4.6 Workload Optimizer on PAMLB: A Case Study

Using the first insight learned from Section 4.5 indicating the correlation between

arithmetic intensity (AI) and the effectiveness of ODML, DCML, and MDML as well as the

last insight regarding the complexity of optimizing MDML, we explored an idea of using

the abstraction of DAQL and the arithmetic intensities of software components to project

the most optimal model and the best MDML configuration.

Figure 4.16 illustrates our methodology. We assume the authoring language, po-

tentially domain-specific, supports an abstraction similar to DAQL and provides a runtime.

The runtime system can collect the hardware capability, analyze the arithmetic intensity

of packages implementing corresponding software components, and retrieve the input size

from metadata associated with file descriptors or input streams on peripherals.

The runtime system can estimate the effectiveness of executing each software com-

ponent on any potential hardware from a straightforward formula using the arithmetic

intensity, input size, hardware specifications as

1. Execution T ime(ET ) =
AI × Input Size

Hardware Throughput

2. Energy Consumption(E) = ET ×Hardware Power Consumption

To verify the potential of a runtime optimizer of personal assistants, the current prototype

leverages publicly available arithmetic intensity numbers of software components PAMLB

uses from [122, 74, 273, 247, 107] during the compilation stage.

Our methodology always effectively predicts the selection of DCML or ODML for

latency or energy efficiency. We applied estimation formulas on each software component
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that Table 4.6 shows and examined all valid configurations of MDML in Table 4.7. However,

our estimation on MDML model does not always select the most optimal configuration. This

limitation comes from the formula’s heavy reliance on input size, where the later stages of

the pipeline, characterized by relatively more minor intermediate results as input size, con-

tribute less to the estimated execution time. This discrepancy prevents the effectiveness of

our fine-grained estimation approach from guiding MDML configuration choices accurately.

4.7 Related Work

Execution Time / Energy
Consumption Estimation

Choice of
Data

Processing
Model

Arithmetic
Intensity

Dynamic Workload 
Estimation

MDML

Input Size Hardware
Specifications

O
D
M
L

D
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M
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Figure 4.16: Dynamic workload estimation

flowchart.

We have already reviewed data

management paradiams for ML and ML

benchmarks in Section 4.2 and MDML ap-

plications in Section 4.3. Here we surveyed:

(1) techniques for acclerating on-device in-

ference and (2) DB systems for machine

learning.

Accelerating on-device inference. More

recently, the emergence of large, powerful

deep-learning models such as GPT-4 [184],

Llama [234, 235], and Stable Diffusion [206]

has sparked intense research interest in enabling rapid on-device inference of such models.

Quantization is a primary technique that allows large models to fit within the memory con-

straints of local devices by compressing 16-bit models to execute inference locally at just 8-
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or 4-bits [46, 47, 66]. Notably, the most recent advancements, QLoRa [48] and OPTQ [66],

have made on-device inference of substantial language models feasible.

Another significant technique for on-device inference is knowledge distillation [94]

(for a comprehensive survey, see [78]), which involves transferring the knowledge acquired

by a large deep neural network to a much smaller model. For instance, Alpaca [229] and

Vicuna [33] are two recent successful instances where knowledge from the powerful large

language model GPT-4 [184] was transferred to smaller architectures with 7B or 13B pa-

rameters.

DB systems for ML. While DB systems were traditionally optimized primarily for trans-

action processing and analytical querying, there’s a growing need to support ML work-

loads. In-database machine learning has become a focal point to reduce the extensive data

transmission between storage and computation. Examples of such systems include Ama-

zon Redshift [13], BlazingSQL [179], and Google Cloud BigQuery [62], among others. As

ML workflows increase in complexity, systems like MLbase [129], MLib [161], and Sage-

Maker [141] aim to simplify the ML pipeline by offering users high-level abstractions and

automating numerous underlying tasks, such as feature extraction and model selection. For

deep learning, Nautilus [171] supports deep transfer learning (DTL) with multi-query opti-

mization; Cerebro [172] introduces a novel data system for deep model selection, leveraging

task- and data-parallelism; HiveMind [173] enhances multi-model deep learning workloads

using multi-model operator fusion.
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4.8 Conclusion

In conclusion, we present PAMLB and assesses PAMLB and DAQL across diverse

data processing models and workloads. PAMLB encompasses a comprehensive suite of per-

sonal assistant workloads across various domains, while DAQL facilitates the evaluation of

intricate multimodal operations. Moreover, DAQL offers optimization insights for system

designers with its generic and descriptive approach. Through rigorous evaluations, MDML

emerges as a formidable data management model for personal assistant applications, dis-

tinguishing itself in latency, service quality, and cost-effectiveness. MDML’s performance is

commendable, being only 11% slower than DCML, yet it achieves superior energy efficiency,

conserving 41% more energy compared to DCML. As the realm of AI and personal assis-

tant applications continues to advance, the insights furnished by PAMLB will undoubtedly

constitute a precious cornerstone for subsequent research endeavors.
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1 /∗ Assume the voice command i s an audio format ∗/

2 DECLARE voice command STRING DEFAULT ’How i s the weather in C a l i f o r n i a ? ’ ;

3

4 LOAD MODEL ‘ asr model ‘

5 OPTIONS (

6 model type=’TRANSFORMER’ ,

7 i n p u t a u d i o c o l=’ aud io input ’ ,

8 output co l=’ t r a n s c r i p t i o n ’ ,

9 enable t imestamps BOOLEAN,

10 enab l e wo rd l ev e l BOOLEAN) AS asr model ;

11

12 LOAD MODEL ‘ qa model ‘

13 OPTIONS (

14 model type=’TRANSFORMER’ ,

15 i npu t s eq l eng th =128 ,

16 language=’ en ’

17 ) AS qa model ;

18

19 LOAD MODEL ‘ nmt model ‘

20 OPTIONS (

21 model type=’TRANSFORMER’ ,

22 i npu t s eq l eng th =128 ,

23 language=’ en ’

24 ) AS nmt model ;

25

26 LOAD MODEL ‘ tts model ‘

27 OPTIONS (

28 t e x t i n p u t c o l=’ t ex t i npu t ’ ,

29 aud io output co l=’ audio output ’

30 ) AS t t s mode l ;

31

32 /∗ ASR: Convert speech to t e x t ∗/

33 SELECT PREDICT(MODEL asr model , voice command ) AS t r a n s c r i b e d t e x t

34 FROM voice command ;

35

36 /∗ QABot : Ask a q u e s t i o n based on t r a n s c r i b e d t e x t ∗/

37 SELECT PREDICT(MODEL qa model , t r a n s c r i b e d t e x t ) AS answer

38 FROM t r a n s c r i b e d t e x t ;

39

40 /∗ NMT: Trans l a t e t h e q u e s t i o n i n t o ano ther l anguage ∗/

41 SELECT PREDICT(MODEL nmt model , answer ) AS t r ans l a t ed answer

42 FROM answer ;

43

44 /∗ TTS: Generate speech from the t r a n s l a t e d answer ∗/

45 SELECT PREDICT(MODEL tts model , t r ans l a t ed answer ) AS vo i c e r e spon s e

46 FROM t r ans l a t ed answer ;

47

48 SELECT POST PROCESS( vo i c e r e spon s e ) AS f i n a l r e s p o n s e ;

Figure 4.9: The DAQL query for BVA.
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1 /∗

2 ∗ Assume d a t a s e t c on t a i n s :

3 ∗ raw data=[ u s e r i d , i t em id , r a t i n g s , genre ]

4 ∗/

5 TRANSFORM( raw data ) AS proce s s ed data ;

6

7 LOAD MODEL ‘ rec model ‘

8 OPTIONS( model type=’ m a t r i x f a c t o r i z a t i o n ’ ) AS rec model ;

9

10 /∗ Make p r e d i c t i o n s ∗/

11 SELECT use r id , i tem id , p r e d i c t e d s c o r e

12 FROM PREDICT(MODEL rec model ,

13 (SELECT use r id , i tem id , ra t ings , genre FROM proce s s ed data )

14 ) AS recommendations

15 LIMIT K;

Figure 4.10: The DAQL query for Recommender.
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Figure 4.11: Response time for (a) VQImg, (b) VQNL, (c) Text-to-image, (d) VMF, (e)

QABot, (f) Recommender, (g) BVA applications, and (h) Average user-perceived latency

across all applications.
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Figure 4.12: Response time of upgraded server for (a) VQImg, (b) VQNL, (c) Text-to-image,

(d) VMF, (e) QABot, (f) Recommender, and (g) BVA applications.
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Figure 4.13: The relative energy consumption for (a) VQImg, (b) VQNL, (c) Text-to-

image, (d) VMF, (e) QABot, (f) Recommender, (g) BVA applications, and (h) Average

energy consumption across all applications.
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Figure 4.15: User-perceived latency with multiple MDML configurations using default server

and default user device for (a) VQImg, (b) VQNL, (c) Text-to-image, (d) VMF, (e) QABot,

(f) Recommender, and (g) BVA applications.
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Chapter 5

Conclusions

The advancement of technology is closely related to the demand for real-world

applications. Artificial Intelligence and generative AI have attracted a lot of attention in

recent years, followed by the rise of hardware accelerators to provide more powerful and

faster computation while taking into account energy savings. However, whether we have

fully explored these AI/ML hardware accelerators in the process is a topic worth researching.

This dissertation addresses this research question through the following works:

Firstly, VS, mentioned in Chapter 2, explores the data supply pipeline to ensure a

smooth and efficient delivery of data to powerful computing units for optimal performance.

VS reduces unnecessary data through in-storage processing thus mitigating data traffic and

minimizing data transformation overhead via a hardware-software co-designed approach. By

dynamically adjusting data resolutions and performing quality control within the storage

device, VS enhances overall system performance, delivering an average speedup of 1.52×

compared to conventional approximate computing frameworks.
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Secondly, TCUDB, mentioned in Chapter 3, explores the portability of hardware

accelerators, particularly whether domains outside of AI/ML can benefit from these tech-

nologies. By leveraging Tensor Cores, TCUDB implements an efficient database query

engine that accelerates relational database queries. Through revisiting application algo-

rithms and data layout for emerging hardware accelerators, TCUDB achieves up to 288×

speedup compared to the baseline GPU-accelerated DB engine. It shows compelling use

cases, including matrix multiplication, entity matching, and PageRank, demonstrating its

effectiveness and potential in various domains.

Lastly, PAMLB, mentioned in Chapter 4, investigates whether current hardware

is sufficient for evolving AI-assisted applications or if additional accelerators are needed.

It considers the multi-device interaction from a holistic system design perspective for per-

sonal assistant applications. By leveraging DAQL, workloads are represented as a series of

queries, providing a systematic way to assess performance across diverse data management

models. Key findings include: (1) Despite a more than 4× improvement in compute ca-

pability (TOPS) with upgraded hardware, application performance improved by only 11%

in terms of latency due to limited memory bandwidth enhancements. (2) The choice of

machine learning model has a greater impact on end-to-end latency than upgrading the

computing device, with specialized models providing over a 3× speedup compared to gen-

eralized ones. Overall, MDML was identified as a competitive data management model for

personal assistant applications, adding only 11% user-perceived latency while saving 41%

energy compared to DCML. PAMLB serves as a valuable foundation for future research in

this domain.
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Besides these proposed works, we believe there are more research directions worth

diving into, such as efficient data representation for the system to consume, a compiler

for intelligently distributing tasks across multiple devices/platforms, fine-tuning compute

kernels for each ML adjacent component, and so on. Summarizing the above research

directions, I believe we will be able to build a better user experience by maximizing the use

of these hardware accelerators.
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[175] Hung Q Ngo, Ely Porat, Christopher Ré, and Atri Rudra. Worst-case optimal join
algorithms. Journal of the ACM (JACM), 65(3):1–40, 2018.

[176] NVIDIA. GPUDirect RDMA. https://developer.nvidia.com/gpudirect, 2017.

[177] NVIDIA Corporation. NVIDIA T4 TENSOR CORE GPU. https:

//www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/tesla-t4/

t4-tensor-core-datasheet-951643.pdf, 2019.

[178] NVIDIA Corp. NVIDIA Jetson Orin NX Series Data Sheet. https://developer.

nvidia.com/downloads/jetson-orin-nx-series-data-sheet, 4 2022.

[179] Alexander Ocsa. Sql for gpu data frames in rapids accelerating end-to-end data science
workflows using gpus. In LatinX in AI Research at ICML 2019, 2019.

[180] H. Omar, M. Ahmad, and O. Khan. Graphtuner: An input dependence aware loop
perforation scheme for efficient execution of approximated graph algorithms. In 2017
IEEE International Conference on Computer Design (ICCD), pages 201–208, Nov
2017.

[181] OmniSci Inc. Open Source Analytical Database & SQL Engine. https://www.

omnisci.com/platform/omniscidb, 2018.

[182] Patrick O‘Neil, Elizabeth O‘Neil, Xuedong Chen, and Stephen Revilak. The star
schema benchmark and augmented fact table indexing. In Performance evaluation
and benchmarking, pages 237–252, 2009.

[183] OpenAI. AI and Compute. https://openai.com/index/ai-and-compute/, 2020.
Accessed: 2024-06-12.

[184] OpenAI. GPT-4 Technical Report, 2023.

[185] OpenAI Inc. Dall·e. https://openai.com/blog/

dall-e-now-available-without-waitlist, 9 2022.

168

https://developer.nvidia.com/gpudirect
https://www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/tesla-t4/t4-tensor-core-datasheet-951643.pdf
https://www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/tesla-t4/t4-tensor-core-datasheet-951643.pdf
https://www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/tesla-t4/t4-tensor-core-datasheet-951643.pdf
https://developer.nvidia.com/downloads/jetson-orin-nx-series-data-sheet
https://developer.nvidia.com/downloads/jetson-orin-nx-series-data-sheet
https://www.omnisci.com/platform/omniscidb
https://www.omnisci.com/platform/omniscidb
https://openai.com/index/ai-and-compute/
https://openai.com/blog/dall-e-now-available-without-waitlist
https://openai.com/blog/dall-e-now-available-without-waitlist


[186] Muhsen Owaida, Gustavo Alonso, Laura Fogliarini, Anthony Hock-Koon, and Pierre-
Etienne Melet. Lowering the latency of data processing pipelines through fpga based
hardware acceleration. Proc. VLDB Endow., 13(1):71–85, 2019.

[187] Daniele Jahier Pagliari, Enrico Macii, and Massimo Poncino. Approximate energy-
efficient encoding for serial interfaces. ACM Trans. Des. Autom. Electron. Syst.,
22(4):64:1–64:25, May 2017.

[188] George Papadakis, Dimitrios Skoutas, Emmanouil Thanos, and Themis Palpanas.
Blocking and filtering techniques for entity resolution: A survey. ACM Computing
Surveys (CSUR), 53(2):1–42, 2020.

[189] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory
Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmai-
son, Andreas Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani,
Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala.
PyTorch: An imperative style, high-performance deep learning library. In NeurIPS.
2019.

[190] D. Patterson, T. Anderson, N. Cardwell, R. Fromm, K. Keeton, C. Kozyrakis,
R. Thomas, and K. Yelick. Intelligent ram (iram): chips that remember and compute.
In Solid-State Circuits Conference, 1997. Digest of Technical Papers. 43rd ISSCC.,
1997 IEEE International, pages 224–225, Feb 1997.

[191] Johns Paul, Jiong He, and Bingsheng He. GPL: A GPU-based pipelined query pro-
cessing engine. In Proceedings of the 2016 International Conference on Management
of Data, pages 1935–1950, 2016.

[192] Andrew Pavlo, Erik Paulson, Alexander Rasin, Daniel J Abadi, David J DeWitt,
Samuel Madden, and Michael Stonebraker. A comparison of approaches to large-scale
data analysis. In Proceedings of the 2009 ACM SIGMOD International Conference
on Management of data, pages 165–178, 2009.

[193] G. Pekhimenko, V. Seshadri, O. Mutlu, M. A. Kozuch, P. B. Gibbons, and T. C.
Mowry. Base-delta-immediate compression: Practical data compression for on-chip
caches. In 2012 21st International Conference on Parallel Architectures and Compi-
lation Techniques (PACT), pages 377–388, Sept 2012.

[194] Steven Pelley, Thomas F Wenisch, Brian T Gold, and Bill Bridge. Storage manage-
ment in the nvram era. Proceedings of the VLDB Endowment, 7(2):121–132, 2013.

[195] Colin Perciva. Matching with Mismatches and Assorted Applications. 2006.

[196] PMC-Sierra. Flashtec NVMe Controllers. http://pmcs.com/products/storage/

flashtec_nvme_controllers/, 2014.

[197] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini
Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learn-
ing transferable visual models from natural language supervision. In International
conference on machine learning, pages 8748–8763. PMLR, 2021.

169

http://pmcs.com/products/storage/flashtec_nvme_controllers/
http://pmcs.com/products/storage/flashtec_nvme_controllers/


[198] Pranav Rajpurkar, Robin Jia, and Percy Liang. Know what you don’t know: Unan-
swerable questions for squad, 2018.

[199] Vijay Janapa Reddi, Christine Cheng, David Kanter, Peter Mattson, Guen-
ther Schmuelling, Carole-Jean Wu, Brian Anderson, Maximilien Breughe, Mark
Charlebois, William Chou, Ramesh Chukka, Cody Coleman, Sam Davis, Pan Deng,
Greg Diamos, Jared Duke, Dave Fick, J. Scott Gardner, Itay Hubara, Sachin Idgunji,
Thomas B. Jablin, Jeff Jiao, Tom St. John, Pankaj Kanwar, David Lee, Jeffery Liao,
Anton Lokhmotov, Francisco Massa, Peng Meng, Paulius Micikevicius, Colin Osborne,
Gennady Pekhimenko, Arun Tejusve Raghunath Rajan, Dilip Sequeira, Ashish Sir-
asao, Fei Sun, Hanlin Tang, Michael Thomson, Frank Wei, Ephrem Wu, Lingjie Xu,
Koichi Yamada, Bing Yu, George Yuan, Aaron Zhong, Peizhao Zhang, and Yuchen
Zhou. MLPerf Inference Benchmark. In 2020 ACM/IEEE 47th Annual International
Symposium on Computer Architecture (ISCA), pages 446–459, 2020.

[200] Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali Farhadi. You only look
once: Unified, real-time object detection, 2016.

[201] Scott Reed, Zeynep Akata, Xinchen Yan, Lajanugen Logeswaran, Bernt Schiele, and
Honglak Lee. Generative adversarial text to image synthesis. In International con-
ference on machine learning, pages 1060–1069. PMLR, 2016.

[202] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun. Faster r-cnn: Towards
real-time object detection with region proposal networks, 2016.

[203] Erik Riedel, Christos Faloutsos, Garth A. Gibson, and David Nagle. Active disks for
large-scale data processing. Computer, 34(6):68–74, June 2001.

[204] Michael Ringenburg, Adrian Sampson, Isaac Ackerman, Luis Ceze, and Dan Gross-
man. Monitoring and debugging the quality of results in approximate programs. In
Proceedings of the Twentieth International Conference on Architectural Support for
Programming Languages and Operating Systems, ASPLOS ’15, pages 399–411, New
York, NY, USA, 2015. ACM.

[205] Matteo Risso, Alessio Burrello, Giuseppe Maria Sarda, Luca Benini, Enrico Macii,
Massimo Poncino, Marian Verhelst, and Daniele Jahier Pagliari. Precision-aware
latency and energy balancing on multi-accelerator platforms for dnn inference. arXiv
preprint arXiv:2306.05060, 2023.

[206] Robin Rombach, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Björn Om-
mer. High-resolution image synthesis with latent diffusion models. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR),
pages 10684–10695, June 2022.

[207] Arnon Rungsawang and Bundit Manaskasemsak. Fast pagerank computation on a gpu
cluster. In 2012 20th Euromicro International Conference on Parallel, Distributed and
Network-based Processing, pages 450–456. IEEE, 2012.

170



[208] M. Boyer S. Che, J. Meng, D. Tarjan, J. W. Sheaffer, S.-H. Lee, and K. Skadron.
Rodinia: A Benchmark Suite for Heterogeneous Computing. In Proceedings of the
IEEE International Symposium on Workload Characterization, IISWC ’09, pages 44–
54, Oct 2009.

[209] Chitwan Saharia, William Chan, Saurabh Saxena, Lala Li, Jay Whang, Emily Den-
ton, Seyed Kamyar Seyed Ghasemipour, Burcu Karagol Ayan, S. Sara Mahdavi,
Rapha Gontijo Lopes, Tim Salimans, Jonathan Ho, David J Fleet, and Mohammad
Norouzi. Photorealistic text-to-image diffusion models with deep language under-
standing, 2022.

[210] Mehrzad Samadi, Davoud Anoushe Jamshidi, Janghaeng Lee, and Scott Mahlke.
Paraprox: Pattern-based Approximation for Data Parallel Applications. In Proceed-
ings of the 19th International Conference on Architectural Support for Programming
Languages and Operating Systems, ASPLOS ’14, pages 35–50, New York, NY, USA,
2014. ACM.

[211] Mehrzad Samadi, Janghaeng Lee, D Anoushe Jamshidi, Amir Hormati, and Scott
Mahlke. Sage: Self-tuning approximation for graphics engines. In Microarchitecture
(MICRO), 2013 46th Annual IEEE/ACM International Symposium on, pages 13–24.
IEEE, 2013.

[212] Adrian Sampson, Werner Dietl, Emily Fortuna, Danushen Gnanapragasam, Luis
Ceze, and Dan Grossman. Enerj: Approximate data types for safe and general
low-power computation. In Proceedings of the 32Nd ACM SIGPLAN Conference on
Programming Language Design and Implementation, PLDI ’11, pages 164–174, New
York, NY, USA, 2011. ACM.

[213] Adrian Sampson, Jacob Nelson, Karin Strauss, and Luis Ceze. Approximate storage
in solid-state memories. In Proceedings of the 46th Annual IEEE/ACM International
Symposium on Microarchitecture, MICRO-46, pages 25–36, New York, NY, USA,
2013. ACM.

[214] Samsung Electronics, Co. Ltd. Ultra-Low Latency with Samsung Z-
NAND SSD. https://www.samsung.com/semiconductor/global.semi.static/

Ultra-Low_Latency_with_Samsung_Z-NAND_SSD-0.pdf, 2017.

[215] Kaz Sato, Cliff Young, and David Patterson. An in-depth look at google’s first tensor
processing unit (TPU). Google Cloud Big Data and Machine Learning Blog, 12, 2017.

[216] Mohit Saxena, Michael M. Swift, and Yiying Zhang. Flashtier: A lightweight, consis-
tent and durable storage cache. In Proceedings of the 7th ACM European Conference
on Computer Systems, EuroSys ’12, pages 267–280, New York, NY, USA, 2012. ACM.

[217] Sudharsan Seshadri, Mark Gahagan, Sundaram Bhaskaran, Trevor Bunker, Arup De,
Yanqin Jin, Yang Liu, and Steven Swanson. Willow: A user-programmable ssd. In
11th USENIX Symposium on Operating Systems Design and Implementation (OSDI
14), pages 67–80, Broomfield, CO, October 2014. USENIX Association.

171

https://www.samsung.com/semiconductor/global.semi.static/Ultra-Low_Latency_with_Samsung_Z-NAND_SSD-0.pdf
https://www.samsung.com/semiconductor/global.semi.static/Ultra-Low_Latency_with_Samsung_Z-NAND_SSD-0.pdf


[218] Muhammad Shafique, Waqas Ahmad, Rehan Hafiz, and Jörg Henkel. A low latency
generic accuracy configurable adder. In Proceedings of the 52Nd Annual Design Au-
tomation Conference, DAC ’15, pages 86:1–86:6, New York, NY, USA, 2015. ACM.

[219] Anil Shanbhag, Samuel Madden, and Xiangyao Yu. A study of the fundamental
performance characteristics of gpus and cpus for database analytics. In SIGMOD,
pages 1617–1632, 2020.

[220] Yashvardhan Sharma and Sahil Gupta. Deep learning approaches for question an-
swering system. Procedia computer science, 132:785–794, 2018.

[221] Shaoshuai Shi, Li Jiang, Dengxin Dai, and Bernt Schiele. Motion Transformer with
Global Intention Localization and Local Movement Refinement, 2023.

[222] Xuanhua Shi, Zhigao Zheng, Yongluan Zhou, Hai Jin, Ligang He, Bo Liu, and Qiang-
Sheng Hua. Graph processing on gpus: A survey. ACM Computing Surveys (CSUR),
50(6):1–35, 2018.

[223] Stelios Sidiroglou-Douskos, Sasa Misailovic, Henry Hoffmann, and Martin Rinard.
Managing performance vs. accuracy trade-offs with loop perforation. In Proceedings
of the 19th ACM SIGSOFT Symposium and the 13th European Conference on Foun-
dations of Software Engineering, ESEC/FSE ’11, pages 124–134, New York, NY, USA,
2011. ACM.

[224] Patrice Simard, Bernard Victorri, Yann LeCun, and John Denker. Tangent prop
- a formalism for specifying selected invariances in an adaptive network. In J. E.
Moody, S. J. Hanson, and R. P. Lippmann, editors, Advances in Neural Information
Processing Systems 4, pages 895–903. Morgan-Kaufmann, 1992.

[225] P. Sioulas, P. Chrysogelos, M. Karpathiotakis, R. Appuswamy, and A. Ailamaki.
Hardware-conscious hash-joins on gpus. In 2019 IEEE 35th International Conference
on Data Engineering (ICDE), pages 698–709, 2019.

[226] Evangelia A Sitaridi and Kenneth A Ross. Optimizing select conditions on gpus.
In Proceedings of the Ninth International Workshop on Data Management on New
Hardware, pages 1–8, 2013.

[227] Arun Subramaniyan and Reetuparna Das. Parallel automata processor. In Proceedings
of the 44th Annual International Symposium on Computer Architecture, ISCA ’17,
pages 600–612, New York, NY, USA, 2017. ACM.

[228] Xin Sui, Andrew Lenharth, Donald S. Fussell, and Keshav Pingali. Proactive control
of approximate programs. In Proceedings of the Twenty-First International Confer-
ence on Architectural Support for Programming Languages and Operating Systems,
ASPLOS ’16, pages 607–621, New York, NY, USA, 2016. ACM.

[229] Rohan Taori, Ishaan Gulrajani, Tianyi Zhang, Yann Dubois, Xuechen Li, Carlos
Guestrin, Percy Liang, and Tatsunori B. Hashimoto. Stanford alpaca: An instruction-
following llama model. https://github.com/tatsu-lab/stanford_alpaca, 2023.

172

https://github.com/tatsu-lab/stanford_alpaca


[230] Anthony Thomas and Arun Kumar. A comparative evaluation of systems for scalable
linear algebra-based analytics. Proc. VLDB Endow., 11(13):2168–2182, 2018.

[231] Devesh Tiwari, Sudharshan S. Vazhkudai, Youngjae Kim, Xiaosong Ma, Simona
Boboila, and Peter J. Desnoyers. Reducing data movement costs using energy ef-
ficient, active computation on ssd. In Proceedings of the 2012 USENIX Conference
on Power-Aware Computing and Systems, HotPower’12, pages 4–4, Berkeley, CA,
USA, 2012. USENIX Association.

[232] Jonathan Ying Fai Tong, David Nagle, and Rob. A. Rutenbar. Reducing power by
optimizing the necessary precision/range of floating-point arithmetic. IEEE Trans.
Very Large Scale Integr. Syst., 8(3):273–285, June 2000.

[233] J. Torrellas. Flexram: Toward an advanced intelligent memory system: A retrospec-
tive paper. In Computer Design (ICCD), 2012 IEEE 30th International Conference
on, pages 3–4, Sept 2012.

[234] Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne
Lachaux, Timothée Lacroix, Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal
Azhar, Aurelien Rodriguez, Armand Joulin, Edouard Grave, and Guillaume Lample.
LLaMA: Open and Efficient Foundation Language Models, 2023.

[235] Hugo Touvron, Louis Martin, Kevin Stone, Peter Albert, Amjad Almahairi, Yasmine
Babaei, Nikolay Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti Bhosale, Dan
Bikel, Lukas Blecher, Cristian Canton Ferrer, Moya Chen, Guillem Cucurull, David
Esiobu, Jude Fernandes, Jeremy Fu, Wenyin Fu, Brian Fuller, Cynthia Gao, Vedanuj
Goswami, Naman Goyal, Anthony Hartshorn, Saghar Hosseini, Rui Hou, Hakan Inan,
Marcin Kardas, Viktor Kerkez, Madian Khabsa, Isabel Kloumann, Artem Korenev,
Punit Singh Koura, Marie-Anne Lachaux, Thibaut Lavril, Jenya Lee, Diana Liskovich,
Yinghai Lu, Yuning Mao, Xavier Martinet, Todor Mihaylov, Pushkar Mishra, Igor
Molybog, Yixin Nie, Andrew Poulton, Jeremy Reizenstein, Rashi Rungta, Kalyan
Saladi, Alan Schelten, Ruan Silva, Eric Michael Smith, Ranjan Subramanian, Xiao-
qing Ellen Tan, Binh Tang, Ross Taylor, Adina Williams, Jian Xiang Kuan, Puxin
Xu, Zheng Yan, Iliyan Zarov, Yuchen Zhang, Angela Fan, Melanie Kambadur, Sharan
Narang, Aurelien Rodriguez, Robert Stojnic, Sergey Edunov, and Thomas Scialom.
Llama 2: Open foundation and fine-tuned chat models, 2023.

[236] Hung-Wei Tseng, Yang Liu, Mark Gahagan, Jing Li, Yanqin Jin, and Steven Swan-
son. Gullfoss: Accelerating and simplifying data movement among heterogeneous
computing and storage resources. Technical report, UCSD Technical Report, 2015.

[237] Hung-Wei Tseng, Qianchen Zhao, Yuxiao Zhou, Mark Gahagan, and Steven Swanson.
Morpheus: Creating Application Objects Efficiently for Heterogeneous Computing. In
2016 ACM/IEEE 43rd Annual International Symposium on Computer Architecture
(ISCA), pages 53–65, June 2016.

173



[238] A. K. Verma, P. Brisk, and P. Ienne. Variable latency speculative addition: A new
paradigm for arithmetic circuit design. In 2008 Design, Automation and Test in
Europe, pages 1250–1255, March 2008.

[239] P. Volk, D. Habich, and W. Lehner. GPU-Based speculative query processing for
database operations. In ADMS@VLDB, 2010.

[240] Patrick von Platen, Suraj Patil, Anton Lozhkov, Pedro Cuenca, Nathan Lambert,
Kashif Rasul, Mishig Davaadorj, and Thomas Wolf. Diffusers: State-of-the-art diffu-
sion models. https://github.com/huggingface/diffusers, 2022.

[241] C. Wah, S. Branson, P. Welinder, P. Perona, and S. Belongie. Caltech-ucsd birds-
200-2011 (cub-200-2011). Technical Report CNS-TR-2011-001, California Institute of
Technology, 2011.

[242] Slawomir Walkowiak, Konrad Wawruch, Marita Nowotka, Lukasz Ligowski, and
Witold Rudnicki. Exploring utilisation of gpu for database applications. Procedia
Computer Science, 1(1):505–513, 2010.

[243] Endong Wang, Qing Zhang, Bo Shen, Guangyong Zhang, Xiaowei Lu, Qing Wu, and
Yajuan Wang. Intel math kernel library. In High-Performance Computing on the
Intel R© Xeon Phi, pages 167–188. Springer, 2014.

[244] Jianguo Wang, Chunbin Lin, Ruining He, Moojin Chae, Yannis Papakonstantinou,
and Steven Swanson. Milc: Inverted list compression in memory. Proc. VLDB Endow.,
10(8), 4 2017.

[245] Jianguo Wang, Dongchul Park, Yannis Papakonstantinou, and Steven Swanson. SSD
in-storage computing for search engines. IEEE Transactions on Computers, 2016.

[246] Kaibo Wang, Kai Zhang, Yuan Yuan, Siyuan Ma, Rubao Lee, Xiaoning Ding, and Xi-
aodong Zhang. Concurrent analytical query processing with gpus. VLDB, 7(11):1011–
1022, 7 2014.

[247] Yu Emma Wang, Gu-Yeon Wei, and David Brooks. A systematic methodology for
analysis of deep learning hardware and software platforms. In The 3rd Conference on
Machine Learning and Systems (MLSys), 2020.

[248] Zeke Wang, Huiyan Cheah, Johns Paul, Bingsheng He, and Wei Zhang. Acceler-
ating database query processing on opencl-based fpgas. In Proceedings of the 2016
ACM/SIGDA International Symposium on Field-Programmable Gate Arrays, pages
274–274. ACM, 2016.

[249] Dingzhu Wen, Peixi Liu, Guangxu Zhu, Yuanming Shi, Jie Xu, Yonina C Eldar, and
Shuguang Cui. Task-oriented sensing, computation, and communication integration
for multi-device edge ai. arXiv preprint arXiv:2207.00969, 2022.

[250] Zeyi Wen, Jiashuai Shi, Bingsheng He, Qinbin Li, and Jian Chen. ThunderSVM: A
fast SVM library on GPUs and CPUs. To appear in arxiv, 2018.

174

https://github.com/huggingface/diffusers


[251] Zeyi Wen, Jiashuai Shi, Bingsheng He, Qinbin Li, and Jian Chen. ThunderGBM: Fast
GBDTs and random forests on GPUs. To appear in arXiv, 2019.

[252] Louis Woods, Zsolt István, and Gustavo Alonso. Ibex: An intelligent storage engine
with support for advanced sql offloading. Proc. VLDB Endow., 7(11):963–974, July
2014.

[253] Carole-Jean Wu, David Brooks, Kevin Chen, Douglas Chen, Sy Choudhury, Marat
Dukhan, Kim Hazelwood, Eldad Isaac, Yangqing Jia, Bill Jia, Tommer Leyvand, Hao
Lu, Yang Lu, Lin Qiao, Brandon Reagen, Joe Spisak, Fei Sun, Andrew Tulloch, Peter
Vajda, Xiaodong Wang, Yanghan Wang, Bram Wasti, Yiming Wu, Ran Xian, Sungjoo
Yoo, and Peizhao Zhang. Machine Learning at Facebook: Understanding Inference at
the Edge. In 2019 IEEE International Symposium on High Performance Computer
Architecture (HPCA), pages 331–344, 2019.

[254] Fangzhao Wu, Ying Qiao, Jiun-Hung Chen, Chuhan Wu, Tao Qi, Jianxun Lian,
Danyang Liu, Xing Xie, Jianfeng Gao, Winnie Wu, et al. Mind: A large-scale dataset
for news recommendation. In Proceedings of the 58th Annual Meeting of the Associ-
ation for Computational Linguistics, pages 3597–3606, 2020.

[255] Haicheng Wu, Gregory Diamos, Srihari Cadambi, and Sudhakar Yalamanchili. Kernel
weaver: Automatically fusing database primitives for efficient gpu computation. In
MICRO, pages 107–118. IEEE Computer Society, 2012.

[256] Haicheng Wu, D. Zinn, M. Aref, and S. Yalamanchili. Multipredicate join algorithms
for accelerating relational graph processing on gpus. In International Workshop on
Accelerating Data Management Systems Using Modern Processor and Storage Archi-
tectures, 09 2014.

[257] Tianji Wu, Bo Wang, Yi Shan, Feng Yan, Yu Wang, and Ningyi Xu. Efficient PageR-
ank and SpMV computation on AMD GPUs. In 2010 39th International Conference
on Parallel Processing, pages 81–89. IEEE, 2010.

[258] Yann Collet. Zstandard - Fast real-time compression algorithm. https://github.

com/facebook/zstd/releases/, 2018.

[259] A. Yazdanbakhsh, D. Mahajan, H. Esmaeilzadeh, and P. Lotfi-Kamran. AxBench:
A Multiplatform Benchmark Suite for Approximate Computing. IEEE Design Test,
34(2):60–68, April 2017.

[260] Amir Yazdanbakhsh, Jongse Park, Hardik Sharma, Pejman Lotfi-Kamran, and Hadi
Esmaeilzadeh. Neural acceleration for gpu throughput processors. In Proceedings of
the 48th International Symposium on Microarchitecture, MICRO-48, pages 482–493,
New York, NY, USA, 2015. ACM.

[261] Mao Ye, Peifeng Yin, and Wang-Chien Lee. Location Recommendation for Location-
Based Social Networks. In Proceedings of the 18th SIGSPATIAL International Con-
ference on Advances in Geographic Information Systems, GIS ’10, page 458–461. As-
sociation for Computing Machinery, 2010.

175

https://github.com/facebook/zstd/releases/
https://github.com/facebook/zstd/releases/


[262] Rong Ye, Ting Wang, Feng Yuan, Rakesh Kumar, and Qiang Xu. On reconfiguration-
oriented approximate adder design and its application. In Proceedings of the Interna-
tional Conference on Computer-Aided Design, ICCAD ’13, pages 48–54, Piscataway,
NJ, USA, 2013. IEEE Press.

[263] Thomas Y. Yeh, Glenn Reinman, Sanjay J. Patel, and Petros Faloutsos. Fool me
twice: Exploring and exploiting error tolerance in physics-based animation. ACM
Trans. Graph., 29(1):5:1–5:11, December 2009.

[264] Yong Ho Song. The OpenSSD Project. http://www.openssd-project.org/wiki/

The_OpenSSD_Project, 2017.

[265] Chien-Chih Yu and Hsiao-ping Chang. Personalized location-based recommendation
services for tour planning in mobile tourism applications. In E-Commerce and Web
Technologies: 10th International Conference, EC-Web 2009, Linz, Austria, September
1-4, 2009. Proceedings 10, pages 38–49. Springer, 2009.

[266] Y. Yuan, M. F. Salmi, Y. Huai, K. Wang, R. Lee, and X. Zhang. Spark-GPU: An
accelerated in-memory data processing engine on clusters. In 2016 IEEE International
Conference on Big Data (Big Data), pages 273–283, 2016.

[267] Yuan Yuan, Rubao Lee, and Xiaodong Zhang. The Yin and Yang of processing data
warehousing queries on GPU devices. VLDB, 6(10):817–828, 2013.

[268] Orestis Zachariadis, Nitin Satpute, Juan Góumez-Luna, and Joaquq́ın Olivares. Ac-
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