
UC Merced
Proceedings of the Annual Meeting of the Cognitive Science 
Society

Title
Speakers align both their gestures and words not only to establish but also to maintain 
reference to create shared labels for novel objects in interaction

Permalink
https://escholarship.org/uc/item/66x7x5hz

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 46(0)

Authors
Akamine, Sho
Ghaleb, Esam
Rasenberg, Marlou
et al.

Publication Date
2024

Copyright Information
This work is made available under the terms of a Creative Commons Attribution License, 
available at https://creativecommons.org/licenses/by/4.0/
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/66x7x5hz
https://escholarship.org/uc/item/66x7x5hz#author
https://creativecommons.org/licenses/by/4.0/
https://escholarship.org
http://www.cdlib.org/


Speakers align both their gestures and words not only to establish but also to
maintain reference to create shared labels for novel objects in interaction

Sho Akamine (sho.akamine@mpi.nl)
Max Planck Institute for Psycholinguistics, Nijmegen, The Netherlands

Esam Ghaleb (e.ghaleb@uva.nl)
Institute for Logic, Language and Computation, University of Amsterdam, Amsterdam, The Netherlands

Marlou Rasenberg (marlou.rasenberg@meertens.knaw.nl)
Meertens Institute, Amsterdam, The Netherlands

Raquel Fernández (raquel.fernandez@uva.nl)
Institute for Logic, Language and Computation, University of Amsterdam, Amsterdam, The Netherlands

Antje Meyer (antje.meyer@mpi.nl)
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Abstract

When we communicate with others, we often repeat aspects of
each other’s communicative behavior such as sentence struc-
tures and words. Such behavioral alignment has been mostly
studied for speech or text. Yet, language use is mostly multi-
modal, flexibly using speech and gestures to convey messages.
Here, we explore the use of alignment in speech (words) and
co-speech gestures (iconic gestures) in a referential communi-
cation task aimed at finding labels for novel objects in inter-
action. In particular, we investigate how people flexibly use
lexical and gestural alignment to create shared labels for novel
objects and whether alignment in speech and gesture are re-
lated over time. The present study shows that interlocutors
establish shared labels multimodally, and alignment in words
and iconic gestures are used throughout the interaction. We
also show that the amount of lexical alignment positively as-
sociates with the amount of gestural alignment over time, sug-
gesting a close relationship between alignment in the vocal and
manual modalities.

Keywords: behavioral alignment; multimodal language;
iconic gestures; referential communication

Introduction
In daily conversation, people repeat aspects of each other’s
communicative behavior, such as sentence structures, words,
eye gaze, and gestures (Pickering & Garrod, 2004; Rasenberg
et al., 2020). This cross-participant repetition of communica-
tive behavior is called behavioral alignment.

Behavioral alignment has been shown to occur at differ-
ent linguistic levels. For example, Levelt and Kelter (1982)
showed that participants are more likely to answer a question
with a prepositional phrase (e.g., “At five o’clock”) when the
question contains a preposition (“At what time does your shop
close?”) compared to when it doesn’t ( “What time does your
shop close?”). On the other hand, when the question did not
contain a preposition, they tended to produce an answer with-
out a preposition. Further, question-answer pairs were judged
as more natural when they both contained or did not con-
tain prepositions than when one contained a preposition while

the other did not. This suggests that people prefer to reuse
the same lexicosyntactic structures as preceding utterances.
Alignment in syntactic structures has also been demonstrated
in other studies (e.g., Hartsuiker et al., 2008; Ivanova et al.,
2020), although when adjusted for word repetition, syntactic
alignment did not exceed chance levels in corpus-based stud-
ies (Green & Sun, 2021; Healey et al., 2014).

Not only does alignment occur in syntactic structures but
also in lexical items. A salient example of lexical alignment is
that when one speaker refers to a type of seat using the word
“sofa”, the next speaker is more likely to refer to it as “sofa”
instead of “couch” (Branigan et al., 2010).

The interactive alignment model (Pickering & Garrod,
2004) suggests that alignment at one linguistic representa-
tion level can influence and lead to alignment at other lev-
els, which can be reflected in the interlocutor’s utterances
as behavioral alignment. This idea has been supported for
syntactic, lexical, and semantic alignment (Mahowald et al.,
2016). While the original model does not incorporate the vi-
sual modality (e.g., facial expressions, manual gestures), the
authors expanded it to incorporate co-speech gestures as a
level of linguistic representation in their recent publication
(Pickering & Garrod, 2021). However, the relationships be-
tween alignment in the vocal and visual modality remain un-
explored. Here, we ask whether and to what extent alignment
in speech (words) and co-speech gestures go hand-in-hand
and related over time when interlocutors are referring to novel
objects in a referential communication task.

Previous studies suggest that alignment plays a functional
role in reducing the processing cost associated with language
production (Bartolozzi et al., 2021; Norrick, 1987), signaling
agreement or disagreement (Norrick, 1987; Põldvere et al.,
2021), signaling (lack of) understanding (Crible et al., 2024;
Norrick, 1987), and establishing a partner-specific temporal
agreement on how to conceptualize novel objects (i.e., con-
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ceptual pacts), to name a few (Brennan & Clark, 1996; Clark
& Brennan, 1991; Clark & Wilkes-Gibbs, 1986).

Previous alignment research has focused on alignment in
speech. However, language involves not only vocal signals
but also bodily signals such as manual gestures (e.g., Kendon,
2004; Kita & Özyürek, 2003; McNeill, 2005; Özyürek, 2018;
Özyürek & Woll, 2019). Due to the multimodal nature of lan-
guage, recent studies have explored alignment in co-speech
gestures (Bergmann & Kopp, 2012; Holler & Wilkin, 2011;
Kimbara, 2006, 2008; Oben & Brône, 2016). These studies
have shown alignment can occur not only in speech but also
in gestures. However, it is still unclear whether they go hand
in hand and whether they stay over the course of interaction.

In a recent study using a referential communication
paradigm for novel objects (Fribbles) in which participants
communicated about each Fribble in six rounds, Rasenberg et
al. (2022) showed that the emergence of first aligned expres-
sions in the interaction is mostly multimodal (lexical + gestu-
ral alignment). When the first alignment between participants
emerged, 56% involved both lexical and gestural alignment,
while 38% and 6% involved lexical or gestural alignment, re-
spectively. They also found that alignment mostly emerged
in the initial two rounds. In the present study, we extend
on Rasenberg et al. (2022) and investigate whether speak-
ers maintain their alignments in both modalities throughout
the interaction or whether gestural alignment served mainly
to establish lexical alignment after which gestural alignment
might not be needed.

The Present Study
Previous studies have demonstrated that interlocutors align
in aspects of each other’s speech (e.g., Dideriksen et al.,
2022; Pickering & Garrod, 2004) and gestures (e.g., Holler
& Wilkin, 2011; Oben & Brône, 2016; Rasenberg et al.,
2022), and alignment mostly emerges as a multimodal phe-
nomenon (Rasenberg et al., 2022). However, little is known
about alignment in the vocal and manual modalities over the
course of the interaction.

To further our understanding of people’s use of alignment
in speech and co-speech manual gestures when they commu-
nicate about novel referents, the present study investigates (1)
whether interlocutors keep aligning in words and gesture af-
ter the emergence of lexical and gestural alignment, and (2)
how alignment in speech and co-speech iconic gestures are
related over time.

To investigate the first question, we examined the patterns
of lexical and gestural alignment rates over the rounds of a
referential communication task. Suppose the interlocutors
maintain both lexical and gestural alignment after establish-
ing the first instance of alignment. In that case, we expect
the alignment rate to increase initially and stabilize for both
lexical and gestural alignment. In contrast, if the interlocu-
tors align in gestures mainly to establish lexical alignment but
then maintain lexical alignment only because gestural align-
ment is no longer needed, we expect the alignment rate to

increase initially and remain for lexical alignment throughout
the interaction but decrease for gestural alignment.

As for the second research question about the relationship
between alignment in vocal and manual modalities, we expect
a positive association between lexical and gestural alignment
rates if lexical and gestural alignment coincide. We hypoth-
esize that lexical and gestural alignment typically coincide,
as the interactive alignment model proposes that alignment at
one linguistic representation level could influence and lead to
alignment at another level, and linguistic representation levels
include co-speech gestures (Pickering & Garrod, 2021).

Method

Dataset

The current study is based on a dataset collected in the con-
text of the Communicative Alignment in Brain and Behaviour
(CABB) research project. The dataset used here comprises a)
a dyadic referential communication task with novel objects
and b) a naming task, which participants individually per-
formed before and after the communication task. The dataset
was originally introduced in Rasenberg et al. (2022), in which
they investigated the emergence of multimodal alignment in
the referential communication task, analyzing a subset of data
(half of the dyads and half of the stimuli items). The current
study tracks lexical and gestural alignment as it develops over
time and uses the entire dataset, that is, all the dyads and all
the items. For a comprehensive description of the dataset and
the speech and gesture annotations, see Rasenberg (2023).

Participants We analyzed data from 38 Dutch-speaking
participants (20 women and 18 men, Mage = 22.5 years,
Rangeage = 18–32 years). They were randomly grouped into
9 same-gender dyads and 10 mixed-gender dyads, each con-
sisting of two unacquainted participants.

Materials The referential communication and naming tasks
used a set of 16 pictures of blue 3D objects composed of a
main body and 3–6 subparts (Figure 1). These objects, called
Fribbles, were generated by modifying the original Fribbles
created by Barry et al. (2014) to increase variation in elicited
names (Eijk et al., 2022; Rasenberg et al., 2022).

Procedure Participants performed a referential communi-
cation task. The referential communication task consisted of
6 rounds, each with 16 trials. In each trial, participants were
assigned the role of director or matcher. The director’s role
was to describe the target Fribble indicated by a red square
around it, and the matcher’s role was to identify it through
free interaction. They were instructed that they were free to
communicate however they wanted. Fribbles were presented
on a 24-inch screen for each participant, with their order vary-
ing across participants. To avoid confusion about different
Fribble orders, Fribbles were labeled with numbers for one
participant and with letters for the other. Once the matcher
was confident which Fribble the director was describing, they
said the label for the Fribble and pressed a button to proceed
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Figure 1: Sixteen Fribbles used as experimental stimuli for
the referential communication task. Each subpart is labeled
with Fribble numbers and alphabets. Note that participants
did not see the labels for the subparts. They were labeled for
coding purposes.

to the next trial. Once they completed all 16 trials, the order
of Fribbles was shuffled, and the next round started. The in-
teraction lasted for 24.46 minutes on average (range = 14.19–
34.56 minutes). As the rounds proceeded, the trial duration
became shorter (mean duration of rounds in minutes: R1 =
8.20, R2 = 5.00, R3 = 3.37, R4 = 3.00, R5 = 2.49, R6 = 2.40).

Speech Transcription and Gesture Annotation Speech
transcription and gesture segmentation and coding were man-
ually performed in ELAN (version 5.8; Wittenburg et al.,
2006). The speech was segmented into Turn Construction
Units (TCU; Couper-Kuhlen & Selting, 2018) and transcribed
using conventional Dutch spellings. For co-speech gestures,
only the stroke phase was annotated for each hand. The an-
notated gestures were manually categorized into three gesture
types: iconic, deictic/pointing, and other gestures (e.g., beat
gesture, interactive gesture). The annotation contained 71695
(28152 content) words and 4843 (4413 iconic) gestures.

Fribble subparts were used as a reference for iconic ges-
tures. For instance, if an iconic gesture referred to the
“antenna” of Fribble 1, the reference was coded as “01A”.
The reference coding was based on the iconic gesture, co-
occurring speech, and context. For more details and inter-
rater reliability measures for gesture annotation and coding,
see Rasenberg (2023) and Rasenberg et al. (2022).

Analysis
Lexical Alignment Coding We defined lexical alignment
as a cross-participant repetition of single or sequences of
words containing at least one content word referring to the
same target Fribble. The rationale for restricting our analyses
to content words is that they tend to be more meaningful and
unique to each Fribble (subpart) than function words (Bren-
nan & Clark, 1996; Hawkins et al., 2020). As for the timing
of alignment, we did not pose any restrictions: two expres-
sions that refer to a particular Fribble were considered to be
aligned regardless of the rounds in which they were produced
as long as the first expression was produced by one of the

interlocutors and the second by the other. Figure 2 shows a
visual representation of lexical alignment operationalization.

Figure 2: A visual representation of lexical alignment oper-
ationalization. Here, the word “rod” is a shared expression,
and the numbers in orange circles represent lexical alignment
counts. The numbers and letters in the square brackets repre-
sent Fribbles and their subparts. Note that the labels for the
Fribble subpart were added for illustration purposes.

To prepare data for lexical alignment detection, we pre-
processed speech transcripts in Python to remove disfluen-
cies, mark part-of-speech (PoS), and lemmatize1 each word
(e.g., eating → eat). For PoS tagging and lemmatization, we
used the spaCy library (Honnibal et al., 2020). Next, fol-
lowing a similar approach to Sinclair and Fernández (2021)
and Ghaleb et al. (2024), we extracted all shared expressions:
lemmatized expressions that both interlocutors used to de-
scribe a particular Fribble. For example, if both speakers A
and B use the word “Pinocchio” to refer to Fribble 9, we re-
gard “Pinocchio” as a shared expression for Fribble 9. Simi-
larly, if it was used for multiple Fribbles (e.g., Fribble 8 and 9)
by both speakers, we regard “Pinocchio” as a shared expres-
sion for Fribble 8 and 9. However, if speaker A uses “Pinoc-
chio” only for Fribble 9, and speaker B uses the same word
only for Fribble 8, then this is not a shared expression, as both
speakers did not use the expression for the same Fribble. The
rationale for this was to keep the alignment coding consis-
tent for lexical and gestural alignment. Finally, we marked
two shared expressions as an instance of lexical alignment if
the first shared expression was produced by one of the inter-
locutors and the next one by the other interlocutor. The fi-
nal dataframe contained 3351 instances of lexical alignment.
Each row consisted of key attributes of the first and second
components of the lexically aligned shared expressions pair.

Gestural Alignment Coding Gestural alignment was oper-
ationalized as a cross-participant repetition of iconic gestures
referring to the same referent (i.e., Fribble subpart Rasenberg
et al., 2022). Rasenberg et al. (2022) found that when two
gestures used by both speakers referred to the same subpart,
80% of a subset of the aligned gesture pairs shared one or

1We are aware of the possibility that by lemmatizing words, we
may miss instances of non-alignment. For instance, if we compare
two cases where A says “eating” and B “eats” and where A and
B both say “eats”, the latter is more aligned because the form of
lexical items is identical, while in the former case, the form of lexical
items is different. However, we would argue that this concerns (non-
)alignment in morphosyntactic structures rather than lexical items
and does not affect our analyses of lexical alignment.
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more form features out of four (i.e., handedness, handshape,
movement, and orientation). As such, we posed no restric-
tion on the gesture form to detect gestural alignment. Also,
similar to lexical alignment, we did not pose any restrictions
on the timing for gestural alignment. Figure 3 shows a visual
representation of gestural alignment operationalization.

Figure 3: A visual representation of gestural alignment oper-
ationalization. The numbers and letters in the rectangles rep-
resent references to Fribbles and their subparts, respectively.
The numbers in orange circles represent gestural alignment
counts.

To detect gestural alignment, we first extracted iconic ges-
tures and their key attributes, such as gesture referent, hand
used, and timestamps. We then iterated through the data for
each Fribble subpart, extracting all iconic gestures produced
for the particular subpart. For the two-handed gestures re-
ferring to two subparts simultaneously (e.g., 14B+14D), we
separated the referent into two independent subparts (e.g.,
14B and 14D) before extracting iconic gestures for each refer-
ent. Lastly, we marked two iconic gestures produced for the
same subpart as gestural alignment if the first one was pro-
duced by one speaker (e.g., speaker A) and the second by the
other (e.g., speaker B). The final dataframe contained 1086
instances of gestural alignment. Each row consisted of key
attributes of the first and second gestures of the aligned iconic
gestures pair. Figure 4 shows an example of multimodal (lex-
ical + gestural) alignment.

Statistical Analysis To analyze the data, we prepared sep-
arate dataframes for gestural and lexical alignment in which
each row contains key attributes, including dyad number, trial
number, trial duration, and the number of instances of align-
ment. Each dataset consisted of 1824 rows (19 pairs * 96
trials).

We performed zero-inflated multilevel Poisson regression
models on the lexical and gestural alignment rate using the
glmmTMB package (Brooks et al., 2017) in R (R Core Team,
2020). We use Poisson regression models, as “[t]he Pois-
son distribution is the canonical distribution for characteris-
ing count data with no or unknown upper bound” (Winter &
Bürkner, 2021, p.1). Zero-inflated models assume that the
“data contain more zeros than expected under the Poisson or
negative binomial distributions, and these additional zeros are
generated by separate processes (Winter & Bürkner, 2021).”
Because there were trials in which participants produced no
gestural or lexical alignment (1272 and 407 out of 1824, re-
spectively), zero-inflated models were suitable for the data.

Figure 4: An example of multimodal (lexical + gestural)
alignment over the six rounds. Here, both interlocutors used
the word “rod” with an iconic gesture with vertical move-
ments depicting the shape of Fribble subpart 05B.

The models included fixed effects for the round where
alignment was established and random intercepts for dyads
and target Fribbles, with the log-transformed trial duration as
an offset variable (Winter & Bürkner, 2021). The offset vari-
able was included to account for the longer trial duration in
the initial rounds than in the later rounds, resulting in more
opportunities for alignment in longer trials. It is worth men-
tioning that including the offset variable changes the unit of
the response variable: the model with an offset variable for
trial duration in minutes models the average amount of lex-
ical or gestural alignment per minute (alignment rate). The
formula for the multilevel Poisson regression models is as fol-
lows:

alignment count ∼ round + (1|dyad) + (1|target) +
offset(log(trial duration min))

Results
Lexical Alignment Rate
A zero-inflated multilevel Poisson regression model showed
a significant increase in the lexical alignment rate from round
1 to round 2 (β = 0.99,SE = 0.06,z = 15.33, p < .01) and
round 2 to 3 (β = 0.26,SE = 0.06,z = 4.54, p < .01). We
did not observe any significant increase or decrease in the
later rounds (R3–R4: β = 0.10,SE = 0.59,z = 1.76, p = .08;
R4–R5: β = 0.09,SE = 0.06,z = 1.52, p = .13; R5–R6: β =

2438



Figure 5: The distribution of alignment rate across rounds. The x-axis represents the round in whichvthe second component
of aligning lexical items or gestures occurred, and the y-axis represents the alignment rate. The left figure illustrates lexical
alignment rate, and the right figure illustrates gestural alignment rate. Each colored dot represents a dyad in a particular round.
The Xs in the plot indicate the mean, and the midline in the boxplot represents the median.

−0.07,SE = 0.06,z = −1.17, p = .24). This suggests that
the lexical alignment rate increases until round 3 and then
stays in the later rounds. The left panel in Figure 5 shows the
distribution of the lexical alignment rate across rounds.

Although the model tells us about the changes in the lex-
ical alignment rate between two immediate rounds, it does
not show whether it increased or decreased across multiple
rounds. As we are interested in investigating whether the
lexical alignment rate stayed or changed over the interac-
tion, we changed the contrast coding of the round variable
to a treatment coding with round 6 as the reference level
and ran another zero-inflated multilevel Poisson regression
model. The model revealed that compared to round 6, the
number of alignment per minute was significantly lower in
round 1 (β = −1.39,SE = 0.07,z = −19.32, p < .01) and
2 (β = −0.38,SE = 0.06,z = −6.18, p < .01). The model
did not show significant differences between rounds 6 and 3
(β = −0.13,SE = 0.06,z = −1.97, p = .052), rounds 6 and
4 (β = −0.01,SE = 0.06,z = −0.23, p = .82), and rounds 6
and 5 (β = 0.07,SE = 0.06,z = 1.09, p = .27).

In summary, the amount of lexical alignment increased in
the initial rounds and stabilized afterward.

Gestural Alignment Rate
A zero-inflated multilevel Poisson regression model showed
a significant increase in the number of gestural alignment
per minute from round 1 to round 2 (β = 1.41,SE =
0.11,z = 12.38, p < .01). We did not observe any signifi-
cant increase or decrease in the later rounds (R2–R3: β =

2The alpha level is adjusted and set to 0.025 to control for the
increased risk of the Type I error rate when performing multiple
tests or models to test a single hypothesis (Chen et al., 2017; Ru-
bin, 2021).

0.01,SE = 0.09,z = 0.07, p = .94; R3–R4: β =−0.04,SE =
0.10,z =−0.40, p = .69; R4–R5: β =−0.05,SE = 0.11,z =
−0.44, p = .66; R5–R6: β = −0.12,SE = 0.12,z =
−0.96, p = .33). This suggests that the amount of gestural
alignment increases until round 2 and then remains stable in
the later rounds (see the right panel in Figure 5 for the distri-
bution of gestural alignment count per minute across rounds).

We also run another zero-inflated multilevel Poisson re-
gression model with round 6 as the reference level to test if
the number of gestural alignment stays or changes over the
interaction. The model showed that compared to round 6, the
number of gestural alignment per minute was significantly
lower in round 1 (β =−1.18,SE = 0.14,z =−8.37, p < .01).
However, we did not observe any other significant differ-
ences (R6–R2: β = 0.15,SE = 0.12,z = 1.27, p = .21; R6–
R3: β = 0.20,SE = 0.12,z = 1.60, p = .11; R6–R4: β =
0.21,SE = 0.13,z = 1.65, p = .10; R6–R5: β = 0.12,SE =
0.13,z = 0.87, p = .38).

In summary, similar to lexical alignment, the amount of
gestural alignment increased in the initial rounds and stabi-
lized afterward. Although the general pattern was similar for
lexical and gestural alignment, they differed as to when the
alignment count stabilized. Taken together, the results are
consistent with the prediction that interlocutors keep aligning
in words and gestures throughout the interaction.

Association between Lexical and Gestural
Alignment Rate
To test whether lexical alignment rate positively associates
with gestural alignment rate, we performed a zero-inflated
multilevel Poisson regression model with the response vari-
able for lexical alignment rate, fixed effects for gestural align-
ment rate, random intercepts for dyad and target Fribble, and
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Figure 6: Lexical alignment rate as a function of gestural
alignment rate. The colored dots represent each dyad’s lexical
and gestural alignment rate for each trial, and the green line
indicates a predicted value based on the negative binomial
regression model. The ribbon indicates the 95% confidence
interval.

an offset variable for trial duration in minute. However, as we
detected more variation in data than the model expected (i.e.,
overdispersion), we performed a zero-inflated multilevel neg-
ative binomial regression model with the same model struc-
ture (Winter & Bürkner, 2021).

A negative binomial regression model on the same
dataframe we used in the previous sections, in which one
data point corresponds to the amount of lexical and gestural
alignment per trial (N = 1824), revealed that a higher gestural
alignment rate is associated with a higher lexical alignment
rate (β = 0.04,SE = 0.01,z = 7.94, p < .01; see Figure 63).
This is consistent with the hypothesis that lexical alignment
tends to coincide with gestural alignment.

Discussion
In the present study, we investigated two questions: (1)
whether interlocutors maintain their alignment in both the vo-
cal and manual modalities and (2) how alignment in speech
and gestures are related over time. As a step towards answer-
ing the questions, we examined the amount of lexical and
gestural alignment produced in a copresent referential com-
munication task.

RQ1: Do interlocutors maintain their alignment in
both the vocal and manual modalities?
Statistical analyses on lexical and gestural alignment rates
demonstrated that the alignment rate increased in the ini-

3The linear pattern in the scatterplot is plausibly a byproduct of
the calculation of the alignment rate, which was done by dividing
the amount of alignment by the trial duration. For example, suppose
that the amount of alignment is 10 for lexical and gestural alignment
for three different trials whose duration was 20, 40, and 60 seconds.
In that case, the alignment rate will be 3.3, 6.6, and 10, which creates
a linear pattern.

tial rounds and stabilized afterward without significantly de-
creasing over the interaction for lexical and gestural align-
ment. The results are consistent with the prediction that peo-
ple maintain alignment in words and iconic gestures after
the emergence of lexical and gestural alignment, although
the interlocutors could have dropped gestural alignment af-
ter the establishment of shared lexical expressions. This sug-
gests that when people communicate about novel referents for
which they do not share conventionalized labels, they effec-
tively use speech and gestures to jointly create shared multi-
modal labels and keep aligning in words and gestures when-
ever they communicate about the referents.

Although our study suggests that the process of establish-
ing and maintaining shared labels is multimodal in nature,
more fine-grained work is necessary to confirm the hypothe-
sis that people establish and maintain the shared expressions
multimodally in joint meaning-making processes. In particu-
lar, to study how shared expressions are calibrated and main-
tained over time, we must track the contents of the lexical
and gestural expressions for each instance of alignment in fu-
ture work. This might reveal interactants’ use of “multimodal
conceptual pacts”.

RQ2: How are alignment in speech and gestures
related over time?
As for the second research question, we found a positive asso-
ciation between lexical alignment rate and gestural alignment
rate, supporting the prediction that alignment in speech and
co-speech gestures coincide. The result can potentially be ex-
plained by the interactive alignment model (Pickering & Gar-
rod, 2004), which proposes that alignment at one linguistic
representation level (e.g., the lexical level) leads to alignment
at other linguistic representation levels (e.g., gesture).

However, it is important to acknowledge that our study was
not designed to test the interactive alignment model and its
extension to co-speech gestures. Also, as illustrated in Fig-
ure 4, lexical and gestural alignment often coincide in the
same interactive sequence, rather than alignment in words
leading to alignment in gestures or vice versa. Thus, further
research is needed to deepen our understanding of the mech-
anisms underpinning the relationships between alignment in
speech and gestures.

Conclusion
The present study examined people’s use of behavioral align-
ment in establishing shared labels for novel referents and
the association between lexical and gestural alignment. Our
findings corroborate earlier work showing that people de-
ploy speech and gesture to establish multimodal shared labels
(Holler & Wilkin, 2011; Macuch Silva et al., 2020; Rasenberg
et al., 2022). Furthermore, our results show that lexical and
gestural alignment go hand-in-hand and that alignment is not
only used in the initial phase, but throughout the interaction.
The present study also showed that the amount of lexical and
gestural alignment is positively associated, suggesting a close
link between alignment in speech and gesture.
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Rasenberg, M., Özyürek, A., Bögels, S., & Dingemanse, M.
(2022). The primacy of multimodal alignment in converg-
ing on shared symbols for novel referents. Discourse Pro-
cesses, 59(3), 209–236. https://doi.org/10.1080/0163853X.
2021.1992235
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