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Abstract

Housing transactions are executed and recorded daily but are
routinely pooled into longer time periods for the measurement and

analysis of housing price trends. This aggregation has unknown
consequences for the estimation of housing prices and their
volatilities. We utilize a unique and rich data set, covering

essentially all arm’s length housing sales in Sweden for a dozen
years, in an attempt to understand the effect of temporal
aggregation upon estimates of Thousing prices and their
volatilities. This rich data set also provides a unique
opportunity to extend previous research on this topic. All
previous work comparing estimates of price volatility has been
based on the most parsimonious model imaginable, a so-called
weighted repeat sales model (WRS). In contrast, our analysis is
based upon a detailed model of housing price determination in
addition to the conventional WRS model.

We compare the results using the conventional WRS model to
those based on a research strategy which incorporates all

available information on house sales. The results indicate the
clear importance of temporal disaggregation in the estimation of
housing prices and volatilities -- regardless of the model
employed.

The appropriately disaggregated model is then used as a
benchmark to compare estimates of the course of housing prices
produced by the two models during the twelve year period 1981 -
1993. These results indicate that much of the difference between
estimates of price movements can be attributed to the data
limitations which are inherent in the repeat sales approach. The
results, thus, suggest caution in - the interpretation of
government-produced price indices or those produced by private
firms based on the repeated sales model.



I. Introduction

The single largest investment most households ever make is
in owner-occupied housing. Most home-owning households purchase
insurance to protect this asset against unexpected loss from
natural disaster, but few households can shield their housing
investments from real estate cycles and price declines. Booms
and busts in residential real estate markets are well documented,
but hedging mechanisms that would allow middle-income households
to diversify their real estate holdings or to insure the values
of their homes have yet to be established. There are many
economic and 1legal issues in designing programs to diversify
housing price risk, but none is more basic than the accurate
measurement of price levels and volatilities.

A substantial literature exists on the measurement of prices
for non-standard assets such as housing. There are two major
problems to be overcome in constructing a price index for
housing: the relative infrequency of dwelling unit sales; and
the heterogeneity in characteristics across housing units.
Simple price indexes based on mean or median housing prices (for
example, the index produced by the National Association of
Realtors) do not consider the characteristics of houses sold.
They are thus unable to distinguish between movements in prices
and changes in the composition of homes sold from one period to
the next. Crude regression models (for example, the U.S. Bureau
of the Census C-27 1Index) are Jjust that -- crude. More

sophisticated repeat sales models (for example, Bailey, Muth, and
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Nourse, 1963 and Case and Shiller, 1987) are based on strong
assumptions about the constancy of the housing quality of any
given dwelling.

Beyond the issue of model selection is the appropriate
measurement of time itself in analyzing trends and volatilities
in prices. This paper addresses the implications of aggregating
observations on housing prices across time, combining housing
sales observed in continuous time into discrete time periods for
statistical analysis.

The exceptional nature of the data available supports a
detailed analysis of temporal aggregation and other properties of
price indexes. The data we analyze cover essentially all arm’s
length housing sales in Sweden from 1981 to 1993. All previous
work comparing volatility estimates has been based on the most
parsimonious model imaginable, a so-called weighted repeat sales
model (WRS). 1In contrast, our analysis is based upon a detailed
model of housing price determination using information on a wide
variety of hedonic characteristics, as well as the WRS model.
| The data also provide a unique opportunity to compare the
properties of repeat sales estimators with more sophisticated
methods. Following the framework offered by Calhoun, Chinloy,
and Megbolugbe (CCM, 1995) for the analysis of U.S. data, a
comparable repeat sales price index is estimated for the three
largest metropolitan regions in Sweden. We also estimate a more

elaborate hybrid price index using the same data.



Tests for temporal aggregation are performed using both
indexes. For each index, our results parallel those of CCM based
on U.S. data on house sales in five census regions. Our results
suggest strongly that housing price indexes should be estimated
using the finest disaggregation of time available.

The research design, based on two indexes estimated from the
same underlying data, also provides an opportunity to examine
differences between the now-standard repeat sales estimator and a
more elaborate hybrid technique. Qur comparison suggests that
much of the difference in estimates of price trends can be
attributed to the maintained hypothesis and the data limitations
inherent in the repeat sales approach to the measurement of
housing prices.

Section II briefly reviews the methodology underlying the
two indexes: the weighted repeat sales index (Case and Shiller,
1987) and the “hybrid” index of Englund, Quigley, and Redfearn
(1996). Section III describes the data and discusses the
different samples utilized in constructing each index. Section
IV discusses the results of the tests for temporal aggregation
bias and provides further comparisons of the hybrid and repeat

sales indexes. Section V provides a brief conclusion.

II. Methodologies for Estimating Housing Price Trends
The most widely used technique for estimating housing price

trends is the repeat sales method introduced by Bailey, Muth, and
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Nourse (1963). As extended by Case and Shiller (1987), the
weighted repeat sales model (WRS) is widely used in academic
research. It also forms the basis for regional housing price
trends published by the federal government (OFHEO, 1997) and
defines the methodology which underlies all proprietary indices
used commercially in the U.S.! An alternative estimator,
combining single sales and repeat sales, is proposed by Englund,
Quigley, and Redfearn (EQR, 1996). This estimator utilizes
information on all sales, as well as all available information on
housing attributes, to estimate trends in housing prices. The
two models are described in detail in Appendix A; the relevant
properties of both are summarized below.

The genius of the repeat sales method is that, under
appropriate assumptions, it completely controls for housing
quality while requiring little data in comparison to hedonic or
hybrid methods. By confining the sample to repeat sales of
dwellings with unchanged characteristics, differences in observed
selling prices of houses can be attributed solely to changes in
housing prices. In practice, few data sets allow verification
that those units sold twice are unchanged between sales (and
there is no previous analysis of the topic). Typically, dwelling
modifications involve improvements and corresponding increases in

value -- increases that are improperly attributed to price

! This includes, for example, the price series marketed by Case-
Shiller-Weiss, Inc., MRAC, and TRW, Inc.
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changes whenever units which have been modified are included in
the analysis.

Even if the characteristics of houses were carefully matched
to insure that they were unchanged between sales, two aspects of
the weighted repeat sales method would remain problematic. The
first is the inability of the WRS method to account for
depreciation and normal maintenance. In the presence of
depreciation, the repeat sales index is necessarily biased,
downward if the rate of depreciation exceeds normal maintenance.
The second problem concerns interpretation and sample
selectivity. The WRS index is constructed from a non-random
sample of the stock of houses and the population of house sales,
namely those houses that have sold more frequently during a given
interval. Thus, the repeat sales index may be a poor measure of
prices for the entire stock of housing and even for those which
have been sold during any time interval.

The hybrid method takes advantage of the information that is
present in repeat sales, but without ignoring information on
single sales. The hybrid method is data intensive, but where the
data are available, it represents an obvious improvement over the
repeat sales method. Computed price indexes are based on far
more information, and the information used is more representative
of the housing stock. Within the hybrid model, repeat sales of
houses permit the investigation of depreciation and vintage

effects, as well as the temporal course of house prices.



In the next section, we describe the data used in the
analysis. In section IV, we compare the implications of these
techniques for the representation of time in price indexes. We
consider the implications of the aggregation of sales reported
daily into months, quarters, half years, or years for the
estimation of housing prices, the returns to housing investment,

and price volatilities.

III. Data on Swedish Housing Prices

The data used in this analysis consist of essentially every
arm’s length sale in the three largest metropolitan regions in
Sweden - Stockholm, Gothenberg, and Malm$ -- during the period
from January 1, 1981 through June 30, 1993. Contract data
reporting the transactions price for each sale have been merged
with tax assessment records containing detailed information about
the characteristics of each house. Repeat sales are identified,
as is the location of each unit down to the smallest geographical
unit: the parish (something akin to a Census tract). The data
set is exceptional in its detailed description of each dwelling
at the date of sale and its identification of repeat sales.
Together, these characteristics of the data make possible the
comparison between the hybrid and repeat sales methods discussed
above. Moreover, they permit a comparison of results using
different subsamples. In particular, we compare the results

obtained by the WRS method using all repeat sales models with



those obtained using dwellings whose constant quality over time
can be verified.

Both of the models employed in this paper rely on the use of
information embodied in repeat sales. However sales of units
that sell more than once during the sample period are a small
fraction of all housing sales in any market run. Table 1
describes the distribution of observations on sales and dwellings
by number of sales.? Almost three quarters of all units sold
during the sample period were sold one time. A handful of units
were sold frequently, with an average duration between sales of
less than two years.

Table 2 provides a summary of the wvariables used to control
for quality and their average values for the dwellings located in
each of the three regions. The variables describe the size and
quality of each dwelling, as well as numerous amenities. Size
variables include floor space and lot size, and dummy variables
for one- and two-car garages. Quality is measured by the age of
the dwelling and the vintage of its construction, the wall and

roof materials, and the standard of kitchen, bathrooms,

2 To insure that the observations included in the data were
indeed arm’s length market transactions, only the first sale of
paired sales that occurred within a six-month period were
retained. This filter was imposed to remove “distressed sales”
and non-market transactions from the data set. Sales within the
six-month period were observed to have a large negative serial
correlation. This is consistent with a distressed sale shortly
after an initial purchase or a pair of sales in which one serves
as a familial transfer either preceded or followed by an arm’s
length sale.



Table 1
Number of Sales of Dwellings, 1981:I - 1993:II

Metropolitan Region

Number of Total Number of
Sales Stockholm Gothenberg Malmé Dwellings Transactions

1 44,228 60,407 46,995 151,630 151,630

2 9,536 14,055 10,983 34,574 69,148

3 1,859 3,089 2,510 7,458 22,374

4 388 698 520 1,606 6,424

5 116 157 155 428 2,140

6 47 34 48 129 774

7 10 4 9 23 161

8 3 2 S 10 80

9 1 1 0 2 18

10+ 0 0 0 0 0

Total 56,188 78,447 61,225 195,860 252,749




Table 2
Average Characteristics of House Sales by Region, 1981-1993:IT
(Standard Deviation in Parentheses)

Region
Stockholm Gothenberg Malmd
Sale Price 758.385 474.511 431.263
(000 SEK) (446.30) (272.13) (281.57)
Size:
interior size 119.882 117.366 118.947
(sq. meters) (34.37) (36.98) (40.04)
parcel size 739.413 ,1003.470 1047.250
(sqg. meters) (739.68) (1024.26) (1028.06)
one car garage 0.703 0.622 0.572
(1 = yes) (0.46) (0.49) (0.49)
two car garage 0.046 0.055 0.043
(1 = yes) {0.21) (0.23) (0.20)
Amenity:
tile bath 0.118 0.108 0.144
(1 = yes) (0.32) (0.31) (0.35)
sewer connection 0.991 0.980 0.977
(1 = yes) (0.09) (0.14) (0.15)
sauna 0.216 0.174 0.122
(1 = yes) (0.41) (0.38) (0.33)
stone/brick 0.227 0.281 0.543
(1 = yes) (0.42) (0.45) (0.50)
single detached 0.621 0.750 0.858
(1 = yes) (0.49) (0.43) (0.35)
finished basement 0.152 0.168 0.132
(1 = yes) (0.36) (0.37) (0.34)
fireplace 0.335 0.319 0.258
(1 = yes) (0.47) (0.47) (0.44)
laundry room 0.842 0.820 0.785
(1 = yes) (0.37) (0.38) (0.41)
waterfront 0.004 0.003 0.003

(1 = yes) (0.07) (0.05) (0.06)



Table 2 (Continuted)
Average Characteristics of House Sales by Region, 1981~1993:II
(Standard Deviation in Parentheses)

Stockholm Gothenberg Malmo
Quality:
age* 24.49¢6 28.170 36.255
(years) (18.39) (21.75) (25.99)
vintage ** 62.059 58.040 50.449
(year, 19xx) (18.17) (21.54) (25.80)
insulation;
walls only 0.841 0.803 0.803
(1 = yes) (0.37) (0.40) (0.40)
walls and windows 0.156 0.185 0.179
(1 = yes) (0.36) (0.39) (0.38)
kitchen;
good 0.183 0.238 0.286
(1 = yes) (0.39) (0.43) {0.45)
excellent 0.812 0.749 0.699
(1 = yes) {(0.39) (0.43) (0.46)
heating system;
electric radiator 0.430 0.389 0.346
(1 = yes) (0.50) (0.49) (0.48)
electric furnace 0.103 0.098 0.085
(1 = yes) (0;30) (0.30) (0.28)
solar/other 0.314 0.3%85 0.463
(1 = yes) (0.46) (0.49) (0.50)
exterior steam 0.088 0.040 0.069
(1 = yes) (0.28) (0.19) (0.25)
other central heat 0.057 0.05¢9 0.019
(1 = yes) (0.23) (0.24) (0.14)
wood burning stove 0.008 0.015 0.008
(1 = yes) (0.09) (0.12) - {0.09)
roof;
cement/steel 0.634 0.740 0.646
(1 = yes) (0.48) (0.44) (0.48)
slate/copper 0.009 0.013 0.016
(1 = yes) (0.10) (0.11) (0.13)
Other:
distance to center 4.604 5.763 5.531
(kilometers) (6.06) (5.80) (5.31)
urban area 0.908 0.764 0.747
(1 = yes) (0.29) (0.42) (0.43)
capital subsidy 2.440 2.457 2.136
(000 SEK) (10.87) (10.93) (10.11)
conditional subsidy 22.845 21.553 22.455

(000 SEK) (25.31) (25.22) (24.89)



insulation, and heating system. The amenities recorded include
the presence of a sauna, a fire place, and a laundry room.

These variables describe the physical structure and amount
of land on which it sits, but there remain external influences on
housing prices. The importance of location to housing prices is
well established. While necessarily incomplete, we have computed
several variables to measure more desirable locations. These
include dummy variables for each of the 111 labor market areas
defined by Sweden’s Central Bureau of Statistics and the
approximate distance of each dwelling to the center of the local
labor market in which it is located. This variable measures the
linear distance from the center of the parish in which a dwelling
is located to the center of the nearest labor market area. Also
included is an estimate of the present value of capital subsidies
on newer dwellings.?

These regions include the three largest cities in Sweden.
The primacy of Stockholm is apparent in the prices of dwellings.
The average priée of about 750,000 SEK in Stockholm is about
sixty percent higher than the average prices in Gothenberg and

Malmo.

® Beginning in 1975 the government provided interest-subsidized
loans to owners of newly constructed housing. The value of the
subsidy depended on the construction costs and the vintage of the
unit, and decayed with time. While the average estimated present
value of the subsidy (“capital subsidy” in Table 2) is small,
less than 2500 SEK or $370 US, the average for transactions
involving subsidized dwellings (“conditional subsidy” in Table 2)
is an order of magnitude larger. During the 1980’s the average
subsidy on newly constructed homes was as high as twenty percent
of the initial price of the dwelling.
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Differences in the representative units exist across the

three regions, with Stockholm having younger, and in general,

higher quality dwellings. The differences are less pronounced
when compared with Gothenberg than with Malmé. Age at time of
sale and vintage demonstrate this well: the average age of

dwellings at the time of sale in Stockholm is 24.5 years, and the
year of construction is 1962. For Gothenberg the comparable
figures are 28.1 and 1958, while for Malmé the average age at the
time of sale is 36.3, and the average dwelling was built in 1950.
The differences are not great, but the younger housing stock in
Stockholm is reflected in more dwellings with access to a garage,
a sauna, a fireplace, an excellent kitchen, and a laundry room.
The parcel size, the dummy for single detached home, and the
urban/rural dummy, together indicate the greater urbanization of

the Stockholm region.

IV. Time Aggregation

Table 3 summarizes the statistical comparison of price
indexes computed at four levels of aggregation -- monthly,
quarterly, semi annually, and annually. The same comparison is
made for each model, the WRS and the EQR. The results are
reported separately for each of the three regions.

The table reports F tests of the restrictions inherent in
representing time in the computation of price indexes by
aggregate measures. For example, the entry in the first row and

column provides a test of the hypothesis that, for the WRS model
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Time
Region Period

Stockholm
months
quarters
half years

Gothenberg
months
quarters
half years

Malmd
months
quarters
half years

quarter

1.470

1.824

1.284

Table 3
Tests of Disaggregation of Price Trends over Time
(F-ratios comparing sets of coefficients)

WRS Model
half
ear ear
2.106 3.397
4.639 8.578
16.686
2.371 2.996
4,539 6.134
9.412
1.826 2.880
3.988 7.186
13.798

EQR Model

half
quarter year

2.254 2.202
1.813

1.949 2.002
2.201

2.425 2.582
3.194

year

3.012
6.046
11.331

2.637
4.462
9.164

3.238
5.39%6
9.975

Note: The critical values of the F statistic, F(U-R, infinite), where U
is the number of parameters estimated in the unrestricted model and
R is the number of parameters in the restricted model, are:

months
quarters
half years

Upper five percent

Quarter

1.27

half
ear

Upper one percent

half
quarter ear



applied to data from the Stockholm region, the coefficients on
monthly prices within quarters are identical. According to the
entry (F = 1.470), the hypothesis can be rejected at the five
percent level (where the critical wvalue is 1.27) and also at the
one percent level of confidence (where the critical value is
1.42).

The table presents a complete set of tests, comparing more
restricted models (columns) and less restricted models (rows) for
all four aggregations of time initially measured in days. At the
five percent 1level, the hypothesis that a semi-annual series can
be represented by an annual series is rejected in all three data
sets. The hypotheses that a quarterly series can be represented
by a semi-annual series 1is also rejected. Similarly, the
hypothesis that a monthly series can be represented by a
quarterly series can also be rejected.

These results are consistent across regions both for a
simple and parsimonious model, the WRS, and for a more complete
model, the EQR. The results for the WRS model, reported in
columns 1, 2, and 3 are quite consistent with those reported by
CCM (1995, Tables 1 through 5) for five census regions in the
U.S. The results reported in columns 4, 5, and 6 provide further
confirmation, using a different model. The conclusion is clear:
in the estimation of housing price indexes, time should generally
be represented using the lowest level of aggregation possible.
Arbitrary aggregations into broader representations of time are’

generally unwarranted.
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Table 4 indicates some of the implications of the
unwarranted aggregation of time in these three bodies of data.
Again we present estimates based on both the WRS and the EQR
models for different representations of time. Panel A reports
the mean values of the housing price index reported for the
entire period. As the entries indicate, the average values of
the indexes (normalized at 1981:I = 100) vary little with the
representation of time, although there is a slight trend upward
as the level of aggregation increases. Furthermore, the
estimated evolution of nominal prices, including their
acceleration beginning in 1986, their peak in 1991, and their
rapid decline thereafter, is consistent regardless of the degree
of temporal aggregation. This evolution is illustrated below.

The mean value of the price index is slightly higher for the
EQR models than for the WRS models. This is true for each city
and for each of the various aggregations of time. This finding
is discussed further below.

Panel B compares the estimated mean returns to investment in
owner occupied housing, for a one year holding period. There is
no consistent difference in the estimated rates of return between
the two methods. Estimated returns are generally within ten
percent of each other; there 1is some tendency for returns
estimates to be smaller for larger aggregations of time.

Panel C reports the estimated volatilities in annual returns
implied by the various models. The wvolatilities are computed

from annual returns estimated using each model. The estimated

13



Table 4

Estimates of House Prices, Returns, and Volatilities

a. Mean Value of Price Index
(1981:I = 100)

Stockholm:

Gothenberg:

Malmo:

monthly
quarterly
semi—-annual
annual

monthly
quarterly
semi-annual
annual

monthly
quarterly
semi-annual
annual

b. Mean Return (times 100

(Annualized percent change)

Stockholm:

Gothenberg:

Malmé:

c. Volatility (times 100)

rmonthly
quarterly
semi-annual
annual

monthly
quarterly
semi~annual
annual

monthly
quarterly
semi-annual
annual

WRS Models

150.167
150.949
153.439
154.165

136.696
139.661
140.616
140.332

136.619
139.447
139.455
143.140

5.602
4.975
5.283
4.720

6.492
5.358
5.557
5.082

4.557
4.345
4.423
4,125

(Variance in annualized percent change)

Stockholm:

Gothenberg:

Malmé:

monthly
quarterly
semi-annual
annual

monthly
quarterly
semi-annual
annual

monthly
quarterly
semi-annual
annual

1.805
1.690
1.567
1.935

1.439
1.137
1.089
1.095

1.167
1.097
1.057
1.098

EQR Models

156.031
160.665
l64.266
165.841

145.197
140.447
147.766
151.046

145.415
146.719
139.271
154.271

5.582
5.381
5.483
5.266

5.329
5.320
5.201
5.177

5.330
5.237
5.479
5.399

1.501
1.418
1.490
1.835

0.958
0.717
0.869
1.045

0.803
0.671
0.325
0.918



variance in annual returns is lower, but not consistently so,
when estimated from larger aggregations of time. The variance in
annual returns is estimated to be smaller when based on the EQR
models than on the WRS models.

Table 5 reports the coefficients of variation in returns
estimated from the two models. Panel A is based on the units
used in the regression estimates (i.e., the entry 0.779 is the
ratio of the variance in monthly returns for Stockholm, estimated
using the monthly model and the WRS procedure, to the mean
monthly return for Stockholm estimated in the same way). The
coefficient of variation is usually, though not always, smaller
when estimated from larger aggregations of time. The coefficient
of variation is always smaller when estimated using the EQR
model.

Panel B uses the regressions based on months, quarters, half
years, or years, but converts the returns to annual series before
computing the coefficient of wvariation. As the panel shows
clearly, when the returns are computed using a common one-year
holding period, the variation is reduced considerably. However,
the coefficient of variation is considerably smaller when

estimated by the EQR method.

V. Comparing Methodologies
Figures 1, 2, and 3 compare the estimates of the course of
housing prices for the three regions. The figures report the

estimated prices for a standardized house (the average Stockholm
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Coefficients of Variation in Housing Returns
(Variance/Mean)

Table 5

Computed from Various Time Periods

Stockholm:

Gothenberg:

Malmé:

monthly
quarterly
semi-annual
annual

monthly
quarterly
semi-annual
annual

monthly
quarterly
semi-annual
annual

Computed from Annualized Returns

and Variances

Stockholm:

Gothenberg:

Malmé:

monthly
quarterly
semi-annual
annual

monthly
quarterly
semi-annual
annual

monthly
quarterly
semi-annual
annual

WRS Model

0.779
0.225
0.250
0.474

0.744
0.146
0.168
0.295

1.422
0.205
0.205
0.232

WRS Model

0.322
0.340
0.297
0.410

0.221
0.212
0.196
0.215

0.256
0.252
0.239
0.266

EQR Model

0.324
0.106
0.179
0.348

0.402
0.079
0.109
0.170

0.312
0.098
0.114
0.202

EQR Model

0.269
0.264
0.272
0.348

0.180
0.135
0.167
0.202

0.151
0.128
0.059
0.170
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Figure 3

EQR Monthly Housing Price index & Confidence interval for Malmo
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dwelling, according to the many characteristics measured) as well
as the 95 percent confidence intervals for those prices. All
prices are estimated using the most appropriate representation of
time -- in months. Results are preseﬁted for both methodologies,
the WRS and the EQR methods.

Inspection of the figures for each region reveals two
regularities: first, the 95 percent confidence intervals are
substantially narrower for the EQR model than for the WRS model;
second, in each of the three regions the paths of the two indexes
diverge toward the end of the period. The two indexes track each
other closely during the period of stable nominal prices, from
1981 to 1986, and are similar through the first half of the rise
in prices, to the beginning of 1990. At this point, the WRS index
levels off and then declines, while the index based on the EQR
method continues to climb before starting to fall in 1991. Table
6 illustrates these differences.

The first regularity, the much narrower confidence intervals
in the price series for the EQR estimates, is to be expected.
The EQR model incorporates much more information in the
estimation of the price index. It relies upon single sales as
well as multiple sales, and it utilizes extensive information
about the qualitative and quantitative attributes of dwellings.
Estimates of price trends “should” be known with greater
precision, and true confidence intervals “should” be narrower.

The reasons for the other differences in the estimated

series -- which are disturbingly large in the 1990’s -- are not
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Table 6

Average Monthly Rates of Return on Housing Investment
(in percent)

1581-1990 1891-1993:1T

EQR WRS EQR WRS
Stockholm 0.810 0.786 -0.647 -0.775
Gothenberg 0.713 0.623 -0.306 -0.748
Malmo 0.707 0.730 -0.207 -0.276



immediately obvious. Upon closer inspection, however, it is
apparent that these differences could easily arise from an
implicit and unverified assumption used in computing “standard”
WRS housing price indexes.! As noted in Appendix B, by basing
the index upon the time interval between sales of the “same”
house (and only the time interval between sales), the computation
of the index assumes that each house is really identical at each
sale. The rich sample of Swedish housing data permits this
implicit assumption to be tested.

Table 7 reports the number of single and multiple sales in
the three housing markets. It also reports the number of paired
sales in which the attributes of the house at the second sale
are, in fact, the same as those recorded at the time of the first
sale. The table shows that only about half the time the second
of a pair of sales is identical in'measured characteristics to

that sold the first time.®

* In addition, the two series are estimated from different

populations of dwellings. The repeat sales in these data are
located on smaller lots, are more likely to be in urban areas,
and are less expensive than units selling only once. Thus,

estimates from the WRS method may be based on housing submarkets
which are not representative of the stock as a whole.

> The only other study which compares paired sales with changes
in attributes with paired sales of dwellings with unchanged
attributes, by Meese and Wallace (1997), uses data from Oakland
and Fremont, California over an 18 year period. For Oakland,
Meese and Wallace found that 59 percent of paired sales had
changes in measured attributes, while for Fremont, they reported
that 47 percent of the dwelling had changed attributes.
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A. Sales
Total number of sales

Number of dwellings sold

more than one time

Number of paired sales
Percentage of all paired sales

in which dwelling is identical

B. Paired Sales

Number of paired sales of identical houses and the total number of

Table 7
Number and Distribution of Second Sales

Stockholm

71394

11960

15206

50.15%

Gothenber

101617

18040

23171

48.08%

paired sales (in parentheses), by year of second sale

1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993

Total

Stockholm
4 (23)
147 (316)
392 (573)
693 (904)
1014 (1291)
1196 (1487)
1152 (1415)
527 (750)
1126 (1669)
266 (1789)
479 (2752)
378 (1403)
252 {(834)
7626 (15206)

Gothenberg
17 (51)
267  (802)
595 (1520)
993 (2026)
1213 (2028)
1695 (2553)
1789 (2456)
695 (1034)
1621 (2312)
454 (2619)
813 (3066)
612 (1757)
376 (948)
11140 (23172)

Malmé
79737
14230
18512
50.92%
Malm®
is (42)
170 (444)
386 (670)
692 (961)
949  (1255)
1442 (1769)
1768 (2201)
745 (1100)
1487 (2182)
325 (2476)
608  (2879)
517 (1e64)
319 (869)
9426 (18512)



The information in Table 7 probably overestimates the
fraction of dwellings that have been altered.® Generally
speaking our data set registers “too 1little” quality change
before 1989 and “too much” quality change thereafter. This is
illustrated in panel B of Table 7, which shows that about three
quarters of the repeat sales before 1989 had identical measured
quality while less than one quarter of repeat sales in 1990 and
1991 were identical, according to our measurements.’

'As demonstrated in Appendix Table Bl, the changes 1in
recorded housing quality between the first and second sale of
each pair are generally consistent with improvements in housing
quality over time. The amount of living area, the availability
of a garage, the quality of bathrooms and materials, and the
likelihood of a sauna and fireplace all increase. Several

measures are not easily interpreted as they have been affected by

¢ The raw data measuring housing attributes is obtained from
questionnaires filled out by home owners in connection with the
tax assessments made in 1981 and 1989. Alterations made between
assessment years should in principle be reported to the tax
authorities, but often reports are only made for major additions
to dwellings. Thus, for houses, where both transactions are
before or after 1989, some quality changes are unreported in our
data. In 1989 new information was collected on all housing
units, and there was some redesign of the questionnaire. Many
variables (e.g., the presence of sauna, sewage connection,
beachfront property, fireplace, and roofing material) did not
change definition, but others did, reflecting that the standards
for kitchens apparently rise with time, as does the standard for
“furnished” basements and laundry rooms. At the margin some
units “change” in 1989 simply because the standard has changed.
For houses that were sold once before and once after 1989,
comparison would report “too much” quality change.

7 The fractions of identical houses are lower in 1981-1983 than
in later years. This may reflect that houses sold shortly after

17



a rising standard (see footnote 5), but even for these variables
the average quality has improved between sales of dwellings. If
these improvements are ignored in the computation of the price
index, the WRS will overestimate housing price appreciation. As
demonstrated in Appendix B, any data set which consists of all
houses s0ld between two fixed dates will, in the presence of
continuous improvement in housing quality, lead to WRS price
indices which overestimate the price appreciation for a house of
constant quality duting the period.

Figure 4 indicates the dramatic change in the computed WRS
index when the sample is confined to dwellings whose
characteristics are unchanged between sales, as demanded by the
underlying theory. The differences are quite large, averaging six
percent for Stockholm. Without measuring and controlling for
housing quality directly, the WRS methodology 1leads to much

higher estimates of housing prices at the end of the period.

VI. Conclusion

In this paper, we have considered the aggregation of housing
sales reported in continuous time to discrete periods for the
computation of indexes of house prices, investment returns, and
the volatility of returns. We have also considered the
properties of repeat sales estimators and hybrid estimators of

the price indexes.

the date of purchase are more often subject to major renovations
than houses sold after more normal holding periods.
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Figure 4

Naive WRS vs "True” WRS Housing Price Indexes for Stockholm
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The analysis indicates quite clearly that house price
estimates ought to be undertaken using the finest disaggregation
of time available. On statistical grounds, price indices based
on monthly aggregations dominate those based on quarterly data.
Quarterly data, in turn, dominates semi-annual data for the
computation of price indices. In this conclusion, we reinforce
that made by Callhoun, Chinloy, and Megbolugbe using U.S. data.
Volatilities in returns are substantially higher when estimated
using monthly time intervals. However, our results also suggest
that for a consistently defined holding period, returns and
volatilities do not differ very much, at least for this data set.
Volatilities do appear to be consistently over-estimated by the
repeat sales method as compared to the hybrid method.

This analysis also suggests, however, that extreme caution
should be exercised in interpreting the WRS indices of housing
prices as they are typically computed for academic and business
applications. The implicit assumption of constant quality is
difficult to verify, but is essential to the method. In the
housing markets analyzed here, dwelling improvements are
undertaken frequently and are widespread. These changes in
physical structure violate the maintained hypothesis of the WRS
method. Furthermore, the results indicate that correctly
implementing the WRS method greatly restricts the set of
observations that are utilized, perhaps narrowing the sample to
observations drawn from non-representative dwellings. In these

conclusions, we reinforce those made by Meese and Wallace (1997),
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using U.S. data which was more limited in geographical scope,
sample size, and in the measurement of housing prices. While
further research is needed to clarify the relationship between
repeat sales indexes and price movements in the remainder of the
housing stock, it appears that the widespread use of the WRS

indexes in the U.S. provides an inadequate picture of housing

price movements.
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Appendix A

Models of Housing Price Trends

The results reported in the text are based on two methods
applied to the same data set to estimate housing price series.
The first is the so-called weighted repeat sales (WRS) index
developed by Case and Shiller (1989) as an extension of a method
originally suggested by Bailey, Muth, and Nourse (1963). The WRS
index is used extensively, for example by Calhoun, Chinloy, and
Megbolugbe (1995) in their comparison of statistical models of
temporal aggregation. The second is a so-called hybrid method
developed Englund, Quigley, and Redfearn (EQR, 1996). It is an
extension of work on hybrid indexes developed in Quigley (1995)
and Hill, Carter, Knight, and Sirmans (forthcoming). The two
methods differ in their approach to controlling for quality and,
as a result, differ in the sub-population of dwellings whose
prices are actually analyzed.

The methods address the problem that observations on the
selling prices of housing are in the units of price times
quantity. Additional assumptions are needed to identify

separately price and quantity.

22



A. The Weighted Repeat Sales Method
Assume, following Case and Shiller (1989), that the log

price of the i th house at time t, Pi:, is given by

(Al) Pir = I+ + Hie + Ni¢

where I. is the logarithm of the price level at t, H;: is a

Gaussian random walk, such that

(A2) E(Hije - Hi) =0

E(Hy - Hed)?P = o + (£t - 1) of

and Nj: is white noise, such that

(A3) E(Nyie) = 0

E(Nit)? = o’/2

Let Vi¢ = Pic + Qic be the sale price of house i at time t. For
houses sold at time t and time t (i.e., repeat sales) during the
interval (0,S), the index is computed in three steps. In the
first step, equation (A4) is estimated and the residuals, g,

saved for use in the second step.

(Ad) Vi — Vi = Zs ¢sDis + Wi, s-= (0,1,..,8),
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]

where Djs = 1 if s = 1, Dys = -1 if s t, and Dis = 0 otherwise.

¢s is the estimate of I;,, the log of the price level at time s.
In the second stage, the squared residuals from (A4),

(Mie — uu)z, are regressed upon a constant and the elapsed time
between sales, (t - 1), yielding estimates of the variances oy’

and o\°. In the third stage, equation (A4) is reestimated by

generalized least squares with diagonal elements J&§-+G—4j&§ .

Note the assumption about dwelling quality implicit in this

formulation. The left hand side of (A4) can be interpreted

unambiguously as a log price change if Qi = Qi¢.
That is,
(A6) Pir+ Qir = Pie = Qi = Zs ¢sDis r s = (0,1,..,8).

The estimates of the price index are therefore functions of

dwelling quality unless quality remains constant across time.
Clearly Qi = Qi+ is a maintained hypothesis in adopting this

procedure. This is discussed further in Appendix B.

B. The Hybrid Method

Following Englund, Quigley, and Redfearn (1996), assume

(A7) Vie = PXse + Pie + & + & = BXye + Pie + Yie
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where X;. represents the logarithm of observable characteristics
of dwelling i, and P;. and Vi, are defined above. &; represents an
error due to the unmeasured, individual—specific characteristics
of dwelling i and is distributed with zero mean and variance og’.
€t is a well-behaved error term. Components of X;. include the

vintage (y:, year built) of the dwelling and the accumulated
depreciation at age (t-yi) of the dwelling. In a cross section,
vi, (t-yi), and P, cannot be separately identified, but from a
subsample of repeat sales at various ages and years, the
parameters can be recovered.

To implement the model, estimate (A7) using the subsample of
paired repeat sales at time t and time t. Use the residuals from
the regression to estimate
- (AB) Vi = Yir = Balt-T] + €1 = &ic
and

(A9) ¢, = p(‘-f)gl,t—r +Vi s

where €5 and €35 are defined as above, and p is the serial

correlation coefficient. v;: is the residual, and is distributed
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with zero mean and variance o)°. Equation (A8) provides an

estimate of depreciation®, Ba.

Together, these parameters yield an estimate of the
variance-covariance matrix of the errors in equation (A7). From
equation (A9) we obtain an estimate of o,°. BAn estimate of o is
constructed from the residuals in the first-step estimation of
(A7). PBa is obtained from (A8). Together these parameters
describe completely the variance-covariance matrix of the errors

for equation (A7).

0 for i#j,
(Al10) E (Yie,Yie) =

o + 0P/ (1-p*) } + Bua’Ach for i=j,
where A; is the age of the house in year j.

The final step is the re-estimation of (A7) by generalized
least squares including all observations in the sample, not
merely repeat sales. The inverse of the estimated wvariance-
covariance matrix (Al0) is the GLS matrix.

This hybrid method is more data intensive than the repeat
sales method. It relies upon qualitative and quantitative
information about each housing unit at the time of sale to

control for housing quality in an explicit manner. The method

® Data on repeat sales allows the identification of vintage, age,
and depreciation effects. Subtracting the estimate of the effect
of depreciation obtained in equation (A8) from the coefficient on
the age estimated in (A7) yields an estimate of the vintage

effect. That is, B, = By - Ba.
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also capitalizes on the unique information provided by repeat
sales of individual units. This permits us to separate the
effects of time on housing prices from depreciation and vintage
effects and to improve the efficiency of parameter estimates by

explicit attention to the components of the error structure.
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Appendix B

As indicated in Appendix A, as long as the housing quality
of each dwelling remains constant, i.e., Qit = Qirx, the WRS method
remains an elegant and parsimonious method of estimating changes
in relative housing prices. This is because the quantity terms
on the left hand side of equation (A6) simply cancel out.

If Qi # Qjr, then the interpretation of the estimated price

series, the ¢’s, becomes problematic; the effect of time on
housing prices is confounded with the changing quality of the
dwellings over time. For a unit to remain at a constant quality
over time, the accumulated effects of depreciation over time must
be exactly offset by maintenance. If homeowner investments and
upgrading are an ongoing process leading to improvement in
quality over time, then the weighted repeat sales method will
systematically overestimate housing price levels. Moreover, this
overstatement will increase with the elapsed time between the
first sale and all subsequent sales, and will vyield the
divergence observed in Figure 4.

This can be shown analytically. If we assume that quality
improvements are undertaken sporadically, and that maintenance
" offsets depreciation, we can derive the expected bias. The true
price index number at time t is I., and is the ratio of the price

level at time t, P and time 0, Po,
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(Bl) It = Pt/PO.

However, we observe only selling prices Vi., amalgams of the

price level and the quality of the dwelling at the time of sale.
The WRS estimate of the price index at time t is ¢., which is the

ratio of observed selling prices at time t and time O,

(B2) ¢¢ = PeQie/PoQio + MHic

where ;e has zero mean and variance o,’.

If we characterize the changes in the quality of a unit by
discrete improvements in the structure, perhaps a new kitchen,
garage, etc., and assume that ongoing maintenance offsets the
effect of depreciation, then we can calculate the bias as a
function of time since the original sale. Let the homeowner
improve the quality of his or her unit by x percent with
probability p each year. At time 1 the expected quality of the

unit is

(B3) E[Qi1] = Qio + Qio*Xp,

and more generally,

(B4) E[Qie] = Qio* (1+xp)°".
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Substituting (5) into (3) yields
(B5) E[¢:] = PtE[Qic]/PoQio = PeQio(1+xp)® /PoQio = I:(l+xp)°t.

This implies that the expected bias is an increasing function of
the size and frequency of the improvements and of the time
interval between the first sale and all subsequent sales.
Equation (B5) indicates that the interval that governs the bias
is not the average time between sales, rather the cumulative
elapsed time since the first sale: the time since initial quality
is established. For any repeat sales data set, this interval
Increases with the sample period, implying that repeat sales
observations drawn from the latter stages of the sample period
will have longer average intervals between first and last sale
than repeat sales from earlier in the sample. Equation (BS5)
shows that, wunder a reasonable characterization of home
improvement, the bias will be correspondingly greater with
elapsed time, generating the phenomenon observed in Figure 4.

The crucial assumption made when employing the WRS price
index is that quality is constant over time. The assumption is
often made as an arfifact of the data. The same lack of data
that precludes the use of a hybrid or hedonic method also
precludes verification of the assumption that quality remains
constant between sales. If quality rises over time, the WRS

index will overstate the price level, as higher sales prices are
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attributed to overall housing price increases and not the

underlying quality improvements.
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