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The Reliability of Regeneration-Based Replica Control Protocols

Darrell D.E. Long*
Computer and Information Sciences
University of California
Santa Cruz

Abstract

The accessibility of vital information can be enhanced
by replicating the data on several sites and employing
a consistency control protocol to manage the copies.
For many applications, the reliability of a system is
a more important measure of its performance than
its availability. These applications are characterized
by the property that interruptions of service are in-
tolerable and often involve interaction with real-time
processes.

The reliability of a replicated data object depends
on maintaining a viable set of current replicas. When
storage is limited, it may not be feasible to simply
replicate a data object at enough sites to achieve the
desired level of reliability. If new replicas of a data
object can be created faster than a system failure
can be repaired, better reliability can be achieved by
creating new replicas on additional sites in response
to changes in the system configuration.

Several strategies for replica maintenance are con-
sidered, and the benefits of each are analyzed. For-
mulas describing the reliability of the replicated data
object are presented, and closed-form solutions are
given for the tractible cases. Numerical solutions, val-
idated by simulation results, are used to analyze the
trade-offs between reliability and storage cost. With
estimates of the mean times to site failure and repair
in a given systemn, the numerical techniques presented
here can be applied to predict the fewest number of
replicas required to provide the desired level of relia-
bility.

1 Introduction

Distributed systems provide the opportunity to im-
prove the fault tolerance of data objects through
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replication. The most common measures of fault tol-
erance include reliabilily, which is the probability that
a replicated data object will remain continuously ac-
cessible over a given time period, and availability,
which is the steady-state probability that the data
object is accessible at any given moment. Availabil-
ity has received much more attention, in part because
its analysis is more tractable than that of reliability.

There are several reasons for favoring reliability as
the primary performance measure. In many appli-
cations, the reliability of a system is a more impor-
tant measure of its performance than its availabil-
ity. These applications include process control, data
gathering, and other tasks requiring interaction with
real-time processes, where the data will be lost if not
captured when it is available. The computers used for
stock trading are a prime example: If these machines
were to fail, the resulting chaos would halt trading.

The reliability of a replicated data object depends
on maintaining a viable set of current replicas. Costs
or space limitations may make it impossible to repli-
cate a data object at enough sites to guarantee an
acceptable level of fault tolerance. Since new replicas
of a data object can generally be created faster than
a system failure can be repaired, better reliability can
be achieved by creating new replicas on other sites in
response to site failures. This technique, known as re-
generation, approximates the protection provided by
additional replicas for a modest increase in storage
cost.

The notion of regenerating replicas to replace those
lost due to site failures was first proposed by Pu [19]
as a technique for increasing the availability of repli-
cated data objects in the Eden system [20]. His proto-
col, called the Regeneration Algorithm, provides mu-
tual and serial consistency of replicated data objects
in a partition-free distributed system. It creates new
replicas of the data object to replace those lost due
to system failure when it detects that one or more of
the replicas have become inaccessible.



The Regeneration Algorithm is simple and efficient,
but some weaknesses can be identified. It allows reads
to continue as long as one current replica of the ob-
ject remains accessible, while writes are disabled if
fewer than the initial number of replicas are accessible
and there are insufficient spares to replace the missing
replicas. The protocol specification leaves the proce-
dure for recovering from a total system failure un-
specified, requiring manual intervention in the event
of a total system failure. It is also unable to guarantee
mutual consistency in the presence of network parti-
tions. This approach is suitable for single segment
carrier-sense networks, but fails on the increasingly
more common multi-segment networks.

Noe and Andreassian have suggested that the adop-
tion of an approach similar to the Available Copy
[1,2] protocol would alleviate the problem of poor re-
liability for writes since it would allow writes to oc-
cur as long as a single replica of the data object re-
mains available [17]. This suggests that using regen-
eration to maintain a viable set of current replicas
is a technique that can be adapted to many existing
replica control protocols [10]. By combining regen-
eration with protocols with desirable characteristics,
the weaknesses of the Regeneration Algorithm can be
successfully addressed.

In this paper, the application of regeneration to
several replica control protocols is explored. Regen-
eration can be used with the Available Copy pro-
tocols [1,2,3,12] to improve fault tolerance in non-
partitionable computer networks. When the com-
munications network is susceptible to partitionings,
consensus protocols are required. By combining re-
generation with static majority consensus, a simple
protocol for maintaining mutual consistency among
replicas of a data object is obtained. Regeneration
can be combined with the Dynamic Voting protocols
[4,9,13] to provide an increased level of fault tolerance
over that of static consensus protocols.

2 Applying Regeneration

A replica control protocol based on regeneration be-
gins with a set of replicas placed on sites around the
computer network. As these replicas fail, other sites
(called spares) are located and new replicas are cre-
ated on them by the regeneration protocol. Once a
failed system component has been repaired, the stor-
age used by the extra replicas can be relinquished.
For all of the protocols, it is essential that the
regeneration protocol be atomic to ensure a consis-
tent generation of replicas. In the case of quorum-
based protocols, generations with fewer than a quo-
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rum could result if this condition is not met. In this
event, the replicated data object would become per-
manently inaccessible since no quorum could ever be
formed. It is assumed that an appropriate commit
protocol [22] is used to ensure atomicity.

2.1 Regenerative Available Copy

An Available Copy protocol increases the reliability
of the protocol by continuing to allow writes to oc-
cur as long as one replica of the data object remains
accessible and by allowing reads from any available
copy. By combining the Available Copy protocol with
regeneration, better reliability than the Regeneration
Algorithm is obtained since writes are allowed to con-
tinue as long as a replica of the data object remains
available.

The Optimistic Available Copy protocol [3,12] pro-
vides a good basis for integrating regeneration with
an Available Copy protocol. It provides all the facil-
ities that are required to combine regeneration with
an available copy protocol. In particular, its was-
available sets, which are used to speed recovery from
total failure by tracking the last site to fail, provide
all the information that is needed to identify the set of
replicas comprising the current generation. The was-
available set for an available site represents those sites
which received the most recent change to the repli-
cated data object. This includes the set of all sites
that received the most recent write and all of those
sites which have repaired from that site.

In order for the Optimistic Available Copy pro-
tocol to allow a regeneration to occur, at least one
replica must be in an available state and there must
be at least one spare. The state of the replicated
data object is first copied to the spare sites. The
names of those spare sites are then included in the
was-available sets of all available sites. The version
number associated with the regenerated replicas is the
current version number of the replicated data object.

The recovery procedure operates by using the in-
formation contained in the was-available sets stored
at each site to determine the set of sites that failed
last. This set of sites can be found by computing
the closure of the was-available set of the recovering
site. When a site recovers from a failure and finds
a site that has been transformed into a spare in its
was-available sets, it treats the spare as a failed site.
The result is that the recovering site will be unable
to compute the closure of its was-available set and so
must wait for the last site to fail to recover.

When a recovering site establishes communication
with an available site, it may find that a full comple-
ment of replicas are already available. In this case one



of the extant replicas can be destroyed and the stor-
age reclaimed, thus reducing the amount of storage
consumed. As with all regeneration-based protocols,
the question of which replicas should be retained re-
mains open. It would seem that the best choice would
be to keep replicas on sites with the best reliabil-
ity characteristics, but factors such as communication
costs may make other choices more appropriate.

In order to show that Optimistic Available Copy
with regeneration is correct, it is necessary and suf-
ficient to prove that the replicated data object will
not be made available following a total failure of the
system until the last site to fail can be determined.
The following theorem demonstrates this result. The
proofs for all theorems in this paper can be found in
Long’s doctoral dissertation [10].

Theorem 2.1 When using the Optimistic Available
Copy protocol with regeneration, a sile recovering
from a total failure will not enter an available state
until the last site to fail has been found.

2.2 Regenerative Static Voting

Combining regeneration with static majority consen-
sus requires the notion of generations in order to de-
termine the current set of replicas. A generation is
defined as the set of replicas that have participated
in a particular regeneration. Each replica in the set
is tagged with a generation number. By using gener-
ations, the current set of replicas can easily be deter-
mined and only that group is allowed to participate
in quorum collection. The generation numbers used
here are similar to those used by Paris in his article
on voting with tokens [18].

The protocol is a simple extension of static Major-
ity Consensus Voting [6]. A majority is considered to
be a majority of the votes assigned to the original set
of replicas. As spares replace failed sites, they can
be assigned the votes of the failed sites, ensuring that
the net number of votes in any generation is never
more than the original number of votes. Of course,
it is possible to reassign votes using an appropriate
protocol, but that is orthogonal to this discussion.

When the protocol determines that there are fewer
than the desired number of replicas of the data ob-
ject, a regeneration will be initiated. A regeneration
cannot occur unless a quorum of the replicas can be
collected. These replicas must be members of the
current generation, which is indicated by the current
generation number. If a quorum exists and there are
spare sites available, some are chosen to hold the new
replica of the data object. The state of the replicated
data object, including the data and the version and
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generation numbers, is copied to the spare sites. The
spares are transformed into full replicas and all par-
ticipating sites will increment their generation num-
bers in order to disenfranchise any sites that did not
participate. This preserves mutual consistency by ex-
cluding the replicas that did not participate in the
regeneration from taking part in any future quorum.

When a vote is called, excess replicas of the data
object will have obsolete generation numbers. These
replicas can be transformed into spares since they are
not members of the current generation and so cannot
participate in any quorum.

In order to demonstrate the correctness of Regen-
erative Majority Consensus, it is necessary and suffi-
cient to show that at any time there will be at most
one generation of replicas that can constitute a quo-
rum. The following theorem is similar to a result
demonstrated by Paris {18].

Theorem 2.2 Under static majority consensus with
regeneration, the protocol for creating a new genera-
tion of replicas will disenfranchise a minority of the
current generation. Furthermore, the only quorum
present will be made up of sites with the current gen-
eration number.

There is no need for a site recovery protocol, since
a site that recovers from a failure can determine if
it is a member of an earlier generation by examining
its generation number when the next quorum collec-
tion occurs. If found to be a member of an earlier
generation, it can be transformed into a spare.

2.3 Regenerative Dynamic Voting

The Optimistic Dynamic Voting protocol [13] is an
implementation of Dynamic Voting [4], similar to
Dynamic-linear Voting [9]. It is more amenable to
regeneration due to its use of partition sets, which
are used to determine the required quorum for the
next access operation. A partition set is maintained
at each site, and represents the set of sites that partic-
ipated in the last successful operation that included
that site. The partition sets will be maintained when
either a read or write operation occurs, and are up-
dated when a site recovers from a system failure.
The partition sets contain all the information that
is needed to identify replicas and provide a mech-
anism for excluding sites that are members of out-
of-date quorums. Accomplishing a regeneration re-
quires a majority of the replicas in the quorum set to
be present. The definition of a quorum remains un-
changed. Spare sites are selected, transformed into
replicas, and the names of these sites are entered into
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the partition sets of the quorum. The operation num-
ber of the replicated object is then incremented. Since
a quorum must be present, incrementing the opera-
tion number has the effect of disenfranchising those
replicas that did not participate in the regeneration.

There is only a slight change in the site recovery
protocol. When a site recovers from a failure and
finds that the original number of replicas are already
present, then the storage that it consumes is super-
fluous and it can be transformed into a spare.

In order to demonstrate the correctness of Regener-
ative Optimistic Dynamic Voting it is necessary and
sufficient to show that at any time there will be at
most one generation of replicas that can constitute a
quorum. This occurs because the act modifying the
quorum provides the mechanism for disenfranchising
sites.

Theorem 2.3 Under Optimistic Dynamic Voting
with regeneration, there is at any time at most one
majority partition.

3 Reliability Analysis

While the availability of a protocol measures the per-
formance of that protocol over a long period of time,
its reliability estimates the probability a replicated
data object managed by that protocol will remain
continuously available over a given period of time. In
general, the reliability R p(n, m, t) of an n-site system
with m spares and managed by protocol P is defined
as the probability that the system will operate cor-
rectly over a time interval of duration ¢ given that an
initial complement of n replicas and m spares were
operating correctly at time ¢t = 0.

Since availability is a measure of the steady-state
properties of a system, the availability of replicated
data objects has been extensively studied. By con-
trast, reliability is a measure of the behavior of a
system under transition, and its analysis is much less
tractable.

Because Optimistic Dynamic Voting and Dynamic-
linear Voting have the same performance, and since
Optimistic Available Copy is an efficient implementa-
tion of Available Copy, Dynamic-linear Voting (DLV)
and Available Copy (AC) will be used for the remain-
der of this study.

3.1 System Model

The replicas of the data object are assumed to reside
on distinct sites of a computer network, and these
sites have independent failure modes, but have iden-
tical failure, repair, and regeneration characteristics.
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Figure 1: State Transition Diagram for Available
Copy with 3 sites and 2 spares

The communication network connecting the sites is
assumed to be reliable. The time to notice a site fail-
ure and complete a repair is assumed to be exponen-
tially distributed with mean 1/u. This includes the
time to ascertain if this site is still intended to hold a
replica of the data object and (if necessary) copy the
data. Site failures are assumed to be exponentially
distributed with mean rate A. Site regeneration is
similarly modeled by an exponential distribution with
mean &, which reflects the time to ascertain that a site
has failed, verify that both the replicated data object
and a suitable spare is available, and install a replica
on that spare site.

The differential equations describing the behavior
of systems managed by the replica control protocols
can be derived from the state-transition flow rate di-
agrams. The states in the Markov chain are labeled
to reflect the number of sites that can successfully re-
spond to a request for the replicated data object. An
n-site system with an unlimited number of spares is in
state (0) if the replicated data object has been inac-
cessible at some point in the past, whilefor 1 < i < n,
the system is in state (z) if the object has been con-
tinuously accessible and if i replicas of the data ob-
Ject are currently accessible. Thus, no transitions are
permitted from state (0), since only the behavior of
the system prior to the first total failure is of inter-
est. Flow rates to adjacent states are governed by the
number of sites operational and the number under re-
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Figure 2: Compared Regeneration Distributions for Available Copy with 3 sites and 2 spares

pair.

A system maintaining n active sites with an ad-
ditional m spare sites is in state (j, k) if j replicas
are immediately accessible and k sites are currently
available as spares. The state {0) will again denote
the inaccessible state. The flow rate diagram for
three sites with two spares managed by the Avail-
able Copy protocol is shown in Figure 1. Diagrams
for Dynamic-linear Voting and Majority Consensus
Voting are more complex but similar [11].

3.2 Analytic Results

For small numbers of sites, closed-form solutions for
the reliability of some of the protocols can be ob-
tained from the differential-difference equations. Less
tractable systems can be both simulated and solved
numerically. Simulation is crucial to characterizing
site regeneration as a Poisson process: a site failure
is generally discovered only after a non-trivial period
of time. Since & reflects the time necessary to both
detect a site failure and restore the data base, expo-
nential distributions are at best an approximation.
As shown in Figure 2, the reliability of these sys-
tems is relatively insensitive to the shape of this dis-
tribution. The data points shown were obtained by
simulating the repairs and failures of a system of n
sites until all sites failed, and noting the time at which
the protocol would first deny access to a replicated
data object. The process was repeated 1000 times,
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and the results were sorted to obtain an approxima-
tion of the reliability function. The resulting deciles
reflect several regeneration distributions with identi-
cal first moments but disparate higher moments.

3.2.1 Unlimited Spares

It is only possible to derive closed-form solutions in
the most elementary cases. This occurs when a pro-
tocol such as Regenerative Available Copy is assumed
to have an unlimited supply of spares available.

The set of differential-difference equations arising
from n sites managed by Regenerative Available Copy
with an infinite number of spares, as shown in Fig-
ure 3, is given by

% = Kpa_1(t) — nApa(t),
% = G+ 1Dpjaa(t) +
(n+ 1= j)Kpj-1(t) =
(GA+(n=5)r)pi(t),1<j<n
% = 2pa(t) — (A + (n = Dr)pi(t)
and
dept_D- = Ap(t)

with initial conditions

.
mo={] 57"



. nA . (n-1)A
3 2K

Figure 3: State Transition Diagram for Available Copy with n Sites and Unlimited Spares

In this system, po(t) represents the probability that
the system has failed by time ¢t. The reliability of the
system is Rac(n,t) = 1 — po(t). When n = 2, the
time-dependent solution to this Markov process yields

((3,\ + K)sinh(LOTEEAERT ) N
VA2 4 66X + k2
\/ 2 3A4x)t
cosh(f_/\-'-g'c_m))e‘i%_)_

'R.Ac(Q,i) =

when failed sites are simply replaced from an unlim-
ited supply of spares. In the presense of a total failure,
no copies of the data object are available to regener-
ate a spare, and the replicated data object will be
inaccessible until the critical sites are repaired. This
does not affect the analysis of the reliability of the
system, since it is only the behavior of the system
prior to a total failure that is of interest. Similar sys-
tems of equations arise from the state-transition rate
diagrams associated with Majority Consensus Voting
and Dynamic-linear Voting.

3.2.2 Finite Spares

The state-transition rate diagrams for finite spares
can lead to complex sets of equations. These sys-
tems of linear, constant coefficient ordinary differen-
tial equations (ODEs) are of the form P'(t) = AP(t),
with initial condition P(0) = Py. The solution is given
analytically by
P(t) = etAP()

where €' denotes the matrix exponential [16].

For simplicity of exposition, assume A has full
geometric multiplicity. Its Jordan canonical form
A = TAT-! consists of the diagonal matrix A with
eigenvalues, A;, of A on the diagonal and T, whose
columns are the eigenvectors of A. The ODE can
then be diagonalized:

P'(t) = TAT-'P(t)

Defining Z(t) = T-!P(t), the differential equation is
Z'(t) = AZ(t), with solution Z(t) = e'AZ,, where et?
is the diagonal matrix with entries e**i i = 1,...,n.
The general solution is thus

P(t)=Te TPy
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which can be evaluated at any point ¢ in time.

This procedure is costly. The vector Zy = T-1P,
need only be computed once, requiring approximately
%na flops, where a flop is a floating point add coupled
with a floating point multiply. The n exponentials
e'i that comprise e!A would be formed for each value
of ¢ of interest. The cost would be reduced by com-
puting the solution at equally spaced pointst; = k-At
using e'x+12i = ¢AtAs . etxXi The propagation matrix

edth 0 0 0
0 ebtra 0 0
eOIA _ . . . : :
0 0 emi"-‘ 0
0 0 0 eAtin

need only be formed once, and later time step values
can then be formed recursively from the previous step
beginning with Py and using

Pey1 =T AN . Py

at a cost of one matrix-vector multiply (n? flops) per
step. The major cost, though, arises when the eigen-
system of A is computed.

Obtaining the eigensystem of A is equivalent to
finding the roots of its characteristic polynomial. It
was shown by Evariste Galois [8] that there is no di-
rect method possible for computing the roots of a
polynomial of degree higher than 4. This implies that
models with 5 or more states will require an iterative
process to obtain the eigensystem. The most effective
is the QR algorithm [7]. Actual convergence of the
iterative QR algorithm depends on the problem and
the conditioning of the eigenvectors, but this one-time
cost is estimated at 15n3 flops [7].

Thus, computing the matrix exponential directly
is very costly and alternate methods of solution are
desirable. Similar problems are typically attacked
with general purpose ODE solvers such as RKF45 [5],
based on the Runge-Kutta-Fehlberg method. This
robust, reliable piece of mathematical software is ca-
pable of solving a general, non-linear system of ini-
tial value problems. It does not take advantage of
the linear, constant coefficient nature of this partic-
ular problem, but is readily available and effective



for small models. There is a fundamental limitation
for this method since there are no transitions leaving
the failed state. The resulting system of linear ODEs
must have a zero eigenvalue. Because the remaining
eigenvalues are all negative, the system is “infinitely
stiff” [21] and RKF45 is very inefficient. Either an
approximation using the Padé expansion [7] of 24
or, since the eigenvalues are all real and nonpositive,
a Taylor series for e=A*4 is more cost effective. Accu-
racy is easily controlled by adjusting the size of AfA.

3.2.3 Results

Though the eigensystem technique is not as cost effec-
tive as Padé, the systems modeled in this paper are
small and cost effectiveness is not paramount. The
eigenvalues provide additional information on the de-
cay constants for the various models. The numerical
calculations were all produced using this more costly
method to compute the exact solution of the differ-
ential equations.

To determine the relative reliability afforded by
each protocol, a three site, two spare system was ana-
lyzed. Numerical solutions, validated with simulation
results, were obtained for each of the protocols under
identical conditions: A = 0.1, £ = 1.0,k = 10. In the
following figures, the discrete points reflect the deciles
found by simulation, while the curves represent the
exact numerical solutions.

Figure 4 illustrates the marked advantage of Avail-
able Copy over both quorum-based protocols, thus
making it the protocol of choice in an environment
in which network partitions are impossible. When
partial communication failures can occur, Dynamic-
linear Voting clearly surpasses Majority Consensus
Voting. The relative ordering of the protocols agrees
with the non-regenerative case [15], and further anal-
ysis shows that these relative advantages are indepen-
dent of the number of sites and spares. These conclu-
sions are also independent of the rate of regeneration
& [11].

To examine the trade-off between storage space and
reliability, the performance of the Available Copy pro-
tocol was compared for each reasonable allocation of
sites and spares in a five-site system. Figure 5 shows
that replacing a single replica with a spare has only a
slight detrimental effect on the reliability of the data
object. Further decreasing the number of replicas
markedly degrades the reliability. Similar limite are
reached for the other protocols as well.
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4 Conclusions

Replica control protocols that employ regeneration
increase the reliability and availability of replicated
data objects by creating new replicas when one or
more of the replicas have been lost due to a system
failure. A regeneration-based replica control proto-
col begins with a fixed number of replicas on vari-
ous sites. As these replicas fail, they are replaced
by new replicas that are created on additional sites
called spares. Once a failed site is repaired, the regen-
erated replicas become superfluous and the additional
storage used can be reclaimed. The question of which
replicas should be reclaimed remains an area of future
research.

With five or more participating sites and a high
rate of regeneration, replacing a single replica with
a spare has been shown to have only a slight detri-
mental effect on the reliability of the data object. As
illustrated by Figure 5, the reliability decreases dras-
tically if fewer replicas are maintained. Thresholds at
which similar degradation occurs can also be observed
for the other protocols that were considered.

There are costs associated with regeneration-based
replica control protocols as well. Perhaps the most
important is an increase in network message traffic.
When a site fails, or the communication network be-
comes partitioned, a regeneration will occur. In order
to generate a new replica, a copy of an extant replica
must be transmitted. The cost of this may be pro-
hibitive for large data objects such as data bases. For
this reason, regeneration may be best suited for small
data objects with strong fault tolerance requirements.
Several ways of mitigating the cost of regeneration
have been proposed [14].

Available copy protocols have been shown to pro-
vide the highest possible reliability for all replica con-
trol protocols studied, and these parallel those ob-
tained for availability [15]. Using standard Marko-
vian assumptions, closed-form expressions have been
derived for the reliability of the tractible systems.
The simulations of systems employing sites with non-
Markovian distributions show that the Markovian
models upon which the numerical solutions are based
are indeed robust enough to predict the behavior of
non-idealized systems.

The numerical solutions of the Markov models,
backed by simulation results, established a hierarchy
of protocols ordered by increasing reliability. They
clearly indicate that the Available Copy protocol pro-
vides much higher reliabilities than the quorum-based
protocols, and establish Dynamic-linear Voting as the
protocol of choice for a communications network sus-
ceptible to partitioning. With estimates of the mean



210
3 3
:
Q .
&

084 b

\
&
0.6 - »,
b\ ..' B— — & Majority Consensus Voting
@-enen ® Dynamic-linear Voting
0.4 4 h\ . &—© Available Copy
% e,
\
0.2 4 \ag e,
N T
S e
\n\\\ &
0.0 . . . . .
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Relative Time

Figure 4: Compared Reliability of AC, DLV and MCV: k = 10.0,A= 0.1, = 1.0

Reliability

@

|

!
|

.!
‘.
‘.
‘.
‘.
|

+— - —+ 2replicas, 3 spares ~ ~N
4+ — <+ 3replicas, 2 spares o
deoeeees + 4replicas, 1 spare ~
0.6 4 +———+ 5 replicas, 0 spares S
SN~
~
~
~
\ ~
0.5 T T T Y 1 h
0 2000 4000 6000 8000 10000 12000
Relative Time

Figure 5: Compared Reliability for AC with Varying Numbers of Spares: k = 10.0,A=0.1,u = 1.0

472

Authorized licensed use limited to: Univ of Calif Santa Cruz. Downloaded on March 29,2021 at 23:27:12 UTC from IEEE Xplore. Restrictions apply.



times to site failure and repair, the numerical tech-
niques presented here can be applied to predict the re-
liability afforded by differing apportionments of sites
and spares. Designers may in this way determine the
fewest number of replicas which can provide the de-
sired level of reliability.
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