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Abstract

Characterizing Structure and Properties of Woven Ceramic Matrix

Composites

by

Michael Nicholas Rossol

Ceramic matrix composites (CMCs) with woven fibers are of interest for

aerospace applications due to their low density, high strength and melting

temperature, as well as broad flexibility in placement of fiber tows to match

anticipated stress fields. Even when placed according to design, tows experi-

ence non-uniformities in stresses and strains due to their waviness. The added

complexity of constructing complex weaves can further lead to undesirable

variability in the weave structure. The present study seeks to extend the cur-

rent understanding of structure-property relations in woven CMCs.

It begins with the implementation of 3D digital image correlation (DIC) to

characterize full-field strains and displacements with sub-tow spatial resolu-

tion. This enables the characterization of strain heterogeneities that develop

in woven CMCs. 3D DIC is extended to characterize the variability in tow

placement within 3D weaves. This variability exists at both short- and long-

viii



wavelengths. Short-wavelength variations are intrinsic to the weaving pro-

cess and result in local variations in the packing density of the tows. Long-

wavelength variations are attributed to shear deformation during handling af-

ter weaving. Discrete Fourier transforms of the intrinsic variations are used to

provide a statistical representation of the weave structure. Using these statis-

tics, along with the Monte Carlo method, virtual specimens are generated.

The effects of weave structure on surface strain evolution are investigated

experimentally on a SiC/SiC CMC and through a meso-scale finite element

model. Experimentally, strain elevations and failure initiation are observed on

wavy segments of surface tows. Model predictions show similar features and

indicate that strains are elevated in response to bending and straightening of

the wavy tow segments. Tow straightening is accommodated by out-of-plane

motion of the tows and can be suppressed to some extent by the underlying

(sub-surface) plies. The constraint in the present material is low, because of

porosity and micro-cracks present in the matrix-rich regions between the plies.

Additionally, the study addresses the intermediate temperature embrittle-

ment phenomenon endemic to SiC/SiC CMCs, in both water vapor and dry

air environments. Oxidant ingress occurs through existing porosity and micro-

cracks in the matrix, prior to the formation of stress-induced matrix damage.

This process is sluggish, reducing the oxidant activity within the composite,

ix



resulting in preferential oxidation of the Si-based constituents prior to the BN

fiber coating. These findings are in contrast to the current understanding in

the literature.

x



Contents

Contents xi

List of Figures xv

1 Introduction 1

1.1 Materials for aerospace applications . . . . . . . . . . . . . . . . 1

1.2 Outstanding issues in damage and failure prediction . . . . . . 7

1.3 Dissertation objectives and outline . . . . . . . . . . . . . . . . . 14

2 Full-field displacement and strain mapping of ceramic composites us-
ing digital image correlation 21

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2 Error analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.1 Digital image correlation . . . . . . . . . . . . . . . . . . 26

2.2.2 Experimental details . . . . . . . . . . . . . . . . . . . . . 28

2.2.3 Results and discussion . . . . . . . . . . . . . . . . . . . . 33

2.3 Case study: SiC/SiC composite . . . . . . . . . . . . . . . . . . . 43

2.3.1 Experimental details . . . . . . . . . . . . . . . . . . . . . 43

2.3.2 Results and discussion . . . . . . . . . . . . . . . . . . . . 46

2.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . 49

3 Effects of weave architecture on mechanical response of 2D ceramic

xi



composites 63

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.2 Material and experiments . . . . . . . . . . . . . . . . . . . . . . 65

3.2.1 Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.2.2 Experimental procedures . . . . . . . . . . . . . . . . . . 66

3.2.3 Experimental results . . . . . . . . . . . . . . . . . . . . . 67

3.3 Finite element model . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.3.1 Mesh and geometry . . . . . . . . . . . . . . . . . . . . . 69

3.3.2 Boundary conditions . . . . . . . . . . . . . . . . . . . . . 73

3.3.3 Constitutive properties . . . . . . . . . . . . . . . . . . . . 74

3.3.4 Preliminary calibration of constituent properties . . . . . 75

3.4 Finite element simulations . . . . . . . . . . . . . . . . . . . . . . 79

3.4.1 Macroscopic response . . . . . . . . . . . . . . . . . . . . 79

3.4.2 Effective medium strains and displacements . . . . . . . 81

3.4.3 Rebar stresses . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4 Characterizing in-plane geometrical variability in textile ceramic
composites 107

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.2 Characterizing surface topography using DIC . . . . . . . . . . 110

4.2.1 Materials and experimental methods . . . . . . . . . . . 110

4.2.2 Re-constructed surfaces . . . . . . . . . . . . . . . . . . . 114

4.3 Application to panel characterization . . . . . . . . . . . . . . . . 116

4.3.1 Measurement methods . . . . . . . . . . . . . . . . . . . . 116

4.3.2 Segmentation of data . . . . . . . . . . . . . . . . . . . . . 118

4.3.3 Definition and interpretation of warp crown positions . 119

4.3.4 General weave characteristics . . . . . . . . . . . . . . . . 121

4.3.5 Long and short range deviations . . . . . . . . . . . . . . 122

xii



4.3.6 Fourier analysis of variation of tow packing density . . . 126

4.3.7 Generation of stochastic virtual specimens . . . . . . . . 127

4.3.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

4.4 Application and extensions to other panels . . . . . . . . . . . . 132

4.4.1 Material system and weave characterization . . . . . . . 132

4.4.2 Weave features and defects . . . . . . . . . . . . . . . . . 135

4.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

5 Intermediate temperature embrittlement of woven CMCs with
polymer-derived matrices 165

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

5.2 Material and experimental methods . . . . . . . . . . . . . . . . 167

5.2.1 Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

5.2.2 Intermediate temperature testing . . . . . . . . . . . . . . 167

5.2.3 Microstructural analysis . . . . . . . . . . . . . . . . . . . 169

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

5.3.1 Intermediate temperature test results . . . . . . . . . . . 170

5.3.2 Analysis of fiber fracture mirrors . . . . . . . . . . . . . . 172

5.3.3 Microstructural observations . . . . . . . . . . . . . . . . 175

5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

5.4.1 Effect of applied stress . . . . . . . . . . . . . . . . . . . . 180

5.4.2 Intermediate temperature oxidation . . . . . . . . . . . . 182

5.4.3 Intermediate temperature embrittlement . . . . . . . . . 190

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

6 Conclusions 216

A Statistical analysis and reconstruction algorithm 222

A.1 Statistical parameter set for DFT analysis . . . . . . . . . . . . . 222

A.2 Random walk analysis of phase angles . . . . . . . . . . . . . . . 223

xiii



A.3 Reconstruction algorithm - generating virtual specimens . . . . 226

xiv



List of Figures

1.1 Oxide/oxide CMCs in commercial engines. . . . . . . . . . . . . 17

1.2 Candidate materials for aerospace applications. . . . . . . . . . 18

1.3 Examples of 3D woven structures. . . . . . . . . . . . . . . . . . 19

1.4 Schematic of proposed embrittlement mechanisms in SiC/SiC
composies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.1 Speckle size distribution from particle analysis and autocorrela-
tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.2 Variation in extent of correlation and RMS displacement error. . 53

2.3 Effects of strain and subset size on displacement and strain errors. 54

2.4 Strain error vs. filter length for various step sizes. . . . . . . . . 55

2.5 Line scans of strain for unaxial, open hole, and center-notched
tension tests. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.6 Effects of subset size and filter length on the minimum magnifi-
cation/strain gradient. . . . . . . . . . . . . . . . . . . . . . . . . 57

2.7 Woven fabric, surface topography, stress-strain response, and
full-field strains for SiC/SiC composite. . . . . . . . . . . . . . . 58

2.8 Strain and displacement fields indicating crack formation ema-
nating from tow crossovers. . . . . . . . . . . . . . . . . . . . . . 59

2.9 Line scans of strain along longitudinal tows and along crossover
points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

2.10 Crack opening displacement measurement and profiles. . . . . . 61

xv



2.11 Post-mortem micrography of surface cracks characterized with
DIC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.1 Optical micrographs of composite cross-section. . . . . . . . . . 92

3.2 Surface topography, global stress-strain response, and full-field
strains. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.3 Transverse strains and out-of-plane displacements, DIC. . . . . 94

3.4 Plan view and through-thickness cross-section through frac-
tured specimen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.5 Finite element models. . . . . . . . . . . . . . . . . . . . . . . . . 96

3.6 Effective medium response. . . . . . . . . . . . . . . . . . . . . . 97

3.7 Computed and measured stress-strain response and rebar
stress-strain response. . . . . . . . . . . . . . . . . . . . . . . . . 98

3.8 Surface strain maps. . . . . . . . . . . . . . . . . . . . . . . . . . 99

3.9 Line scans of surface strains. . . . . . . . . . . . . . . . . . . . . . 100

3.10 Out-of-plane displacement and transverse strains, FE. . . . . . . 101

3.11 Strain concentrations. . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.12 Effect of effective medium on strain distributions. . . . . . . . . 103

3.13 Fiber stress. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

3.14 Average and standard deviation in fiber stress. . . . . . . . . . . 105

3.15 Tow straightening/bending schematic. . . . . . . . . . . . . . . . 106

4.1 Unit cell of three-layer angle interlock weave. . . . . . . . . . . . 146

4.2 Percentage of uncorrelated subsets and standard deviation in
surface heights. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

4.3 Comparison of surfaces measured by CT and DIC. . . . . . . . . 147

4.4 line scans of surface heights obtained from DIC and CT. . . . . . 148

4.5 RMS error between CT and DIC surfaces. . . . . . . . . . . . . . 149

4.6 Procedure for determination of shift in z-direction . . . . . . . . 150

4.7 Surface topography. . . . . . . . . . . . . . . . . . . . . . . . . . . 151

4.8 Segmentation process. . . . . . . . . . . . . . . . . . . . . . . . . 152

4.9 Surface heights averaged locally over one unit cell. . . . . . . . . 153

xvi



4.10 Schematic of tow shifts. . . . . . . . . . . . . . . . . . . . . . . . . 154

4.11 Warp and weft tow trajectories. . . . . . . . . . . . . . . . . . . . 154

4.12 Local displacements. . . . . . . . . . . . . . . . . . . . . . . . . . 155

4.13 Spatial derivatives. . . . . . . . . . . . . . . . . . . . . . . . . . . 156

4.14 Short-range spatial derivatives, front size. . . . . . . . . . . . . . 157

4.15 Distribution of amplitudes and phase from DFTs of all available
scans. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

4.16 Packing density variations generated using the reconstruction
algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

4.17 Short-range spatial derivatives, back side. . . . . . . . . . . . . . 160

4.18 Maps of spatial deviations in tow positions (elongated and orig-
inal unit cell panels). . . . . . . . . . . . . . . . . . . . . . . . . . 161

4.19 Maps of spatial deviations in tow positions (panel with holes). . 162

4.20 Maps of spatial deviations in tow positions (sheared panels). . . 163

4.21 Summary of weave statistics. . . . . . . . . . . . . . . . . . . . . 164

5.1 Experimental set up for intermediate temperature testing. . . . 197

5.2 Results of intermediate temperature testing. . . . . . . . . . . . . 198

5.3 Fracture surfaces after room temperature tension and static
stress rupture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

5.4 Fracture surfaces after heat treatment. . . . . . . . . . . . . . . . 200

5.5 Regions in which fracture mirrors were measured. . . . . . . . . 201

5.6 Examples of fracture mirrors. . . . . . . . . . . . . . . . . . . . . 202

5.7 Cumulative probability distributions of 1/
√

a. . . . . . . . . . . 203

5.8 Spatial distribution of fiber strengths. . . . . . . . . . . . . . . . 204

5.9 Percentage of fracture mirrors emanating from internal flaws,
surface flaws, or with mirrors that encompass the entire fiber
(a = 2R). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

5.10 Transverse cross-sections of room temperature and stress rup-
ture samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

5.11 Transverse cross-sections of heat treated samples. . . . . . . . . 207

5.12 TEM analysis of COIC S200H material. . . . . . . . . . . . . . . . 208

xvii



5.13 TEM micrographs from the 8hrDA sample. . . . . . . . . . . . . 209

5.14 EDS spectra for the 8hrDA sample. . . . . . . . . . . . . . . . . . 210

5.15 TEM micrographs from the 200SR sample. . . . . . . . . . . . . . 211

5.16 Fiber interphase region near the edge of the 200SR sample. . . . 212

5.17 EDS spectra for the 200SR sample. . . . . . . . . . . . . . . . . . 213

5.18 Oxide thicknesses. . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

5.19 Thermodynamic calculations of the critical aO2
needed for oxi-

dation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

xviii



Chapter 1

Introduction

1.1 Materials for aerospace applications

Fiber-reinforced ceramic matrix composites (CMCs) are of interest for

aerospace applications because of their low density, high hardness and

strength, and high melting temperature. Implementing them into gas tur-

bine aero-engines would enable higher operating temperatures and significant

weight reductions. This would lead to greater thermodynamic efficiency and

reduced fuel consumption (Eldrid et al., 2001).

Broadly, CMCs can be categorized on the basis of the composition of the

constituent fibers. Three types of fibers are commonly used: oxide, SiC, and C.

Oxide fibers are used with oxide matrices. NextelTM 610 and NextelTM 720
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are the highest performing oxide fibers. Respectively, they are made from

nominally pure alumina and alumina mullite mixtures. Oxide matrices are

most commonly made of alumina, mullite, and/or silica. The upper use tem-

perature of oxide/oxide CMCs is limited by the creep-resistance and the ther-

mal stability of the fibers. NextelTM 610 fibers can be used up to 1000 ◦C (Ep-

stein, 2013), whereas NextelTM 720 fibers can be used up to 1200 ◦C (Marshall

and Cox, 2008). Oxide/oxide CMCs are more resistant to oxidation than SiC

based composites. They have found several commercial applications. For ex-

ample, oxide/oxide CMCs are being used to make the center body and mixer

(Figure 1.1(a)) in General Electric’s (GE’s) Passport 20 engine, scheduled to

enter service in 2016 (Epstein, 2013). They are also being used to make the ex-

haust nozzle for Boeing’s 787 Dreamliner (Figure 1.1(b)) (Wood, 2013), which

began test flights in 2014.

SiC fibers are most commonly used with SiC matrices. They come in sev-

eral grades, with varying concentrations of oxygen and residual C. They have

higher temperature capabilities than oxide fibers (up to ∼ 1500 ◦C). SiC/SiC

CMCs are of interest for the hottest regions of aero-engines, where operating

temperatures are between 1200◦ and 1400 ◦C. In this temperature range, the

specific strength of SiC/SiC CMCs is about twice that of oxide/oxide compos-

ites and metallic superalloys (Figure 1.2). The first commercial application for

SiC/SiC CMCs will be in GE’s Leading Edge Aviation Propulsion (LEAP) en-
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gine, expected to start test flights in 2016 (Wood, 2013). The LEAP engines will

contain high-pressure turbine shrouds made from SiC/SiC CMCs. The weight

of these shrouds is about one-third that of corresponding nickel-superalloy

shrouds. SiC/SiC CMCs have also been used to make turbine blades that have

been tested in the F414 military jet engine in 2000 (Wood, 2013).

Carbon fibers are most commonly used with SiC matrices. They generally

exhibit the highest temperature capabilities (in inert environments), highest

specific strength (Figure 1.2), and have the lowest cost, but are the least resis-

tant to oxidation. C/SiC CMCs are of interest in short-term, very high tem-

perature applications, such as for rocket nozzles or hypersonic flight vehicles

(Marshall and Cox, 2008).

The materials of principal interest in this study are SiC/SiC and C/SiC

CMCs. These materials are made using a variety of routes. In all cases, fiber

coatings are first deposited, primarily using chemical vapor infiltration (CVI),

to ensure a weak bond between fiber and matrix. Thin pyrolytic-C coatings

are used on C fibers. BN-based coatings are more resistant to oxidation and

are preferred for SiC fibers. The matrices are produced by one of three main

routes: CVI, polymer impregnation and pyrolysis (PIP), and melt infiltration

(MI). CVI matrices are pure, strong, and hermetic, but contain substantial in-

ternal porosity. The porosity is formed as internal spaces become pinched off,
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preventing further infiltration of the precursor gas. PIP-derived matrices are

formed by impregnating the fiber preform with a preceramic polymer. The

preceramic polymer is then pyrolyzed to form a ceramic matrix. The process

is amenable to existing infiltration methods developed by the polymer ma-

trix composite community. The chemistry of the preceramic polymer can be

tailored to produce a variety of Si-based matrices (e.g., SiC, SiCN, Si3N4). In

SiC/SiC composites, PIP-derived matrices are used in the amorphous state,

largely because current SiC fibers cannot withstand the temperatures needed

to crystallize the matrices. The preceramic polymers have a low volumetric

yield (∼ 30 %)(Naslain, 2004) and thus produce a porous, micro-cracked ma-

trix. Multiple impregnation cycles are needed to obtain the desired matrix

densities. The number of cycles can be reduced by incorporating SiC particles

during the first impregnation cycle. But even after numerous PIP cycles the

matrices still contain residual porosity and micro-cracks. In MI, partially pro-

cessed composites are infiltrated with molten Si. For example, MI is used with

PIP processed CMCs. In reactive melt infiltration, C is added to the matrix

with the expectation that it will react in-situ with the molten Si to form SiC.

Although the resulting matrices contain little porosity, they invariably contain

residual Si. The residual Si limits the upper use temperature to its melting

temperature (1414 ◦C).

Ceramic matrix composites can also be categorized on the basis of fiber
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architecture. There are two broad groups: laminates and woven composites.

Laminates are made up of sheets of unidirectional fibers. The sheets are

stacked, or layed-up, with the desired fiber orientations. Often the sheets are

pre-mixed with matrix material, or a matrix precursor, to create a ”prepreg”.

Prepregs help to maintain the fiber orientation during lay-up. Laminates are

most commonly used for parts with simple shapes, such as flat sheets or parts

with large radii of curvature.

Woven composites consist of fiber tows woven together in two or more di-

rections. Relative to their laminated counterparts, woven composites provide

increased flexibility for fiber placement to best match the anticipated thermal

and mechanical stress fields. Two-dimensional woven composites consist of

layers of woven fabrics (e.g., plane and satin weaves). Woven fabrics can be

shipped, stored, draped, and pressed into shape prior to the addition of the

matrix (Cox and Flanagan, 1997). They provide consistency in fiber placement

and orientation, particularly when making parts with complex shapes, such as

parts with small radii of curvature.

Three-dimensional woven composites contain reinforcing fibers both in-

plane and through-thickness. The weaves consist of layers of straight tows

held together by tows woven layer-to-layer or through thickness (e.g., angle

interlock and orthogonal weaves). The through-thickness weavers mitigate
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delamination failures and can enhance heat flow in high heat flux applications

(Cox and Flanagan, 1997). Indeed, thin woven C/SiC composites have been

demonstrated to sustain temperature gradients exceeding 1000 K mm−1 with-

out failure (Marshall and Cox, 2008).

Advances in textile manufacturing have enabled 3D weaving of net-shape

parts, such as the integrally woven rocket nozzle tubes shown in Figure 1.3(c-

d) (Marshall and Cox, 2008). The tubes are woven by passing tows from the

hot section of one tube to the cold section of the next. This prevents separation

of neighboring tubes, as well as splitting apart of the hot and cold sections of

individual tubes. The weave is designed to support the high internal pressures

in the tubes; the fibers follow the maximum principal stress directions and are

in proportions that correspond to the ratio of these stresses (2:1 in cylindrical

tubes). Three-dimensional weaves also allow for integral forming of holes or

slots (for cooling, for example) without cutting fibers (Figure 1.3(a-b)), as well

as for integral attachment to other structural elements (Figure 1.3(d)) (Marshall

and Cox, 2008).

With increasing weave complexity comes the possibility of increasing de-

fects in tow trajectories and shapes. The nature of these defects and their ef-

fects on thermomechanical performance represent key issues that must be ad-

dressed in order for these composites to be successfully implemented in critical
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components.

1.2 Outstanding issues in damage and failure pre-

diction

The mechanics of cracking and fracture in laminated CMCs with fully dense

matrices is well understood. Comprehensive models and analyses have been

developed to describe: (i) the onset of matrix cracking in unidirectional CMCs

in tension and/or shear (Aveston et al., 1971; Budiansky et al., 1986; Rajan

and Zok, 2014); (ii) crack tunneling in transverse plies of cross-ply laminates

and penetration of those tunneling cracks into axial plies (Xia and Hutchinson,

1994; Xia et al., 1993); and (iii) fiber fragmentation, fiber pullout and composite

fracture (Curtin, 1991, 1999; Hui et al., 1995). Complementary experimental

efforts have been undertaken to validate some of these models (Beyerle et al.,

1992a,b; Cady et al., 1995).

Extending the mechanics frameworks developed for laminated composites

to woven composites presents a number of challenges. Foremost among them

are the non-uniformities of stress and strain that arise in wavy tows even un-

der macroscopically-uniform loadings. Using full-field displacement mapping

techniques, non-uniformities in strain and their correlation to the underlying
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weave features have been measured for a number of CMCs, including eight-

harness satin weave SiC/SiC (Berbon et al., 2002; Rajan et al., 2014), 3D orthog-

onal C/C (Qin et al., 2012), and angle-interlock C/SiC (Shaw et al., 2014a).

One implication of spatially varying strains is that failure may initiate pre-

maturely, relative to laminated composites, within the most heavily strained

regions of the composite. Such effects may be exacerbated by microstructural

inhomogeneities within the matrix. In woven CMCs made by PIP, pores and

micro-cracks are present over a wide range of length scales, from microme-

ters between fibers within the tows to a significant fraction of a mm between

plies. Analytical approaches of the type developed for laminated composites

are difficult to satisfactorily extend to wavy tows and heterogeneous matrices;

further progress in predicting deformation and failure can only be made with

the use of computational models.

Computational models of woven CMCs need to be able to predict strains

at the same size scale as the weave architecture, i.e., at both the unit-cell and

tow scales. One approach is the binary model (Cox et al., 1994; Xu et al., 1995).

In the binary model, the axial properties of the tows are represented by line

elements. The line elements are then embedded in an effective medium. The

effective medium represents the matrix, including any porosity, and the trans-

verse properties of the tows. The binary model has been demonstrated to pre-

dict strain non-uniformity corresponding to the underlying weave architec-
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ture (Flores et al., 2010; Yang and Cox, 2010), but is limited to the prediction of

strains at length scales larger than the tow dimensions. Experimental results

indicate that crack initiation and propagation in CMCs is governed by the tow

geometry (Berbon et al., 2002). Therefore, meso-scale models, in which the

tows are modeled explicitly (Cox et al., 2014; Lomov et al., 2000, 2001), are

needed.

Some progress in understanding effects of weave architecture on strain

variations has been made through studies on polymer matrix composites, with

both satin and twill weaves (Daggumati et al., 2011; Ivanov et al., 2009; Lo-

mov et al., 2008; Nicoletto et al., 2009). Surface strains, measured by digital

image correlation, were found to be greatest at locations at which tows cross

one another and lowest in adjacent matrix-rich pockets. The results were com-

pared with predictions of a 3D elastic meso-scale finite element model. Ele-

ments within the tows were treated as being transversely isotropic with elas-

tic properties equivalent to those of a comparable unidirectionally-reinforced

composite, whereas elements outside the tows were assigned elastic proper-

ties matching those of the matrix resin. Although the FE predictions yielded

results that were qualitatively consistent with the measurements, the magni-

tude and distribution of surface strains were found to depend strongly on the

number and orientation of underlying plies. Effects of matrix plasticity on

these distributions have yet to be investigated.
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SiC/SiC CMCs are susceptible to embrittlement at intermediate tempera-

tures (700–900 ◦C), failing at stresses below that of materials tested at lower

or higher temperatures. In this temperature regime, silica formation is slug-

gish and does not readily seal off preexisting porosity or open matrix cracks.

This enables the ingress of oxidants (O2 and H2O), leading to oxidation of the

fiber coatings. Oxidation of C coatings leaves a gap, exposing the fibers to

oxidation (Eckel et al., 1995). BN-based coatings oxidize to form boria. Bo-

ria is liquid above 450 ◦C and has been shown to react with neighboring SiC

and/or SiO2 to form a borosilicate glass (Jacobson et al., 1999a). Boron is easily

volatilized in environments containing water vapor. This leads to recession of

the BN coatings (Figure 1.4(a)), exposing the fibers to oxidation, and the con-

version of borosilicate to silica (Jacobson et al., 1999b). Silica is less permeable

to oxidants but more viscous than borosilicate glass. Intermediate temperature

embrittlement has been investigated for a variety of systems, from bare fiber

tows to woven composites. The key experimental findings follow.

Static stress-rupture tests have been performed on SiC-fiber tows between

500◦ and 800 ◦C (Forio et al., 2004; Gauthier and Lamon, 2009; Gauthier et al.,

2009; Lamon and R’Mili, 2012). Rupture times for tows tested in dry air de-

creased with increasing temperature and load; delayed failure did not occur in

pure nitrogen. Tests were performed on fibers with varying free-C concentra-

tion, e.g., Hi-NicalonTM, with 17 % free C, and Hi-NicalonTM Type S, with 3 %
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free C. Rupture times decreased with increasing free C.

Morscher (1997) performed stress-rupture tests on mini-composites made

of a single tow of SiC fibers, BN fiber-coatings, and a CVI-SiC matrix. Mini-

composites were tested between 700◦ and 1200 ◦C in ambient air. Gaps where

the BN layer resided were found between the fibers and the matrix in samples

tested at 700 ◦C, indicating boron volatilization and BN recession. In these

samples the in-situ fiber strengths were measured from the size of the fiber

fracture mirrors. The results indicated that the average fiber strength was

reduced with respect to the room temperature strength. Embrittlement was

more severe for samples tested at 900 ◦C. In these samples, silica formation

was observed between the fibers and the matrix. The fiber fracture mirrors

emanated from these silica regions. At 1200 ◦C the composite response was

controlled by fiber creep.

Similar results have been obtained on woven SiC/SiC CMCs (Morscher

et al., 2000; Ogbuji, 1998, 2003). In woven SiC/SiC CMCs, rupture strengths

and times for specimens tested between 800◦ and 900 ◦C were reduced with

respect specimens tested are room temperature. Silica was observed to form

between closely packed fibers. As in the mini-composites, the origins of the

fiber fracture mirrors corresponded to the silica-containing regions.

Several theories have been postulated to explain intermediate temperature
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embrittlement in SiC/SiC CMCs. The first theory proposes that embrittlement

occurs due to oxidation-induced slow-crack growth in the fibers (Forio et al.,

2004; Gauthier et al., 2009; Lamon and R’Mili, 2012). Two mechanisms con-

tributing to slow-crack growth in the fibers are hypothesized. The first is oxi-

dation of residual C at the SiC grain boundaries which leads to the formation

of fine intergranular cracks. The second is the subsequent oxidation of these

grain boundaries to form silica (Figure 1.4(d)) (Gauthier et al., 2009). Because

of the molar volume increase associated with the conversion of SiC to silica,

the intergranular silica scale is expected to ”wedge” these cracks open. The

proposed mechanisms are consistent with rupture occurring in environments

containing oxygen, and with reduced rupture times for fibers with greater free-

C concentrations.

In a second theory, Xu et al. (2014) hypothesize that silica formation on

the fibers surface generates growth stresses in the fibers (Figure 1.4(b)). As

with the intergranular cracking mechanism, the stresses arise mainly from the

molar volume expansion during oxidation (the ratio of the molar volumes of

SiO2 and SiC is about 1.8). Upon formation, the SiO2 scale is under compres-

sion, inducing tension in the fibers. The tensile stress in the fibers increases

with the oxide thickness. Simultaneously, the SiO2 relaxes due to viscous flow.

The extent of stress elevation in the fibers is dictated by the competing rates

of oxide growth and viscous flow, both of which are temperature dependent.
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Calculations by Xu et al. (2014) indicate that the oxide-induced tensile stress

can reach a significant fraction of the fiber strength over oxidation periods of

103–104 hours, with the largest stresses developing at temperatures between

800◦ and 900 ◦C. The predicted rupture times associated with this mechanism

were found to overestimate the values that had been obtained experimentally

by Gauthier and Lamon (2009). This suggests the possibility of multiple degra-

dation mechanisms.

A third theory postulates that, in SiC/SiC composites, the resulting silica

bonds the fiber to the matrix, inhibiting further slip and causing stress concen-

trations (Glime and Cawley, 1998; Morscher and Cawley, 2002). The theory

is consistent with the observations that fiber fracture frequently initiates adja-

cent to locations of silica formation. Although activation of the proposed stress

concentration requires a change in applied stress, premature failure has been

found both in residual strength tests following oxidation (Ogbuji, 1998), and

during static loading (Morscher, 1997; Morscher et al., 2000). Morscher (1997)

proposed that during stress-rupture tests, the requisite change in stress occurs

when some fibers fail independently (perhaps via the mechanisms described

previously), thereby increasing the load on the remaining fibers.

A fourth theory, proposed by Xu et al. (2014), hypothesizes that oxidation

can continue at the fiber/oxide interface even after the entire gap has been
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filled. In this case, the volume expansion accompanying the transformation

of SiC to silica causes a ”wedging” effect that intensifies the stress in the fiber

(Figure 1.4(c)). A model for the stress-intensity factor indicates that time to

fracture is non-monotonic. The minimum time to fracture is predicted to occur

at temperatures between 840◦ and 940 ◦C, dependent on the applied stress.

The model also predicts a threshold temperature (between 900◦ and 1000 ◦C),

above which fracture should not occur.

Most of the experimental studies and the corresponding theories outlined

above have focused on oxidation in dry, ambient air environments. Yet it has

been shown in other studies that the oxidation rate of SiC in water vapor can

be an order-of-magnitude greater than that in dry air (Opila, 1999). This is ex-

pected to have significant implications on the lifetimes of composites in com-

bustion environments, where water vapor contents are typically 5 % to 10 %

(Jacobson et al., 2001).

These experimental studies have focused primarily on CMCs with CVI or

MI matrices. These matrices are expected to be hermetic in their as-processed

state and hence prevent ingress of oxidants; oxidant ingress can only occur

after the matrix cracks. Indeed, some studies have shown that a well-defined

threshold for embrittlement is obtained at the matrix cracking stress (Heredia

et al., 1995). PIP-based matrices, in contrast, contain open porosity and micro-
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cracks after processing. This raises the possibility of internal oxidation even in

the absence of an applied stress. Intermediate temperature embrittlement in

PIP-based CMCs has yet to be investigated.

1.3 Dissertation objectives and outline

The goal of the present study is to improve the understanding of the meso-

scale structure of fiber reinforcements and the mechanical and thermochemical

properties of 2D and 3D woven CMCs. Three specific topics are addressed:

(i) development and implementation of new techniques to characterize the

structure and mechanical response of woven CMCs; (ii) effects of weave archi-

tecture on damage initiation and evolution in woven CMCs; and (iii) under-

standing the intermediate temperature oxidation and embrittlement of PIP-

based SiC/SiC CMCs.

The dissertation is organized in the following way. In Chapter 2, the ap-

plication of 3D digital image correlation (DIC) to the measurement of full-field

strains and displacements in CMCs is examined. Guidelines for proper se-

lection of correlation parameters (subset, step, and filter sizes) is discussed in

terms of their effects on strain and displacement errors. Methods for identify-

ing and characterizing surface cracks using DIC are also introduced. Prelimi-

nary experimental studies reveal a strong correlation between the locations of
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surface cracks and characteristic features of the underlying weave architecture.

These correlations are investigated in greater detail in Chapter 3.

In Chapter 3, a meso-scale finite element model is developed and cali-

brated to uniaxial tension tests on a commercial 2D-woven SiC/SiCN CMC.

The model is used to probe distributions in surface strains and fiber stresses.

The effect of straightening of the wavy tow segments and the constraint of

underlying plies are also examined.

Recognizing the potential importance of tow placement in the onset of

damage, the attention in Chapter 4 is directed to the characterization of weave

defects. Here, a non-destructive characterization technique based on 3D DIC

is developed and demonstrated on a 3D woven CMC. Weave defects are iden-

tified using measurements of small variations in tow locations relative to that

of an ideal weave. The technique is shown to be amenable to large panels

of material. The technique is employed to probe a variety of weave features,

including holes and shear defects.

In Chapter 5, an experimental study of intermediate temperature oxidation

and embrittlement of a 2D woven SiC/SiCN composite with a PIP-derived

matrix in a water vapor containing environment is described. Oxidant ingress

is found to occur readily, through pre-existing pores and micro-cracks, even in

the absence of an applied stress. Detailed fractrography and ceramatography
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provide insights into the embrittlement mechanisms. Finally, key findings and

opportunities for future work are discussed in Chapter 6.
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(a)

(b)

Figure 1.1: Oxide/oxide CMCs in commercial engines: (a) mixer and center
body assemblies in General Electric’s Passport 20 engine (Eldrid et al., 2001);
(b) exhaust nozzle for the Boeing 787 Dreamliner (Wood, 2013).

18



0

50

100

150

200

250

0 500 1000 1500 2000 2500

C-SiC

SiC-SiC

Refractory 
alloys

Ti 

Al 

Mg 

TiAl

Ni
Mo -Si -B

oxide

Temperature (K)

S
p
e

c
if
ic

 s
tr

e
n
g
th

 (
M

P
a

/(
M

g
/m

3
)

Figure 1.2: Candidate materials for aerospace applications. SiC based CMCs
offer the greatest specific strength at the operating temperatures of interest
(Marshall and Cox, 2008).
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Figure 1.3: Examples of 3D woven structures: (a) a large hole woven into an
angle-interlock preform; (b) cooling holes in a composite liner, created by in-
serting rod-shaped mandrels through the preform prior to matrix processing;
(c) schematic of and (d) fully processed C/SiC composite rocket nozzle tubes
woven to net-shape, including integrally woven struts to connect tubes to the
rocket body (Marshall and Cox, 2008).
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Figure 1.4: Schematic of proposed embrittlement mechanisms in SiC/SiC com-
posies: (a) Process begins with removal of the fiber coating via oxidation (C
coatings) or oxidation/volatilization (BN coatings); (b) oxidation of the fiber
surface creates growth stresses in the fiber; (c) filling of the gap between fiber
and matrix cause a stress concentration by fusing the fiber to the matrix or due
to continued oxidation of the fiber; or (d) slow-crack growth in the fiber caused
by oxidation along the grain boundaries (Xu et al., 2014).

21



Chapter 2

Full-field displacement and strain

mapping of ceramic composites

using digital image correlation

This chapter is adapted from a peer-reviewed publication: V. P. Rajan, M. N. Rossol, and
F. W. Zok. Optimization of Digital Image Correlation for High-Resolution Strain Mapping of
Ceramic Composites. Experimental Mechanics, 52(9):1407–14215, 2012. Available at: http://
dx.doi.org/10.1007/s11340-012-9617-1
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2.1 Introduction

As discussed in Chapter 1, extending the existing mechanics frameworks to

woven CMCs requires characterization of the strain non-uniformity associated

with the tow waviness. Conventional measurement techniques (e.g., strain

gages and extensometers) are often inadequate, for three principal reasons.

First, strain distributions in woven fiber composites can be highly heteroge-

neous and dependent on the weave architecture (Cox and Flanagan, 1997). The

local strains in a fiber tow are influenced by numerous factors, including: the

orientation of the tow with respect to the loading axis; the amplitude of out-of-

plane tow undulation; the local ’environment’ around the tow, characterized

by the arrangement of neighboring tows and matrix; and the elastic/fracture

properties of the composite constituents. Furthermore, the strains are expected

to vary spatially over a length scale comparable to the tow dimensions. To for-

mulate high-fidelity models of composite damage and failure, it is necessary to

find the maximum strain values at the tow level. The implication is that strains

must be resolved spatially at a length scale smaller than that of the tows.

Second, strain variations arise in the presence of structural features such

as holes or notches. In these cases, the gauge length for strain measurement

must be less than the smallest characteristic dimension of the structural fea-

ture. Strain gauges and extensometers lack the requisite spatial resolution to
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meet these requirements in most cases of practical interest.

Third, the mechanical behavior of ceramic composites must be under-

stood at temperatures representative of the targeted service conditions (1200–

1500 ◦C). Although contacting extensometers can be used to obtain global

strains, only non-contact methods are viable for measuring strain variations

in this domain.

Digital image correlation (DIC) is a non-contact optical technique used to

measure surface displacements and strain fields of a test specimen subjected

to an external stimulus (load, temperature, etc.) (Sutton et al., 2000). Dis-

placements are obtained by imaging a speckle pattern on the specimen surface

during the test and subsequently correlating each image of the deformed pat-

tern to that in the undeformed state (Sutton et al., 2009). Strains are obtained

by differentiating displacement fields. The technique combines sub-pixel dis-

placement accuracy (Schreier and Sutton, 2002) with excellent spatial resolu-

tion, allowing strains to be measured to within 10−4 or less (Ke et al., 2011).

In principle, these attributes make DIC eminently suitable for probing strain

distributions in woven ceramic fiber/ceramic matrix composites.

Numerous studies have utilized digital image correlation to understand

the mechanical behavior of fiber composites (Bisagni and Walters, 2008; Fuchs

and Major, 2010; Kazemahvazi et al., 2010; Lagattu et al., 2004; Orteu et al.,
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2007; Pankow et al., 2011; Ramault et al., 2010). Two recent studies (Anzelotti

et al., 2008; Daggumati et al., 2011) have incorporated DIC to examine the me-

chanical behavior of a 2D C-fiber polymer matrix composite. They confirm

the expected features: notably, the heterogeneity of strains at intra-tow and

inter-tow length scales as well as the periodicity of strains and its intimate re-

lationship to the fiber architecture. They also demonstrate the suitability of

DIC for measuring local strains with high accuracy and spatial resolution.

Two additional important issues have been raised in these and other pa-

pers. First, there are inherent trade-offs between spatial resolution and dis-

placement accuracy. Second, there is complex interplay between displacement

error, strain error, and the parameters chosen for the speckle pattern, image

correlation and strain calculation (Avril et al., 2008; Bornert et al., 2009; Ke

et al., 2011; Knauss et al., 2003; Robert et al., 2007; Schreier and Sutton, 2002;

Sutton et al., 2000; Wang et al., 2011). Although several studies have attempted

to quantify these relationships, most have been limited to correlation errors

arising from rigid body translations (Haddadi and Belhabib, 2008; Robert et al.,

2007) or no motion at all (Ke et al., 2011). Simulated experiments in which dis-

placements are applied numerically to a computer-generated image have also

been conducted (Avril et al., 2008; Bornert et al., 2009; Schreier and Sutton,

2002; Schreier et al., 2000). The latter results represent best-case scenarios since

they neglect experimental errors caused by camera vibration, imperfect image
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contrast, etc.

The overarching objective of this chapter is to establish a framework for de-

sign and analysis of DIC experiments that yield high-fidelity strain measure-

ments in woven CMCs. This is accomplished by: (i) identifying and analyzing

sources of displacement and strain error in mechanical tests that produce uni-

form strains as well as strain gradients; (ii) formulating analytic relationships

between these errors and applied strain, speckle size, and DIC algorithm pa-

rameters; and (iii) utilizing the results to design experiments to probe strain

variations in a ceramic composite with the requisite spatial resolution.

The outline of the chapter is as follows. First, the principles of digital im-

age correlation are reviewed. Next, test results on a baseline (homogeneous)

material (Al 6061-T6) are analyzed to determine the relationships between dis-

placement and strain error and the DIC algorithm parameters. Three specimen

geometries are considered: one with nominally uniform strain (uniaxial ten-

sion) and two with strain gradients (open-hole and center-notched tension).

Because the latter geometries yield different strain gradients as well as differ-

ent length scales for strain variation, they provide useful insights and guidance

on the feasibility of measuring strain gradients and small-scale strain hetero-

geneities in woven composites. This part of the study complements previous

work focused on errors arising from rigid body motions (Haddadi and Bel-
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habib, 2008; Ke et al., 2011; Robert et al., 2007). Finally, a case study illustrates

how the preceding analyses can be used to design tests on a SiC/SiC compos-

ite. In addition to revealing the effects of fiber architecture on strain distribu-

tions, the tests are used to probe the initiation and growth of cracks. To this

end, displacement fields found via digital image correlation are analyzed to

locate cracks and measure their opening displacements. Such measurements

are crucial for calibrating models of crack bridging in fiber composites.

2.2 Error analysis

2.2.1 Digital image correlation

In-plane surface displacements are measured by tracking the deformation

of a speckle pattern through a series of digital images acquired during a me-

chanical test. If the out-of-plane displacements of the sample are negligible,

a single (stationary) camera can be used. Otherwise, to measure out-of-plane

displacements and to correctly extract in-plane displacements, stereo images

(from two cameras) must be employed. The correlation algorithm attempts

to locate a subset of the image of the undeformed pattern corresponding to a

subset in the image of the deformed pattern. In mathematical terms, it seeks
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to find (Sutton et al., 2009):

arg min
p

∑
x ∈ Subset

(G(ξ(x, p)) − F(x))2 (2.1)

where G and F are the grayscale intensity values of the deformed and un-

deformed subsets, respectively; ξ is the shape function that describes the de-

formation between the subsets; and p comprises the parameters of the sub-

set shape function, chosen to minimize the sum of squared differences (SSD)

between grayscale intensity values in the two corresponding subsets (Sutton

et al., 2009). The DIC software used in this work (Vic-3D, Correlated Solutions)

provides the option of using more complex correlation schemes; these include

center-weighting of the sum in Equation 2.1 and accounting for changes in in-

tensity values between images (offsets and scaling). The minimization process

results in the assignment of a displacement vector (u, v, w) to the subset cen-

ter. Correlation is subsequently repeated throughout the sample to generate a

displacement field over a rectangular array of subset centers, defined as nodal

points.

There are several critical parameters for correlation. One is the subset size,

hsub (in pixels). As Bornert et al. (2009) have convincingly demonstrated, the

spatial resolution of displacement measurement is governed predominantly

by the subset size; sinusoidal displacement fields of a wavelength less than

hsub cannot be measured. The lower bound on subset size is set by the re-
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quirement that each subset contain unique information to distinguish it from

neighboring subsets. The rule of thumb adopted in the DIC literature to sat-

isfy this requirement is that hsub > 3 · hsp, where hsp is the speckle size (Sutton

et al., 2009). Furthermore, to avoid aliasing, each speckle must contain several

pixels. The corresponding rule of thumb is hsp > 3 pixels (Sutton et al., 2009).

Conversely, large speckles necessitate large subset sizes, thereby reducing spa-

tial resolution.

The order of the subset shape function also plays an important role. For an

nth-order shape function, displacement errors scale with the n + 1th derivative

of displacement (Bornert et al., 2009); the shape function employed by Vic-3D

is first order (affine) with an additional term to account for camera perspective.

The requirement that second-order derivatives be small (to minimize displace-

ment error) sets an upper bound on the allowable subset size.

When displacement fields are numerically differentiated (in the simplest

case, by finite differences), the resulting strain fields are usually ‘noisy’ (Nico-

letto et al., 2009). The strain fields are therefore filtered by Gaussian-weighted

averaging over a prescribed N × N array of nodal points. The distance be-

tween nodal points is defined as the step size, hst (in pixels), and the gage

length over which strain averaging is performed is defined as the filter length,

h f (in pixels) (clearly, h f = N · hst). The effects of hsub, hst, and h f on dis-
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placement and strain error both in uniform strain fields and under large strain

gradients are addressed below.

2.2.2 Experimental details

Sample preparation

In this part of the study, tests were performed on 1.5 mm thick sheets of

aluminum 6061-T6. Three test configurations were employed: uniaxial ten-

sion, open-hole tension, and center-notched tension. Samples were machined

via electro-discharge machining. The uniaxial tension test sample had dog-

bone geometry with a gauge section of 250 mm long and 25 mm wide. Both the

open-hole tension and center-notched tension specimens were machined from

rectangular strips, 300 mm long and 50 mm wide. The open-hole diameter was

12 mm, and center-notch was 12 mm in length with a 0.6 mm tip radius. Since

the length scale for strain decay in the vicinity of such features is controlled by

the root radius, the strain gradient in the center-notched sample is expected to

persist over a length scale 1/10th of that in the open-hole test.

Two speckling techniques were employed. In both, samples were first

coated with flat white spray paint. Speckles were subsequently applied us-

ing either a spray canister with flat black spray paint or a Paasche airbrush

with black water-soluble paint.
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Mechanical testing and DIC setup

All samples were tested at room temperature on a hydraulic testing ma-

chine (MTS 810, Minneapolis, MN) at a nominal strain rate of 10−4 s−1. Sam-

ples were clamped with hydraulic grips. Strains on the back-face of the uni-

axial tension specimen were measured using a laser extensometer (Electronic

Instrument Research, Irwin, PA) over a gauge length of 25 mm.

Images for DIC were taken with a pair of digital cameras (Point Grey Re-

search Grasshopper), each with a CCD resolution of 2448 × 2048 pixels and a

70–180 mm lens (Nikon ED AF Micro Nikkor). The focal length of the lenses

was 70 mm, the aperture setting was F-16, and the angle between cameras was

24◦. For all experiments described in this work, either the maximum or the

minimum focal length was employed to minimize errors arising from differ-

ences in magnification between the two cameras. For the three aluminum al-

loy specimens, images were taken at similar magnifications: 41 pixels/mm for

the open-hole and center-notched tension tests and 36 pixels/mm for the uni-

axial tension test. The area of the open-hole and center-notched specimens

within the field of view was 50 mm × 50 mm, while that for the uniaxial ten-

sion specimen was 50 mm × 25 mm. The area of interest for image correlation

was selected to exclude un-speckled regions such as the hole or notch.
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Speckle pattern characterization

Two approaches are employed for quantifying the speckle size distribution.

One is an autocorrelation approach (AC), described by Rubin (2004) and used

in previous DIC studies (Bornert et al., 2009; Robert et al., 2007; Sutton et al.,

2009). The average speckle size, hsp, is the width of the autocorrelation func-

tion, calculated from the points satisfying the equation A(u) = 0.5, where A

is the autocorrelation function (Sutton et al., 2009). The other approach relies

on particle analysis (PA) techniques (Lecompte et al., 2006). These have been

implemented in various software packages; the present analysis is performed

using ImageJ (Rasband). Prior to analysis, the camera image is thresholded

and converted to a binary image. Contiguous features of any size and circu-

larity are found within the new image. The effective diameter of each feature

(speckle) is defined as deq = 4 · A/P, where A is its area and P is its perimeter.

Using this approach, circular speckles yield an effective diameter equal to the

actual diameter; for elliptical speckles, the effective diameter is the geometric

mean of the major and minor axes of the ellipse.

Computation of error

In DIC displacement analyses, three types of errors are typically reported:

the bias, ∆v, the standard deviation, vSD, and the root-mean square error, vRMS
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(Bornert et al., 2009; Robert et al., 2007). The bias is a measure of the system-

atic deviation of the measured displacements, vm, from their true (imposed)

values, vi, given by

∆v =
1

n

n

∑
j=1

(vm − vi) (2.2)

Because the displacement bias is typically negligible compared to the random

error, characterized by the standard deviation (Bornert et al., 2009), vSD ≈

vRMS, where

vRMS =

√

√

√

√

1

n

n

∑
j=1

(vm − vi)2 (2.3)

Only the RMS error is considered in this work. Strain errors are computed in

an analogous manner, with displacements, v, replaced by ǫyy (y denoting the

nominal loading direction). Here, again, bias is typically much smaller than

the corresponding standard deviation and thus only the RMS strain error is

considered.

The imposed displacement field in the uniaxial tensile test is unknown a

priori. It is taken to be of the form

v = ǫiy + C1x + C2 (2.4)

where x is the transverse in-plane direction; ǫi is the imposed axial strain

(taken to be that measured by a ‘virtual extensometer’ over a gage length of

40 mm on the sample surface); C1 represents the displacement gradient ∂v/∂x

associated with rigid body rotations (small but not negligible); and C2 is the
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rigid body translation (a natural consequence of applying extension to only

one end of the test specimen). C1 and C2 are determined by fitting Equation

2.4 to the measured (DIC) displacement data. In this scheme, the displace-

ment bias is assumed to be zero, and therefore the RMS displacement error

computed using Equation 2.3 is solely a measure of the random error. The

sum in Equation 2.3 is evaluated over a sufficiently large array of nodal points

to ensure statistically significant results. The RMS strain error is computed in

a similar manner.

In the open-hole and center-notched tension tests, only strain error is deter-

mined. Axial normal strain values (ǫyy) from the DIC software are taken along

a line emanating from the edge of the hole or the notch at the sample mid-

plane along the x-direction. Strains are interpolated between nodal points us-

ing cubic splines. The true spatial variation of axial strain along this line was

obtained from finite element analysis, which utilized a material constitutive

law calibrated with the uniaxial tensile data. (Although the law was calibrated

for both elastic and plastic deformation, the subsequent measurements were

restricted to the elastic domain only). The strains obtained from DIC and FEA

along with Equation 2.3 are used to calculate the RMS error.
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2.2.3 Results and discussion

Speckle size

Speckle size distributions for both the airbrush and spray paint patterns

and the relevant statistical values are summarized in Figure 2.1. The figure in-

dicates that the speckles from the airbrush pattern are finer than that from the

spray paint pattern. Furthermore, both speckle size distributions are highly

skew, implying the presence of speckles several times larger than the median

value. The skewness can be problematic for correlation; indeed, correlation

is difficult to attain in regions of the pattern where the speckle size is large.

These observations suggest that the median speckle size is not the premier char-

acteristic of a speckle size distribution, since it is relatively insensitive to the

presence of very large speckles. Statistics which account for skewness, such as

the autocorrelation speckle size (which is implicitly weighted by the number

of pixels within a speckle) or the 90th percentile speckle size (from PA) should

be utilized instead. Hereafter, hsp is taken to be that obtained from the auto-

correlation method. (Numerically, the values obtained from AC are almost the

same as the 90th percentile values.)
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Correlation

Full image correlation requires that each subset in the deformed image con-

tain sufficient unique information so that it can be located in the undeformed

image (Bornert et al., 2009). This requirement sets a lower bound on the al-

lowable subset size. Figure 2.2(a) illustrates the effects of subset size (below

and above this bound) on the degree of correlation (based on error criteria

prescribed by the correlation algorithm). The results are broadly consistent

with the rules of thumb for achieving optimal correlation: hsp > 3 pixels and

hsub > 3 · hsp (Sutton et al., 2009). The latter describes the qualitative trend

of Figure 2.2(a) — that larger speckle sizes require larger subset sizes for full

correlation. The minimum subset size predicted by the rule of thumb and the

subset size required for full correlation also agree quantitatively. For the spray

painted speckles, hsp = 9.3 pixels and hence the minimum recommended sub-

set size is hsub = 28 pixels . By comparison, the experimental results show that

99 % correlation is obtained at 17 pixels and full (100 %) correlation at 29 pixels.

For the airbrushed speckles, hsp = 4.5 pixels and the predicted lower bound on

subset size is 13 pixels. 99 % correlation is attained at a subset size of 13 pixels

and full correlation at 25 pixels.
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Displacement error

Figure 2.2(b) shows the effect of subset size on displacement error for the

uniaxial tension test at an applied strain of 0.002 (about half of the yield strain

and thus well within the elastic domain). For small subset sizes, below that

needed for full correlation, the error scales approximately inversely with sub-

set size. In contrast, for larger subsets, the error asymptotes to a constant value.

Similar trends have been reported in previous studies (Haddadi and Belhabib,

2008; Robert et al., 2007). The displacement errors obtained in the present

study (0.01–0.02 pixels) also agree with the results of other studies (Robert

et al., 2007; Sutton et al., 2007). The subset size that provides the best com-

promise between spatial resolution and displacement accuracy lies just below

that at the asymptote; larger subset sizes yield no further reduction in dis-

placement error. The near-optimal value employed in the subsequent strain

error analysis is taken to be 40 pixels for the spray paint pattern. Note that, in

general, the optimal subset size depends on a number of factors, including the

speckle size distribution and presence of strain gradients within the subset.

For subset shape functions that are first-order, displacement error is ex-

pected to be insensitive to the magnitudes of rigid body displacements and/or

uniform strains within the subset (Bornert et al., 2009). This hypothesis can

be assessed for the case of uniform strain; the results are shown in Figure 2.3.
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For strains below yielding (i.e. < 0.004) displacement error is indeed constant.

Furthermore, the error for low strains is identical to that for nominally zero ap-

plied strain. This quantity was computed by taking the standard deviation of

displacements between two sequential images (before loading). Interestingly,

for strains in excess of the yield strain, the error increases dramatically. It is

surmised that the latter trend is a consequence of the inherent heterogeneity

of crystal plasticity at the length scales being probed by the present measure-

ments (hp/10 ≈ 3 µm).

Strain error

The sources of strain error in digital image correlation are twofold. First,

as mentioned previously, numerical differentiation of ‘noisy’ displacement

data results in ‘noisy’ strain data (Nicoletto et al., 2009). Filtering (averag-

ing) is therefore employed. However, filtering can also introduce strain error

if derivatives of strain within the filtering gage length are not negligible. In

the uniaxial tension test, the strains are uniform and thus only the former er-

ror source is relevant; for the open-hole and center-notched tension tests, both

sources must be considered.

The relationship between strain error, displacement error, and subset size

for the uniaxial tension test at an applied strain of 0.002 is depicted in Figure
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2.3. Here, hst = 2 pixels and h f = 10 pixels: both small in comparison to the

selected subset sizes. Because displacement values within a subset are corre-

lated to one another, displacement data exhibit sinusoidal variations with a

wavelength roughly equal to the subset size. Hence, differentiation of the dis-

placement field to obtain strains yields errors obeying the scaling relationship

ǫRMS ∝ vRMS/hsub. From the data in Figure 2.3, the scaling constant is found

to equal 1; the agreement between the prediction and the actual strain error is

good, demonstrating that, for affine deformations, strain error can be ascribed

solely to displacement error.

Because displacement values are correlated over a length scale roughly

equal to the subset size, strain error can be minimized by choosing a gage

length for strain calculation comparable to the subset size. In practice, this is

equivalent to choosing a large step size: hst > hsub/2 (Ke et al., 2011). An

alternate approach is to select an arbitrarily small step size and subsequently

filter the resulting strain data. The effect of filtering on the strain error for the

uniaxial tension test at an applied strain of 0.002 is illustrated in Figure 2.4.

For the smallest step size, two regimes are evident. When h f < hsub, averaging

has almost no effect due to the aforementioned correlation of displacements

and strains over a subset. In contrast, when h f > hsub, the errors follow the

expected scaling relationship: ǫRMS ∝ vRMS/h f (Orteu et al., 2007).
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Line scans of axial strain for the uniaxial tension test in Figure 2.5(a)

demonstrate the efficacy of filtering in reducing strain noise. Note that, when

h f < hsub, strain fields oscillate with a wavelength comparable to the subset

size. For large step sizes, the magnitude of strain error is diminished (Ke et al.,

2011).

Differences between the DIC virtual extensometer strain and the strain

measured by the laser extensometer on the specimen back-face are ≤

50 µstrain, indicating that systematic errors (strain bias) are small compared

to random errors (strain standard deviation). The random errors are hundreds

of µstrain before filtering. Other metrics of strain bias, e.g. the average shear

strain across the specimen, are similarly small. The assumption made at the

outset of the analysis — that strain bias is negligible compared to strain stan-

dard deviation — is therefore validated.

Strain gradients constitute an additional source of error, both because a se-

cant line approximation is employed to compute displacement derivatives and

because filtering is utilized to reduce noise. A Taylor series analysis proves to

be insightful. Suppose that ǫyy is to be determined at a point y0. The displace-

ments in the neighborhood of y = y0 can be expressed as

v(y) = v(y0) + v′(y0)(y − y0) +
1

2
v′′(y0)(y − y0)

2 (2.5)

and the corresponding strain, computed using (first-order) forward differ-
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ences, is

ǫyy(y) = v′(y0) +
1

2
v′′(y0)(y − y0) (2.6)

Since the distance between adjacent nodal points is hst, the difference between

the computed strain (from Equation 2.6) and the actual strain, v′(y0), (i.e. the

strain error) becomes

∆ǫyy(y0) =
1

2
v′′(y0)hst (2.7)

That is, strain error is proportional to both the strain gradient and the step size.

An equivalent statement is that large step sizes lead to a loss in spatial resolu-

tion of strain measurements (Ke et al., 2011). Filtering has a similar effect. A

Taylor series analysis of a uniformly weighted filter yields

∆ǫyy(y0) =
1

4
v′′(y0)h f (2.8)

for filters that are centered on the edge of a specimen (e.g. the edge of a hole or

notch) and

∆ǫyy(y0) =
1

24
v′′′(y0)h

2
f (2.9)

for filters lying away from a specimen edge. The deleterious effects of strain

gradients and higher-order derivatives within a filter length are manifest in

these relations.

The preceding relationships are confirmed by the results of the open-hole

tension test. Figure 2.5(b) illustrates the salient trends. Line scans of strain, ǫyy,

along the sample mid-plane are compared to the FEA prediction at an applied
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stress of 100 MPa. For small filter lengths and step sizes, numerical differentia-

tion noise is not attenuated and the strains exhibit large-amplitude oscillations

(identical to those seen in the uniaxial tension test). Conversely, for large fil-

ter lengths and step sizes, strain estimates deviate from those predicted, both

with increasing step size (at a constant filter length) and with increasing filter

length (at a constant step size). The magnitude of the strain errors (several

hundred µstrain) is large compared to the expected strain bias. At the hole

edge, for step sizes large enough to reduce strain variability from numerical

differentiation, the errors are well described by

ǫRMS = 0.5
dǫyy

dx
hst + 0.07

dǫyy

dx
h f (2.10)

The strain derivative terms were calculated using the FEA results. The first

term on the right side of Equation 2.10 is the same as that in Equation 2.7. The

coefficient (0.07) of the second term differs from that (0.25) obtained from the

Taylor series analysis. The discrepancy is due to the fact that the Taylor series

analysis employs uniformly-weighted filtering while the DIC strain calcula-

tion uses Gaussian-weighted filtering. The latter provides superior results in

the presence of strain gradients.

The previous results can be utilized to generate a ‘map’ of acceptable pa-

rameters (magnification, subset size, filter size) for a DIC experiment on a spec-

imen with a strain concentrator. The assumptions used to construct the map
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are as follows. First, the step size is chosen to be a small fraction of the sub-

set size: hst = hsub/10. Second, speckle size is assumed to be ’optimal’: that

is, the speckle pattern is reasonably over-sampled so that 4 < hsp < 9 pixels

(Robert et al., 2007; Sutton et al., 2009). With these assumptions, the displace-

ment error (in pixels) should be insensitive to magnification and speckle size

and controlled mainly by subset size (Robert et al., 2007). The functional form

of the relationship is obtaining by fitting the data in Figure 2.2(b). (Note that

the magnitude of the displacement error should be confirmed by performing

rigid body experiments before mechanical testing.) Third, the conservative

assumption is made that strain errors arising from strain gradients and dis-

placement noise are additive. Then, the minimum magnification needed to

resolve a known strain gradient to a prescribed error tolerance can be calcu-

lated using Equation 2.10 and relations expressed by Figure 2.4. An example

is shown in Figure 2.6, using an error tolerance of 300 µstrain. For an applied

stress of 100 MPa, the resulting strain gradient is 10−6/µm, which is indicated

by the dashed line (the magnification in the open-hole tension experiment be-

ing 41 pixels/µm). Evidently, only a narrow range of subset size and filter

length combinations yields acceptable strain data. One such combination is

illustrated in Figure 2.5(b).

In the center-notched geometry, the strain gradient is about an order of

magnitude larger. The map indicates that, to within a reasonable strain error,
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DIC parameters cannot be chosen to comply with the concurrent requirements

of capturing the strain gradient near the notch and mitigating the numerical

differentiation noise. Line scans in Figure 2.5(c) confirm this result. The gra-

dient can be captured only by employing a higher magnification. This would

also require use of smaller speckles.

These results are a direct consequence of the relationships between the

length scales associated with the structural features and the DIC analysis

(hsub, h f ). Specifically, in the present case, the gage length for strain compu-

tation must be significantly smaller than the notch root radius, which governs

the length scale for strain decay. However, to attenuate numerical differentia-

tion noise, the strain computation must be performed over an area large com-

pared to the subset size, which must encompass several speckles and many

more pixels. While parameters can be chosen for the open-hole and uniaxial

tension tests to satisfy these opposing requirements, no such selection is pos-

sible for the center-notched test.

To summarize, errors are minimized by choosing a speckle pattern and DIC

parameters in accordance with the following guidelines.

1) Deformations within a subset should be affine; that is, the strain gradients

must be small.

2) The subset size, speckle size, and camera magnification should be chosen
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to obtain full correlation as well as the requisite displacement accuracy. The

rules of thumb hsp > 3 pixels and hsub > 3 · hsp provide a useful start.

3) The subset size should be sufficiently small that the desired spatial resolu-

tion is achieved.

4) Step and filter sizes should be selected to preserve real strain gradients aris-

ing from material or structural features while simultaneously minimizing

noise due to numerical differentiation.

In some cases, the parameter selection process is over-constrained. This can

occur if the error tolerances are low, the area of interest is large, or the length

scales for strain variation are small. Error analysis provides useful insights in

selecting parameters that yield the best compromise between these competing

objectives.

2.3 Case study: SiC/SiC composite

2.3.1 Experimental details

Strain variations associated with the fiber weave in a ceramic composite

under uniaxial tension were probed using DIC measurements. Samples were

laser-machined from a SiC/SiC composite comprising six layers of 2-D woven
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fiber (eight-harness satin weave). The specimen were machined so that the

tensile direction was aligned with one set of fiber tows. The specimens had

dog-bone geometry with a gauge length of 25 mm and gauge width of 8.5 mm.

The airbrush technique was used for speckling. Fiberglass tabs were bonded to

the sample ends to facilitate uniform load transfer from the grips to the sample.

The testing machine and the DIC equipment were identical to those used for

the test on the Al specimens. A laser extensometer was used to measure strain

on the back-face of the specimen over a gauge length of 25 mm.

In the test orientations employed, surface fibers reside within either long,

relatively-flat segments of longitudinal tows or short segments of transverse

tows, each passing over a single longitudinal tow (Figure 2.7(a)). Because the

matrix conforms to the undulations of the underlying tows, crossovers and

flat segments can be discerned from the topographical map generated by DIC

(Figure 2.7(b)).

DIC parameters were chosen to satisfy the following requirements: (i) a

spatial resolution at a sub-tow length scale; (ii) full correlation across the entire

sample; and (iii) a field of view that encompasses the entire specimen width.

The last requirement yields an upper bound on magnification. The magnifica-

tion selected for both experiments, 138 pixels/mm (attained using a lens focal

length of 180 mm), was sufficiently high to achieve adequate spatial resolu-
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tion while remaining below the upper bound. At this magnification, the area

within the field of view was 12 mm × 8.5 mm, and hsp ≈ 9.5 pixels. A compro-

mise between the first two requirements was achieved by selecting the smallest

subset size that yielded full correlation (hsub = 51 pixels). This choice implies

a spatial resolution of 0.36 mm, or roughly 30 % of the tow width.

Due to the insensitivity of displacement error to strain, a good estimate of

this error for low levels of applied strain (< 0.01) is that obtained at nominally

zero strain. As stated previously, this quantity is computed by analyzing two

sequential images taken before loading. The resulting estimate of displace-

ment error is 0.013 pixels and the (unfiltered) strain error is 255 µstrain (com-

parable to values obtained from tests on the aluminum alloy). Since the strain

noise was unacceptably large in comparison to the strain variations being mea-

sured, strains were filtered over a gage length larger than the subset size but

significantly smaller than the tow width (h f = 75 pixels < htow = 160 pixels,

hst = 5 pixels). Based on the trends in Figure 2.4, the resulting strain error

induced by numerical differentiation is estimated to be approximately 100

µstrain. (Note that, since ǫRMS ≈ ǫSD, ± 2ǫRMS gives a 95 % confidence in-

terval). Because strain gradients are unknown a priori, other error quantities

cannot be estimated. The results presented below show that strain gradients

can indeed become unacceptably high for accurate strain determination, espe-

cially in the vicinity of matrix cracks.
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2.3.2 Results and discussion

Representative results from tension tests are shown in Figures 2.8, 2.9, and

2.10. At small strains (roughly half of the tensile failure strain), the strain fields

are reasonably uniform (a result expected on the basis of the satin nature of the

fiber weave), with one notable exception. Whereas the axial strains within the

long segments of the longitudinal tows are uniform over most of their length,

strain concentrations arise in locations where the transverse tows cross over

the longitudinal tows. These features are illustrated by the line scans plotted in

Figure 2.9. Strain elevations can be rationalized on the basis of straightening of

axial tows at crossover points (González and Llorca, 2005); in contrast, within

nominally flat tow segments, undulations in the thickness direction are small

and hence the strain variations are similarly small.

At larger strains (> 0.002), the strain concentrations subsequently ‘bleed’

into the adjacent longitudinal tows. Approaching the composite failure strain

(0.004), strains in excess of 0.02 are seemingly attained in these tows. Upon

closer examination of the displacement data, it becomes apparent that these

regions are actually cracks, each producing an axial displacement discontinu-

ity. The computed strains are therefore not true material strains. Furthermore,

since these strains are essentially equal to the ratio of the local crack opening

displacement (COD) to the subset size, the computed values are highly sensi-
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tive to the selection of the DIC analysis parameters.

Therefore, displacements (not strains) should be used to assess the evolu-

tion of damage within the composite. Displacement maps corresponding to

the strain maps are shown in Figure 2.8. In addition to identifying the crack

locations, the displacement data are used to compute the COD profiles of the

cracks. This is accomplished in two steps (Figure 2.10(a)). First, the crack cen-

ter is identified by locating the point at which the (apparent) displacement

gradient along a line that straddles the crack reaches its maximum. Then, dis-

placement data along this line are fit to a piecewise linear relationship of the

form:

v =



















C1(y − ycen) + C2 ymin ≤ y ≤ ycen − 0.67hsub

C3(y − ycen) + C4 ycen + 0.67hsub ≤ y ≤ ymax

(2.11)

where y and v are the displacement and position, respectively, in the direction

of crack opening, and Ci are fitting constants. This equation assumes first-

order displacements on either side of the crack. Since displacement data may

be unreliable very close to the crack plane, data residing within two-thirds of

a subset size from the crack center are excluded from the fitting procedure.

This requirement is represented by the inequalities on the right side of Equa-

tion 2.11. From these fits, the displacement step and hence the COD becomes

vCOD = |C4 − C2|. A threshold of 0.5 µm is used as a minimum value to consti-

tute the presence of a crack. The procedure is repeated along each line passing

49



perpendicular to the subject crack to produce the entire COD profile. Iter-

ating at varying stress levels provides information on crack evolution. Note

that crack locations can be determined much less accurately than crack open-

ing displacements; the accuracy of the former measurement is comparable to

the displacement spatial resolution (i.e. subset size), while that of the latter is

comparable to the displacement error. If strain fields are instead used to de-

tect cracks, the resolution of the measurement is related to the strain spatial

resolution (i.e. filter length). This resolution is significantly lower than the

displacement spatial resolution if a large filter length is employed. Efforts to

determine crack locations with high fidelity are also complicated by bridging

of cracks by the paint used in the speckle pattern.

COD profiles of one such crack (indicated on Figure 2.8) are plotted in Fig-

ure 2.10(b). At stresses slightly above that for crack nucleation, the central

region of the crack exhibits an approximately elliptical profile, consistent with

the prediction for a weak-bridging scenario of a through crack. The profiles

near the tips diverge from the elliptical shape, presumably because of influ-

ences of neighboring cracks as well as the underlying tow architecture. It may

also be a consequence of a more complex crack front in the through-thickness

direction. Approaching the ultimate tensile strength, cracks begin to link. This

is manifested as non-zero crack opening displacements at the outer bound-

aries of the data in Figure 2.10(b). Current efforts are focused on extracting
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pertinent bridging traction laws (Bao and Suo, 1992) from the displacement

profiles.

Post-mortem sectioning and micrography confirms the locations of cracks

detected by DIC analysis (Figure 2.11). That is, each displacement discontinu-

ity captured by the DIC (Figure 2.11(a)) corresponds to a transverse crack (Fig-

ure 2.11(b), (c), and (d)). Each crack comprises breaks through several fibers

within the surface 0◦ tow. The DIC analysis also agrees with micrography on

the relative opening displacements of different cracks.

2.4 Concluding remarks

Digital image correlation is capable of measuring full-field displacements

and strains with accuracy and spatial resolution unparalleled by strain gages

and extensometers. It is especially well-suited for measuring pre-cracking

strain distributions and post-cracking damage evolution in fiber compos-

ites. However, design of DIC experiments that yield high-fidelity results

can be complex, primarily because numerous camera, correlation, and post-

processing parameters must be selected simultaneously. These parameters can

be categorized into two groups: those that must be chosen before an experi-

ment commences (speckle pattern, camera magnification) and those that can

be selected after the experiment concludes (subset size, step size, filter length).
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The present study shows that the optimal results are obtained when even the

latter parameters are judiciously chosen prior to the test, to ensure that the req-

uisite fidelity is indeed achievable.

By analyzing the results of mechanical tests on an aluminum alloy in var-

ious test configurations, analytic relations for displacement and strain error

have been developed and validated. Each implies a trade-off. Higher camera

magnifications entail not only higher spatial resolution of displacements but

also a more limited field of view. The speckle size must be small enough so

that each subset has sufficient unique information and large enough so that

at least three pixels exist within each speckle. Larger subset sizes reduce dis-

placement error at the expense of spatial resolution. Larger step sizes and filter

lengths sacrifice the ability to resolve strain gradients for attenuation of strain

noise. Analytic relations that capture these qualitative statements have also

been provided.

With appropriate analysis parameters, digital image correlation can cap-

ture the evolution of strain within ceramic composites. The present study has

illustrated that strain concentrations exist at tow crossovers even in compos-

ites with seemingly ‘flat’ woven fabrics. At higher stresses, the strain concen-

trations lead to the formation of cracks in adjacent longitudinal tows that ulti-

mately cause rupture. In these cases, the DIC results are clearly more meaning-
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ful when presented in terms of displacements: strains calculated near a crack

being non-physical in nature. A procedure to discern the locations of cracks as

well as their opening displacement profiles has been presented.

The procedures of displacement measurement and analysis developed here

are employed in subsequent studies on inelastic deformation of CMCs, pre-

sented in Chapter 3. The resulting strain fields are used for calibration and

assessment of a meso-scale finite element model of a woven SiC/SiCN com-

posite.
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Chapter 3

Effects of weave architecture on

mechanical response of 2D ceramic

composites

3.1 Introduction

A primary challenge to furthering the understanding of damage initiation

and evolution in woven CMCs is determining the sources of non-uniformity

in stresses and strains that arise due to tow waviness. Digital image correla-

tion has enabled the characterization of strain non-uniformity in woven CMCs

(see Chapter 2); measurements on a variety of woven CMCs indicate a corre-
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lation between surface strains and the underlying weave architecture (Berbon

et al., 2002; Qin et al., 2012; Rajan et al., 2014; Shaw et al., 2014a). Progress in

understanding the correlation between strain non-uniformity and the weave

architecture can only be made with computational models. Existing models

of woven composites are either: unable to resolve strains at size scales at or

below the tow dimensions (Flores et al., 2010); or have yet to incorporate ma-

trix plasticity (Daggumati et al., 2011; Ivanov et al., 2009; Lomov et al., 2008;

Nicoletto et al., 2009).

This chapter focuses on the effects of weave architecture on strain and

stress distributions in 2D woven CMCs. The principal objective is to develop

a computationally-tractable meso-scale finite element model that: (i) provides

insights into the origins of strain non-uniformities in 2D woven CMCs found

in Chapter 2; and, (ii) once suitably calibrated, can be used to probe the effects

of weave architecture on fiber stress distributions and, in turn, on the condi-

tions for fracture initiation. Although the scope of the study is restricted to a

single weave type, the modeling approach is expected to find utility in examin-

ing other weaves. The study exploits recent developments in virtual geometry

generation and meshing of woven composites (Cox et al., 2014).

The chapter is organized in the following way. The material of interest and

its surface strain distributions during tensile loading are described in Section
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3.2. A meso-scale finite element model is presented in Section 3.3. The model is

based on a binary representation of the constituent phases: elastic rebar layers

for the fibers and elastic/plastic 3D effective medium elements for the matrix.

Plasticity within the effective medium is modeled by a pressure-dependent

yield criterion. A procedure for preliminary (approximate) calibration of the

matrix properties based on classical laminate theory is then described. Com-

parisons of the strain fields computed by finite elements (FE) and measured

experimentally are used to assess the proposed FE formulation and material

models. The FE results are used to glean insights into the the origins of the

strain distributions, the role of matrix properties in these distributions, and

the potential debits in failure stress and strain that might ensue relative to

comparable tape laminates.

3.2 Material and experiments

3.2.1 Material

The composite material of interest in this study is S-200H (COI Ceramics,

Inc., San Diego, CA). It comprises eight layers of Hi-Nicalon (SiC) fibers with

an eight-harness satin weave (8HSW) in a SiCN matrix. The fibers are coated

BN followed by Si3N4. The matrix was produced by precursor impregnation
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and pyrolysis. As a result, it contains residual porosity and matrix microcracks

after processing (Figure 3.1). The panel was 120 mm × 177 mm and 2.25 mm

thick.

3.2.2 Experimental procedures

Uniaxial tension tests were performed on 12 mm-wide dog-bone specimens

machined parallel (±0.5◦) to one of the fiber directions. The gauge length was

25 mm. Fiber glass tabs were adhered to the end of the specimens with com-

mercial epoxy to promote even load transfer. Specimens were loaded using

hydraulic wedge grips and a hydraulic test machine (MTS 810, Minneapo-

lis, MN) at a nominal strain rate of 10−5 s−1. To enable measurement of full

field strains and displacements via digital image correlation (DIC), an artificial

speckle pattern was applied to the specimen surfaces. The speckle size was

approximately 50 µm (measured using an autocorrelation technique). Images

for DIC were taken at a magnification of 11 µm/pixel. The spatial resolution of

the displacement measurement was maximized by choosing the smallest pos-

sible subset size, hsub, that ensured full correlation (hsub = 31 pixels or 340 µm).

This choice yields a spatial resolution of displacements well below the in-plane

tow dimension (roughly 1 mm). The step size was selected to be hstep = 3 pixels

(approximately hsub/10). DIC was also used to map the initial surface topogra-
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phy and the results used to identify the locations of the tow boundaries on the

surface ply. The global stress-strain response was calculated using the nomi-

nal tensile stress and the area-averaged axial strains computed locally at each

node via DIC.

3.2.3 Experimental results

The average stress-strain response, computed from two tension tests, is

shown in Figure 3.2. The sample-to-sample variations were less than 3 %. The

Young’s modulus E0 = 120 GPa and corresponding Poisson’s ratio ν = 0.11

were calculated from the slopes of the average stress-strain curves in the elas-

tic regime. The axial tensile response of the material is approximately bi-linear

with the onset of non-linearity occurring at about 100 MPa. The ultimate ten-

sile strength is > 500 MPa and the failure strain is 0.65 %.

Full-field axial strain distributions, εapp(x, y) at several values of applied

strain, εapp, are also depicted in Figure 3.2. Locations of the tow boundaries on

the surface ply are overlaid on these strain maps. The roughly square boxes

signify locations where tows are oriented transverse to the loading direction

and hence are visible on the external surface; these features are referred to as

’tow cross-overs.’ Up to εapp = 0.3 %, the strains are uniform over most of

the surface, with the exception of slight strain concentrations within the tow
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cross-overs lying closest to the cut edges of the test specimen. These strain

concentrations intensify with increasing applied strain while additional strain

concentrations appear at cross-overs elsewhere on the specimen surface. At

εapp = 0.6 % (shortly before fracture), the majority of transverse cross-overs in

the field of view exhibit high strain concentrations, with peak strains exceed-

ing 1 %. In some cases, two bands of strain concentration are present across

the width of the cross-over (further illustrated by line scans presented in Sec-

tion 3.4.2). More importantly, the strains in the axial tows in regions adjacent

to the cross-overs become elevated and eventually become the sites of fracture

initiation. A progressive series of correlated tow fractures is evident in the last

three strain maps in Figure 3.2; each of the tow fractures occurs between ad-

jacent pairs of tow cross-overs. These tow fractures are further evidenced by

the fact that the axial strains within those tows are negligible over distances of

several mm on either side of the breaks (indicated by the purple bands in the

figure).

Distributions in transverse strain, εxx(x, y), and out-of-plane displacement,

w(x,y), develop in a similar manner (Figure 3.3). That is, strain/displacement

concentrations first appear at the cross-overs nearest the cut edge and subse-

quently intensify and develop elsewhere on the specimen surface as the strain

is increased. The elevations in εxx and w, correlate strongly with those of εyy,

shown in Figure 3.3 and Figure 3.2(C) respectively. The positive out-of-plane
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displacements at the tow cross-overs indicate straightening of the underlying

axial tows, as described below.

The fracture path is shown in Figure 3.4, both in plan view (from DIC

images) and from optical images of polished cross-sections in the through-

thickness orientation. The fracture path of the surface ply exhibits a macro-

scale zig-zag pattern, defined by tow breaks between adjacent tow cross-overs.

In contrast, fracture follows a comparatively straight path through the interior

plies. We postulate that this is due to differences in the degree of constraint

on tow bending and straightening in surface and interior plies. This postulate

proves to be consistent with the results of the forthcoming FE model.

3.3 Finite element model

3.3.1 Mesh and geometry

A finite element model of an idealized unit cell of the weave was created

using the Virtual Specimen Generator, detailed by Blacklock et al. (2012) and

Rinaldi et al. (2012). Here the tows are taken to be elliptical in cross-section.

In general, each tow cross-section along the tow axis is characterized by four

parameters: the center of mass, the cross-sectional area, the tow aspect ratio

(major to minor axes dimensions), and the rotation of the major axis relative
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to the macroscopic fabric plane. In the present implementation, the tows are

assumed to have the same cross-sectional areas and aspect ratios along their

length and that the rotation of the major axis is zero everywhere. Furthermore,

each tow is assumed to be identical to every other: the tows being related to

one another through translation and rotation operations. The tow dimensions

are selected to match those measured experimentally. Using these inputs, the

Virtual Specimen Generator yields a three-dimensional representation of the sur-

face of each tow within the unit cell. Tow interpenetration, when it occurs, is

rectified using a set of topological rules defining the position of tows with re-

spect to each other to guide minor adjustments to the tow geometry (Rinaldi

et al., 2012). The resulting tow loci and tow profiles are shown in Figure 3.5.

Conventional meshing techniques (using, for instance, tetrahedral ele-

ments) tend to produce meshes with highly distorted elements in regions

where the matrix is very thin, i.e. between adjacent tows (Nemeth et al., 2010).

An alternative approach is to utilize a voxel mesh (as done, for example, by

Kim and Swan (2003)), so that the composite is meshed with brick elements.

The latter approach is employed here. Each voxel is assigned either to a tow or

to the surrounding matrix, depending on whether the centroid of the voxel lies

inside or outside of the tow surface. The voxelization algorithm of Patil and

Ravi (2005) was used to generate the voxel mesh. Matrix present on the com-

posite surface and between fabric plies was incorporated by adding a layer of
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matrix elements above and below the tows.

The disparate properties of the constituent phases—stiff, non-breaking

fibers and a compliant, weak matrix—were treated using a binary model for-

mulation (Cox et al., 1994; Flores et al., 2010; Xu et al., 1995; Yang et al.,

2005). The model employs a dual mesh comprising: (i) solid (3D) effective

medium elements that define the specimen geometry and embody the matrix-

dominated constitutive properties; and (ii) surface elements containing rebar

layers, embedded in each effective medium element that resides inside a tow

and embody only the axial fiber stiffness. With respect to the coordinate axes

defined in Figure 3.5, the rebar layers are placed on the y − z and x − z mid-

plane of the host continuum element for axial and transverse tows, respec-

tively. The load-bearing direction of the rebar layers is aligned parallel to the

(local) tow axis. For voxels lying outside of the tows, effective medium ele-

ments without rebar are used. The effective medium properties include the

shear stiffness of local assemblies of fibers and matrix, the stiffness of such

assemblies transverse to the fibers, and the stiffness of the matrix in the fiber

direction. Thus the effective medium properties are related (but not identical)

to those of the matrix alone. A similar dual-mesh scheme had been employed

previously in a simpler form (Flores et al., 2010). In that case, the axial fiber

properties of each tow were embodied in a single line element located at the tow

center line. The rebar layers used in the present model yield higher fidelity
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in the computed tow stresses. Additionally, they allow the stress gradients

transverse to the tow axis to be captured.

For computational purposes, the rebar layers are assigned a thickness, tr,

selected such that the volume of rebar in the model is consistent with the fiber

volume fraction in the entire composite (Vf = 0.52, calculated from the areal

density of the woven fabric and the mass density of the fibers reported by the

manufacturer). That is, tr = teVf /Vtow where te is the thickness of the effective

medium element perpendicular to the plane of the rebar and Vtow is the volume

fraction of tows (66 %).

To explore the effects of constraints on tow straightening, we model several

test geometries, ranging from completely unconstrained (i.e. a single ply) to

completely constrained (i.e. an infinite number of plies). Here, the term ”ply”

refers to a single layer of fabric that comprises both axial and transverse tows.

We note that a single ply is asymmetric with respect to its thickness direction;

such a ply is therefore expected from basic composite theory to exhibit some

tension/bending coupling.

Four geometries, depicted in Figure 3.5(b)–(e), were investigated:

1) A single ply, representative of either an exceedingly thin composite or of an

unconstrained surface ply produced, for example, by partial delamination

of a surface ply from the bulk;
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2) A two-ply symmetric lay-up, without the tension/bending coupling

present in the single ply model;

3) A four-ply symmetric lay-up, used to explore effects of internal plies on the

response of surface plies; and

4) An infinitely-thick composite, represented by a symmetric two-ply lay-up

with periodic boundary conditions in the thickness direction.

For the two- and four-ply symmetric lay-ups, the plies were arranged so

that the locations of tow crossovers within one ply did not coincide with those

in any other ply (see Figure 3.5).

The finite element simulations were conducted in ABAQUS Standard

(Version 6.12-EF4, Dassault Systèmes). Reduced integration brick elements

(C3D8R) were used for the effective medium whereas reduced integration em-

bedded surface elements (SFM3D4R) were used for the rebar layers. Success-

ful mesh convergence was achieved using voxels of size 92.8 µm × 92.8 µm ×

30 µm, yielding approximately 100,000 effective medium elements and 66,000

embedded surface elements within each ply.
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3.3.2 Boundary conditions

Periodic boundary conditions were used to replicate the unit cell in the in-

plane directions (x and y) and to model the geometry with an infinite number

of plies (using periodicity in z). The periodic boundary conditions are imple-

mented using three ‘fictitious’ nodes, denoted Fx , Fy, and Fz (Xia et al., 2003).

Periodicity in the x-direction, for example, is enforced by imposing constraints

on the displacements ui via:

ux(R)− ux(L) = −ux(Fx)

uy(R)− uy(L) = −uy(Fx)

uz(R)− uz(L) = −uz(Fx)

(3.1)

where R and L denote right and left faces, respectively (Figure 3.5(b)). That

is, the difference in displacements between corresponding (periodic) nodes on

the right and left faces equals the displacement of the corresponding fictitious

node. The latter displacement is related to the overall strain, ǫ̂ij, of the unit

cell by ǫ̂ij = ui(Fj)/Lj where Lj is the length of the unit cell in the j-direction.

Axial strains are applied by imposing displacements on the fictitious node Fy

in the y-direction. The remaining degrees of freedom of the fictitious nodes are

allowed to relax to ensure that all average stresses except σyy in the unit cell

are zero. Finally, the rotational degrees of freedom were constrained using the
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relationship ǫ̂ij = ǫ̂ji, which implies:

Lyuy(Fx) = Lxux(Fy)

Lzuz(Fy) = Lyuy(Fz)

Lxux(Fz) = Lzuz(Fx)

(3.2)

3.3.3 Constitutive properties

As in Flores et al. (2010), the response of the effective medium elements

is taken to be elastic-plastic, in accordance with a linear Drucker-Prager (DP)

yield criterion and an associated flow law. (In the present context, “yield”

and “flow” refer to the onset and evolution of inelastic straining arising from

distributed micro-cracking.) The DP model is a pressure-dependent law com-

monly used to describe cracking and comminution of brittle materials. The

yield condition can be expressed in terms of the principal stresses (σ1, σ2, σ3)

as:

√

(σ1 − σ2)2 + (σ2 − σ3)2 + (σ1 − σ3)2

6
= A + B(σ1 + σ2 + σ3) (3.3)

The constants A and B are calibrated following the procedure outline in Flores

et al. (2010). First, yield in uniaxial tension (σ2 = σ3 = 0) is assumed to occur

when σ1 = σnl
em where σnl

em is the effective medium stress at the onset of non-

linearity. Second, the yield stress in hydrostatic tension is assumed to be the

same as that in uniaxial tension: that is, σ1 = σ2 = σ3 = σnl
em. Substituting
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these results into Equation 3.3 yields A =
√

3σnl
em/2 and B = −1/2

√
3. Finally,

associated flow implies that the friction angle β equals the dilatation angle φ

and is related to B by tan β = −3
√

3B.

3.3.4 Preliminary calibration of constituent properties

Since the rebar elements represent the axial fiber properties, they are as-

signed a stiffness that, in combination with their thickness, yields the stiffness

that would be obtained from the axial fiber bundle (with Young’s modulus

E f = 270 GPa). Fiber fracture is neglected.

Direct computation or prediction of the effective medium properties, on

the other hand, is problematic, for two reasons. First, because of the inhomo-

geneous and porous nature of the matrix, even the average elastic properties

are difficult to estimate a priori. Second, the effective medium elements, by

definition, embody not just the matrix properties but also the contributions of

the fibers to the off-axis properties. In light of these challenges, we adopt a

pragmatic approach for calibrating the effective medium properties, using the

measured stress-strain response of the composite, in the following way.

The calibration procedure is based on (2D) laminate theory. As such, it

treats the fibers as being straight and aligned with the principal material di-

rections. Although this assumption is seemingly at odds with the objective of
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probing the strain variations associated with tow waviness, we find that the

procedure yields surprisingly good results, largely because the tows are in-

deed straight over most of their length. In principle, an iterative procedure

could be employed to achieve higher fidelity. This would be done by using

the preliminary estimates of the effective medium properties to perform a set

of finite element simulations, comparing the computed results with the perti-

nent experimental measurements, judiciously adjusting the effective medium

properties to bring the results into closer agreement with the measurements,

and repeating the finite element simulations with the adjusted parameter val-

ues. A small number of such iterations would almost certainly be adequate to

reproduce the measurements with high accuracy.

For the purpose of the approximate calibration, the composite is modeled

as a symmetric cross-ply laminate (i.e. [0◦/90◦]s). The elastic constants of a

single unidirectional ply comprising effective medium elements with Young’s

modulus Eem and Poisson’s ratio νem and with embedded rebar elements are

given by (Flores et al., 2010; Nazarian and Zok, 2014):

E1 = Vf E f + Eem

E2 = Eem

ν12 = νem

G12 =
Eem

2(1 + νem)

(3.4)
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where Vf is the volume fraction of fibers and the subscripts 1 and 2 denote the

fiber and transverse directions, respectively. (Note that the terms containing

the effective medium modulus in Equation 3.4 are not weighted by the ma-

trix volume fraction, since the effective medium fills all space.) The reduced

compliance matrix of the axial ply (assumed to be in plane stress) is given by:

S0 =

















1/E1 −ν12/E1 0

−ν12/E1 1/E2 0

0 0 1/2G12

















(3.5)

Similarly, the compliance matrix of the 90◦ ply is:

S90 =

















1/E2 −ν12/E1 0

−ν12/E1 1/E1 0

0 0 1/2G12

















(3.6)

Then, from elasticity, the compliance matrix for the cross-ply laminate is:

S
c = 2([S0]

−1 + [S90]
−1)−1 (3.7)

The elastic properties Eem and νem of the effective medium are obtained

through an iterative numerical procedure in which the errors between the

computed laminate properties (using the preceding framework) and the

experimentally-measured values are minimized. Taking the fiber properties

to be E f = 270 GPa and Vf = 0.52, the resulting effective medium elastic con-

stants become Eem = 50.0 GPa and νem = 0.266.

80



An analogous (pseudo-elastic) procedure is used to infer the inelastic prop-

erties of the effective medium. This is accomplished by first computing the

composite secant modulus at each level of strain from the experimental data.

The preceding numerical fitting procedure is then repeated, using the secant

modulus in place of the elastic modulus at each level of strain. This yields a func-

tion of the effective medium secant modulus vs. applied tensile strain. The

function is then converted straightforwardly into a stress-strain curve for the

effective medium. The results of this operation are plotted in Figure 3.6. The

stress-strain curve exhibits an elastic portion with a modulus of 50 GPa, an in-

elastic (nearly-linear) portion for stresses in the range of 45–85 MPa, followed

by nearly perfectly-plastic behavior through to fracture. Also shown in Figure

3.6 are three linear or bi-linear idealizations used in the subsequent finite ele-

ment simulations. They include: (i) elastic behavior with a modulus of 50 GPa

(line labeled A), (ii) a bi-linear response with a post-cracking tangent modulus

of 19 GPa, obtained by fitting the curve inferred from the calibration procedure

over the pertinent stress range (line B), and (iii) elastic behavior with a reduced

modulus of 19 GPa (line C), selected to match the post-cracking tangent mod-

ulus in the preceding case (line B).
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3.4 Finite element simulations

3.4.1 Macroscopic response

Preliminary finite element simulations with the ”experimental” effective

medium response proved to be satisfactory in matching the tensile stress-strain

curve at small strains but underestimated the measurements at higher strains,

by about 10 % to 20 %. One example, for the two-ply model, is shown in Figure

3.7(a). The discrepancies are attributable mainly to bending and straightening

of the wavy portions of the tows: a form of geometric softening that naturally

occurs in the real composite but is neglected in the laminate analysis used for

calibration. (Further evidence and manifestations of tow bending and straight-

ening are described below.) This results in underestimation of the effective

medium flow stress at high strains and, in turn, underestimation of the com-

posite response from the finite element simulations. In light of these results,

further finite element simulations employed the (stiffer) bi-linear representa-

tion shown in Figure 3.6. Select simulations for purely linear-elastic behavior,

with one of the two moduli shown in Figure 3.6, were also performed, largely

to investigate the effects of matrix elasticity on bending and straightening of

the wavy sections of the tows.

The effects of ply lay-up on the global stress-strain curves (using the bi-
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linear representation of the effective medium response) are shown in Fig-

ure 3.7(a). The results consist of four computed stress-strain curves and the

experimentally-measured curve. Initially, for stresses less than 100 MPa, the

computed curves are nearly coincident with one another and with the mea-

sured curve. In all cases, the computed stress at the onset of non-linearity

is about 100 MPa. Thereafter, at higher stresses, the curves exhibit small but

systematic differences. Notably, the single-ply model exhibits the softest re-

sponse: a result of the low constraint on tow straightening. The two-ply

model is somewhat stronger. The four-ply and two-ply infinite models yield

yet higher stresses, although the latter two are nearly indistinguishable.

The variation in the rebar stress with applied strain is plotted in Figure

3.7(b). Even in the early stages of loading, the rebar stresses deviate from those

expected from straight fibers, notably εappE f . This is a consequence of the mis-

alignment of the tows with the loading axis at the tow crossovers. The number

of plies also plays a role: the differences are greatest for the single-ply model

and least for the two-ply infinite model. Figure 3.7(b) also reveals evidence of

tow bending and associated effects of ply constraint. Bending causes variations

in the rebar stresses from their mean values at each level of applied strain, as

indicated by the error bars. Once again the effects are greatest in the single-ply

model, since, in it, the constraint against tow bending is the weakest.
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Despite the slight differences in the computed stress-strain curves, the re-

sults, on the whole, agree adequately with the measured curve. As a result,

no further efforts were made to refine the plastic properties of the effective

medium. Furthermore, the slight discrepancies between measured and com-

puted tangent moduli at the highest stresses may reflect the onset of fiber frac-

ture: a feature not incorporated in the present model.

3.4.2 Effective medium strains and displacements

To facilitate a valid comparison between the strain distributions measured

by DIC and calculated by FE, all strains were calculated from the nodal dis-

placements in the same manner. First, the nodal displacements from DIC and

from FE were interpolated in x, y and subsequently evaluated on a common

(x, y) grid with 40 µm nodal spacing. Strains were then computed by differen-

tiating the gridded displacement data with respect to the spatial coordinates.

Finally, the resulting strains were averaged using a Gaussian filter of length,

h f = 280 µm, and standard deviation 0.25h f . With these selections, the gauge

length for strain computation is less than one-third of the tow width (∼ 1 mm).

The axial strain distributions obtained in this manner are presented as full-field

maps in Figure 3.8; select line scans (along lines denoted C and D) are plotted

in Figure 3.9.
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The computed axial strains, εyy, exhibit patterns that are broadly in accord

with those observed in the DIC measurements (the latter also shown for com-

parison in Figures 3.8 and 3.9). Notably, the peak strains are obtained at the

tow crossovers. This is attributable to bending of the wavy sections of the axial

tows. The greatest curvature in the tow is at the edges of the tow cross-overs,

coincident with the locations of the peak strains.

The magnitudes and spatial distribution of these strains vary considerably

with the number of plies. In the single-ply model the values are highest and

the elevated strains persist over the entire crossover region, with two rather

small peaks near the edges. For the models with multiple plies, two distinct

strain peaks, of reduced magnitudes, exist along the edges of each crossover;

between the peaks the local strain is roughly equal to the applied strain. In the

two-ply infinite model the strains at the tow cross-over are the smallest and are

comparable to elevations present in regions away from the cross-overs. This

trend further exemplifies local tow bending and straightening as well as the ef-

fects of ply number on the degree of constraint. The number of strain maxima

observed in the experiments is heterogeneous: some tows (line C) exhibit one

maximum whereas others (line D) exhibit two. These variations likely reflect

heterogeneity in the local geometry of the tows and the matrix microstructure.

Away from the tow crossovers, the experimental strains exhibit fine-scale fluc-

tuations around εapp. The magnitude of these fluctuations appears to be of the

85



same order as the strain error associated with DIC (Rajan et al., 2012) and are

therefore likely spurious.

Maps of the computed transverse strain, εxx(x, y), and out-of-plane dis-

placement, w(x,y), along with select line scans (along lines E and F), are shown

in Figure 3.10. The transverse strains and out-of-plane displacements are sim-

ilarly periodic, with elevations correlated with the location of the tow cross-

overs. The magnitude of the out-of-plane displacements is dependent on the

number of plies: 12 µm in the single ply model, 3–4 µm in the two ply model,

and negligible displacement in the four ply model. The transverse strains fol-

low a similar trend(Figure 3.10(b)); values vary from 0.3 % in the single-ply

model to 0 % in the four-ply model.

The effects of elasticity, plasticity, and ply number on the strain concentra-

tions, characterized by kε = εmax/εapp (with εmax being the maximum axial

strain), are summarized in Figure 3.11. For each of the four models, kε is ini-

tially constant (independent of εapp, in the elastic domain), at values ranging

from 1.1 for the two-ply infinite model to 1.9 for the single-ply model. Once

yielding occurs, kε rises rapidly to a plateau level. Here again kε increases with

decreasing ply number, varying from 1.2 to 2.6. Interestingly, the post-yield

values are similar to those obtained for an elastic effective medium with a re-

duced modulus (19 GPa, matching the post-yield tangent modulus of the bi-
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linear case). The implication is that the extent of strain concentration is dom-

inated by the instantaneous tangent modulus of the effective medium. The

role of the effective medium properties on the axial strain distributions is fur-

ther illustrated in Figure 3.12 for two representative models (those with one

and four plies), along the line labeled C in Figure 3.8. The strains at the cross-

overs decrease with increasing stiffness of the effective medium. Clearly, strain

concentrations are not caused by inelasticity per se; instead, they are a mani-

festation of the mismatch in mechanical properties of the constituent phases

coupled with the weave geometry.

Although rigorous quantitative comparisons between computed and mea-

sured strains were not performed, it appears that, from examination of Figures

3.8, 3.9, and 3.10, the experimental results fall between those computed for the

one- and two-ply models. The variations obtained experimentally from one

cross-over to the next are likely due to variations in microstructure and prop-

erties of the matrix material beneath the tows. That is, regions that contain

larger-than-average pores and microcracks will experience lower constraint

and higher strain concentrations.

87



3.4.3 Rebar stresses

Contour plots of the normalized rebar (or fiber) stress, σf /(εappE f ), are

presented in Figure 3.13. The stresses are those in the top set of axial tows

(closest to the surface), averaged through the tow thickness. Regions contained

within the black contour lines experience a stress σf /(εappE f ) > 1. Also shown

on the figure are elemental stresses in the transverse cross-sections denoted

by the dashed lines. Line scans of the fiber stress, averaged over the cross-

sectional area of the tow, are plotted against axial position in Figure 3.14, for

the tow identified in Figure 3.13. The dots are average values and the error

bars represent the full range, from minimum to maximum.

The computed fiber stresses provide complementary information to the

surface (effective medium) strains. In the cross-over regions, where the trans-

verse tows experience high strain and the underlying axial tow undergoes

straightening, the fiber stresses are generally at their lowest. This is because

the fibers are misaligned with the loading axis. However, the spread in fiber

stresses is the highest at these locations, indicating bending of the curved tow

segments. The peak values are obtained elsewhere along the tows: specifically,

in regions of neighboring axial tows adjacent to the cross-overs. The ply num-

ber (which governs the constraint against bending and straightening) again

plays an important role; the peak normalized stress varies from about 1.35 in
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the single-ply to 1.1 in the two-ply infinite model.

3.5 Discussion

Predictions from the meso-scale models indicate the following effects of

the weave on deformation in 8HSW composites under tensile loading. (i) Mis-

alignment between the wavy portions of the surface axial tows and the load-

ing axis results in coupled tension and bending within those tows. Bending,

in turn, causes strain elevations in the effective medium at the edges of the

tow cross-overs, where tow misalignment is greatest (Figure 3.15(a)). (ii) Tows

misaligned with the loading axis not only experience bending stress, but also

tend to straighten (Figure 3.15(b)). Because of the low transverse tow stiffness,

this straightening causes elevations in the axial strains within the transverse

tows at this location. (iii) Tow straightening also produces positive out-of-

plane displacement of both the axial and transverse tows at the cross-over. The

latter displacement induces tension in the transverse tow along its axis, mani-

fested as positive (tensile) transverse strains above the cross-over. (iv) Out-of-

plane displacement of the transverse tow at the cross-over is constrained by

the two neighboring axial tows on the surface. This leads to transverse dis-

placements and elevations in the local axial stresses in the neighboring tows

(Figure 3.15(c)). All of the preceding effects are constrained by neighboring
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plies and thus vary with the total number of plies.

The maximum stress elevation in the neighboring tows depends on the

elastic/plastic response of the effective medium and the number of plies. For

the bi-linear stress-strain response employed here, the peak value varies from

about 10 % to 35 %: decreasing with increasing number of plies. The effects ap-

pear to reach a constant (small) value once the number of plies exceeds about

four. The effects are further mitigated upon increasing the matrix modulus.

The experimental measurements of surface displacements and strains are

broadly consistent with the model predictions and support the postulated ef-

fects of the weave on local deformation. The measurements, however, exhibit

variations at nominally equivalent surface sites, likely a consequence of the

heterogeneity of the matrix microstructure. More importantly, the extreme val-

ues in strains and displacements obtained experimentally appear to correlate

best with the predictions from the one-ply model. We speculate that this corre-

lation is the result of local separations between surface and interior plies, either

present in the pristine material or formed during tow straightening: features

that are likely not captured well by the effective medium plasticity model em-

ployed here.

The results further suggest that, because of the stress elevations obtained

in axial tows adjacent to cross-overs, the strengths of woven composites will
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be somewhat lower than those of comparable tape laminates (where all fibers

are straight and aligned). Although the progression of fiber breakage and co-

alescence that leads to composite rupture depends on the length scales over

which the stress elevations persist as well as the load transfer characteristics

between broken fibers and surrounding (intact) material, a worst-case scenario

might have rupture occurring at a stress that scales inversely with the relative

stress elevation. For instance, if the peak stress elevation is 35 % and failure

is assumed (conservatively) to initiate when the local fiber stresses reach their

intrinsic bundle strength, the fracture stress would be reduced by a factor of

1 − 1/1.35 = 25 %. A comparable reduction in failure strain might also be

expected. Naturally, these estimates neglect the complexity of fiber bundle

failure when the fibers are stressed non-uniformly: a problem that remains

unresolved.

Notwithstanding the difficulties in directly converting the predicted stress

distributions into a composite failure strain, the limited available data on com-

posites probed here and elsewhere appear to support the preceding ideas.

For instance, the failure strain of melt-infiltrated HiPerCompTM composites

with Hi-Nicalon fibers in satin weave architectures is 0.74 %; by comparison,

the failure strain of comparable HiPerCompTM composites in tape laminate

form is about 0.89 % (Corman and Luthra, 2005). The ratio of these failure

strains (1.2) is broadly in line with the fiber stress elevations computed in the
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present study. Additionally, the failure strain of the satin weave HiPerCompTM

(0.74 %) is higher than that of the present composite (0.65 %). Qualitatively, the

latter difference appears consistent with the predicted effects of matrix stiff-

ness and strength on elevations in fiber stress. Specifically, the matrix of the

melt-infiltrated HiPerCompTM composite is significantly stiffer and stronger

than the present PIP-derived matrix and would therefore be expected to pro-

duce lower fiber stress elevations at the tow cross-overs.

Finally, the validity of the assumptions underlying the binary model

formulation—wherein rebar elements represent the axial fiber properties and

an effective medium incorporates off-axis properties of both phases—has yet

to be critically examined for CMCs. This will require more comprehensive

comparisons of experimental measurements and model predictions over a

broad range of loading scenarios, including not only 0◦ tension but also 0◦

shear and 45◦ tension. Thus, although the model formulation and the con-

stitutive laws employed in the present study produce results that match the

various experimental measurements and observations for 0◦ tensile loading,

they may require some refinement in order to capture the behaviors over a

broader range of loadings. For instance, because the effective medium ele-

ments must incorporate all of the non-fiber axial stiffness and strength as well

as the off-axis properties of both phases, an anisotropic constitutive law may be

required to describe its inelastic behavior. Notwithstanding these limitations,
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the present model has provided useful insights into the origins and magni-

tudes of stress/strain concentrations associated with the weave, including the

effects of matrix stiffness and strength.

3.6 Conclusions

A meso-scale finite element model has been developed to investigate the

effects of the weave on strain and stress evolution in an 8HSW SiC/SiCN com-

posite. The model predictions indicate that stress and strain concentrations de-

velop in response to bending and straightening of the axial tows at the cross-

overs. Tow straightening is accommodated by out-of-plane displacement of

the tows at the cross-overs, which leads to an elevation in the fiber stress in

the neighboring axial tows. The effects are reduced somewhat for multi-ply

composites, provided the surface plies do not separate from the internal plies.

In the present composite, ply separation is expected to increase the stress ele-

vations from about 10 % to 35 %.

These insights re-affirm the importance of achieving a stiff and strong

(fully-dense) matrix in SiC/SiC composites. Low matrix stiffness and

strength—features inherent to PIP-based composites—will inevitably result in

strain and stress elevations in woven composites.
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The results further suggest that weaves with wavier tows, e.g., plain

weaves, will not perform as well as the satin weaves. They also imply that

some improvement in composite properties might be achieved by tailoring

near-surface weaves, e.g., replacing woven plies with unidirectional tapes.

94



1 mm

0.1 mm

(a)

(b)

(b)

Figure 3.1: Optical micrographs of composite cross-section.
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Figure 3.4: Plan view and through-thickness cross-section through fractured
specimen.
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Figure 3.5: (a) Schematic of tow path and tow shape used as input in generat-
ing the tow geometry. Tow architecture and ply lay-ups in: (b) single-ply, (c)
two-ply, (d) four-ply (e) two-ply infinite FE models. Designations of boundary
faces are shown in (b).
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Chapter 4

Characterizing in-plane geometrical

variability in textile ceramic

composites

This chapter is adapted from the publications: M. N. Rossol, T. Fast, D. B. Marshall, B. N.
Cox, and F. W. Zok. Characterizing In-Plane Geometrical Variability in Textile Ceramic Com-
posites. Journal of the American Ceramic Society. Available at: http://dx.doi.org/10.1111/

jace.13275; M. N. Rossol, J. H. Shaw, H. Bale, R. O. Ritchie, D. B. Marshall, and F. W. Zok.
Characterizing Weave Geometry in Textile Ceramic Composites Using Digital Image Correla-
tion. Journal of the American Ceramic Society, 96(8):2362–2365, 2013. Available at: http://dx.
doi.org/10.1111/jace.12468; and J. H. Shaw, M. N. Rossol, D. B. Marshall, and F. W. Zok.
Effect of Tow-Scale Holes on the Mechanical Performance of a 3D Woven C/SiC Compos-
ite. Journal of the American Ceramic Society. Available at: http://dx.doi.org/10.1111/jace.
13389
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4.1 Introduction

One of the desired attributes of 3D woven CMCs is the ability to tailor the

weave architecture to best match the anticipated thermal and mechanical stress

fields. But with the added complexity inherent in 3D weaves comes the possi-

bility of increased variability in the weave architecture. As noted in Chapter 3,

the weave architecture plays an important role in the onset of damage. There-

fore, understanding the nature of weave variability is a key issue that must be

addressed in order to properly assess the thermomechanical performance of

3D woven CMCs.

Synchrotron X-ray computed tomography (CT) has been shown to provide

exquisite detail in the geometric characteristics and defects with ca. µm res-

olution in woven ceramic composites (Bale et al., 2012; Blacklock et al., 2012;

Rinaldi et al., 2012). It has been used to establish statistical descriptors of the

shapes and positions of tows (Bale et al., 2012). In turn, these descriptors have

been used in conjunction with a probabilistic geometry generator to create vir-

tual specimens with the same statistical characteristics as those obtained from

the CT images (Rinaldi et al., 2012). In this way, the effects of defect distribu-

tions on thermal and mechanical performance can be probed computationally

(Blacklock et al., 2012). Despite the richness of information extracted from

CT images, the technique has one major drawback: that of severely-restricted
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volume and shape of specimens that can be characterized. While extensive

work has been done in the textile community to enable automated detection

of defects in large woven material, the techniques are fundamentally qualita-

tive, with defects only needing to be identified and located, not quantified and

characterized (Campbell and Murtagh, 1998; Chan and Pang, 2000; Jasper and

Potlapalli, 1995; Mak et al., 2009).

The objective of this chapter is to present a methodology for characterizing

long-range weave defects using a complementary characterization technique,

based on surface topography mapping via 3D DIC . Although DIC mapping is

inherently limited to characterization of external surfaces, the surfaces of wo-

ven composites of interest (described below) constitute a significant fraction of

all tow surfaces. Consequently, the technique is expected to provide substan-

tial information (though clearly not comprehensive) on geometric tow defects

that cannot be gleaned from µCT imaging alone.

The outline of the chapter is as follows. The surface topography of a 3D

woven CMCs measured using 3D DIC is compared with data obtained from

µCT. The comparison is used to guide the proper choice of correlation param-

eters in order to minimize measurement error, while retaining the needed spa-

tial resolution. Procedures are developed for acquiring and stitching multi-

ple DIC data sets in order to characterize large panels. Analytical methods
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are presented for characterizing deviations of the weave from a hypothetical

perfectly-periodic structure using the positions of one population of surface

tows as fiducial markers. The methods include partitioning of the deviations

into short- and long-range components, calculation of their spatial derivatives

(to enhance the visibility of the short-range components) and spectral analy-

sis of the derivatives using Discrete Fourier Transforms. Panel curvatures also

emerge from these analyses. The methods are demonstrated on a composite

panel that appears quite regular to the unaided eye. Finally, the methods are

applied to characterize panels with other weave features, including holes and

shear defects.

While demonstrated here for a representative 3D woven ceramic matrix

composite, the methods are applicable to any woven or braided product with

nominally periodic architecture. The shorter range variations in tow packing

density reported below are concluded to be generated by the weaving machin-

ery and therefore might be endemic to weaves. Indeed, qualitative characteris-

tics are very similar to those reported elsewhere for 2D twill weaves of carbon

fibers intended for use with polymer matrices (Vanaerschot et al., 2014).

113



4.2 Characterizing surface topography using DIC

4.2.1 Materials and experimental methods

The material of interest is a woven three-layer angle interlock C-SiC com-

posite (Bale et al., 2012; Blacklock et al., 2012; Rinaldi et al., 2012). The fiber pre-

form consists of T300-6K tows in the configuration depicted in Figure 4.1. The

fibers (each of diameter 7 µm) had been coated with a thin layer of pyrolytic

carbon (as a debond layer) via chemical vapor infiltration (CVI). The preform

was then partially infiltrated with CVI SiC, resulting in a 40 µm-thick matrix

layer around the fiber tows. The tows are approximately elliptical in cross sec-

tion (∼ 1 mm × 0.2 mm). The surface of the CVI SiC surrounding each tow is

textured with fine striations (∼ 100 µm wide) replicating positions of underly-

ing fibers. In this (partially-processed) state, the fiber tow boundaries can be

readily discerned in the synchrotron images and the external surfaces of the

panel present an accurate depiction of the local tow positions.

The results of CT imaging have been presented elsewhere (Bale et al., 2012;

Blacklock et al., 2012; Rinaldi et al., 2012). The test specimen had been im-

aged using monochromatic X-rays with 21 keV energy at the Advanced Light

Source (Lawrence Berkely National Laboratory, Berkeley, CA). The specimen

was 1.3 mm thick and 8 mm wide. Five tiled scans covering a height of 13 mm
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were conducted. The specimen comprised the equivalent of about two unit

cells of the fiber weave. A commercial re-construction code (Octopus v8, IIC

Ugent, Belgium) was used to create a set of two-dimensional slices normal to

the rotation axis. The surfaces of the sample were identified by binarizing each

two-dimensional slice to maximize contrast between the sample surface and

the background and then locating the outermost pixels with a value not equal

to that of the background. Visualization of re-constructed surfaces and associ-

ated computations were performed using Mathematica R©(Wolfram Research,

Campaign, IL).

Both surfaces of the same test coupon were characterized by DIC using pro-

cedures presented in Chapter 2. High-contrast speckle patterns were produced

on the (black) specimen surface using an airbrush with white water-soluble

paint. The average speckle size, determined by the autocorrelation technique,

was approximately 50 ± 10µm. Images for DIC were acquired using two digi-

tal cameras (Point Grey Research Grasshopper, Richmond, BC, Canada), each

with a CCD resolution of 2448 × 2048 pixels and a 70–180 mm lens (Nikon

ED AF Micro Nikkor, Nikon Inc., Melville, NY). The experimental set-up and

imaging conditions were selected to ensure that the entire coupon surface was

in the focal plane of both cameras and that the highest possible magnification

was attained. To achieve these goals, the lens focal length was 180 mm, the

aperture setting was F-22, the magnification was 10 µm/pixel and the angle
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between cameras was 19◦.

Image correlation was carried out using VIC-3D software (Correlated So-

lutions, Columbia, SC), employing the smallest possible step size (2 pixels,

20 µm) and subset sizes ranging from 21 to 91 pixels. The latter range was

selected to assess the trade-offs between spatial resolution and degree of cor-

relation. The intrinsic noise in the height measurements was characterized by

the root-mean-squared (RMS) difference between height measurements, ob-

tained from sequential image pairs that had been taken without altering imag-

ing conditions. Variations in degree of correlation and RMS error with subset

size (plotted in Figure 4.2) reveal a near-optimal subset size of 31 pixels, where-

upon 99 % of subsets are successfully correlated and the RMS error is 1–1.5 µm

(smaller than the CT voxel size: 4.4 µm). As demonstrated below, this noise

level is about an order-of-magnitude lower than the RMS differences between

surface heights obtained by DIC and CT. Increasing the subset size yields neg-

ligible benefit in terms of improved correlation or noise reduction. On the

contrary, as shown below, it leads to increased errors in surface height mea-

surements. Consequently, most results presented subsequently are based on

correlations made with this subset size.

In order to perform quantitative comparisons, the coordinates defining the

surface profiles obtained by each of the two techniques were aligned with one
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another using the locations of the peaks of the warp crowns as fiducial mark-

ers. The translations and rotations about the principal axes needed to align

the data sets were determined by minimizing the sum of the squares of the

Euclidean distances between the peaks of the warp crowns obtained from CT

and DIC measurements. The standard deviation in warp crown heights from

CT and DIC following alignment was 3.7 µm. Assessments of the DIC tech-

nique were made on the basis of 3D renderings of the surfaces, line-scans of

surface heights and residuals between the two data sets.

4.2.2 Re-constructed surfaces

3D renderings of re-constructed surfaces from both CT and DIC are shown

in Figure 4.3. Qualitatively the DIC results appear to provide an excellent rep-

resentation of the sample surface, as determined by CT, with the exception of

the fine surface striations. The inability to capture the striations is due largely

to the combination of attainable speckle size (50 µm) and subset size (31 pixels,

310 µm) needed to attain full correlation.

Quantitative comparisons between the two surfaces are presented in the

form of line scans of surface heights in Figure 4.4. Here we find that, in re-

gions further than ∼ 100 µm from the boundaries between adjacent tows, the

differences are typically <20 µm. Closer to the boundaries, where the surfaces
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exhibit rapid changes or discontinuities in height, the differences between CT

and DIC are somewhat greater, but still typically <50 µm.

A more comprehensive assessment of the fidelity of the DIC-derived sur-

faces was made by computing the RMS errors over the entire surface (com-

prising >200,000 data points) over a subset size range of 21–91 pixels (Figure

4.5). The error was computed in two ways. The first was based on all sur-

face data. In the second, a subset of those surface regions located more than

0.15 mm from a tow boundary was isolated and analyzed accordingly. The

isolated regions for the latter case and the RMS errors are shown in Figure 4.5.

Neglecting the boundaries, the error is essentially constant, at ∼ 10 µm, up

to a subset size of 50 pixels (0.5 mm). This level of error is only about twice

the CT voxel size - the latter setting the accuracy on the baseline true surface

heights. Including the entire surface yields somewhat higher errors at small

subset sizes (e.g. 20 µm at a subset size of 31 pixels) and a progressive increase

in error with subset size (approximately linear): differences attributable to er-

rors in resolving tow boundaries.

The main sources of error in the preceding comparisons include: (i) the

spatial resolution of the CT (roughly half the voxel size: ∼ 2 µm); (ii) the in-

trinsic noise in the DIC images (∼ 1 µm); (iii) the disregistry between the DIC

and CT images (∼ 4 µm); and (iv) the spatial resolution of the DIC measure-
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ments and the associated smoothing of fine surface features (i.e. curvature of

tows and fine surface striations). Although the convolution of these effects in

overall measurement error is complex, it would appear that, based on addition

of variances, a measurement error of 10 µm is likely to be the best one could

expect to achieve from such experiments with analysis areas of several cm2.

4.3 Application to panel characterization

4.3.1 Measurement methods

The preceding test methods were used to characterize a large panel of

the three layer angle interlock C/SiC composite. The panel had dimensions

157 mm × 116 mm in the weft and warp directions, respectively, and an aver-

age thickness of 1.36 mm. Some modification to the methods were made in

order to accommodate the large panel size.

Speckle patterns were created using the same technique described above,

but with a different airbrush. The resulting speckles were slightly larger, with

an average size of approximately 100 µm (Rajan et al., 2012). Images were ac-

quired using a focal length of 70 mm, aperture setting of F-16, and a magnifi-

cation of 23 µm/pixel. The angle between the cameras was 27◦. To retain high

resolution, images were taken of sub-sections of the surface (47 mm × 56 mm
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in size) and subsequently stitched together using methods described below.

To facilitate stitching, an overlapping region about 10 mm wide was included

in adjacent images. With the present selection of imaging parameters and the

panel dimensions, twelve image pairs were required to characterize each of the

two panel faces. The images were correlated with a subset size of 21 pixels and

a step size of 2 pixels. The raw topographic data, represented by the function

z(x, y) relating surface height z to in-plane coordinates x and y, were exported

from VIC-3D, with subsequent data stitching and further analysis performed

using Mathematica R©(Wolfram Research).

Stitching of two adjacent data sets requires that both be in the same ref-

erence frame. This goal was accomplished by first identifying three distinct

speckles (to serve as fiducial markers) in the overlapping field and then re-

positioning one of the images in-plane such that speckles were brought into

alignment. The requisite positional shifts and rotation were determined by

minimizing the sum of the squares of the Euclidean distance between each

pair of points in the two images. Following re-positioning in-plane, the im-

ages were shifted in the z-direction so that the mean surface heights in the two

images were the same. The shift needed in the z-direction is determined from

coincident line scans taken along the center line of the overlapping region be-

tween the two data sets (Figure 4.6). Excellent agreement is seen between line

scans of the repositioned data sets (Figure 4.6(c)). This illustrates the efficacy
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of the stitching process and the absence of artifacts arising from image distor-

tions. For the purpose of the segmentation operations described below, the

data for each panel face were auto-plane fit, to move them from the plane of

the camera CCD to the x − y plane. The full topographic map for one panel

face constructed in this manner is shown in Figure 4.7.

4.3.2 Segmentation of data

The present weave consists of four distinct genuses of fiber tows (Rinaldi

et al., 2012), three of which appear on the specimen surface: surface wefts,

center wefts, and warp tows (Figure 4.1(a)). The portions of tows that are visi-

ble on the surface exhibit characteristic variations of height and outline in the

x − y plane. Although the height ranges for different tow genuses overlap, au-

tomated attribution of each visible tow segment to a particular genus was pos-

sible by combining height and shape information. The data were segmented

into sub-sets for each tow genus using the following procedures.

First, common features were brought to comparable heights over the entire

panel area by subtracting from each z(x, y) value the mean local surface height

zlocal(x, y), computed over an area of one unit cell centered on (x, y). The warp

tows and the surface wefts, which generally stand higher than the central wefts

on the surface, were separated from the latter by thresholding the distribution
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of the quantity (Figure 4.8(a)). The warp tows and surface wefts were then

classified using information about the aspect ratios of the outlines formed by

the thresholding procedure: the average aspect ratio of the warp crowns is

slightly greater than unity whereas that of the surface wefts is less than 0.5. The

distributions in aspect ratios are plotted in Figure 4.8(b) and the segmented

warp and surface weft tows are shown in Figure 4.8(c).

The outlines formed by thresholding are more consistent for warp tows,

which appear on the surface as relatively regular crown features than they are

for weft tows. Therefore, the segmented domains formed by thresholding data

for warp tows were used exclusively for analyzing weave characteristics.

An ancillary result of computing local heights averaged over a unit-cell

gauge length is the spatial distribution in averaged surface heights zlocal(x, y);

fitting the data yields the two principal curvatures of the panel and their direc-

tions. The results for the two panel faces, plotted in Figure 4.9, show that the

principal curvatures are aligned approximately with the fiber directions. Ad-

ditionally, the slight differences in the surface heights on the two faces indicate

slight non-uniformity in the panel thickness. Examinations of corresponding

line scans on the two faces (not shown) indicate that these variations are no

greater than about 40 µm.
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4.3.3 Definition and interpretation of warp crown positions

Analysis begins by computing the position (xi, yi) of the centroid of the

segment area for each of N visible warp crowns, with i = 1, . . . , N. 2 This

position represents the mid-point of the intersection of the projections on the

x− y plane of the warp tow visible on the surface and the underlying weft tow.

With the y-axis assigned to the weft direction, variations in the component yi

describes lateral shifts in the position of the warp tow, while variations in the

component xi describes lateral shifts in the position of the underlying weft tow

(Figure 4.10). Any shifts of either the warp or weft tows along their own axes

remain undetermined.

Since the fabricated product was intended to be and is often modeled as

being regular and periodic, it is useful to extract from the stochastic data an

ideal perfectly-periodic structure and regard the measured textile as being a

deviation from this perfect structure. The ideal structure is one that would

be used in non-stochastic modeling of the composite to predict mean compos-

ite properties. The degree to which the real material departs from the ideal

should correlate with the measured scatter in properties if that scatter is due

to variations in the weave structure.

2An alternative choice of position to represent a warp crown segment is that at which the
surface height is maximum within the segment. The maximal positions were calculated by
fitting the data to a second-order polynomial. The resulting positions were almost indistin-
guishable from those obtained from the tow centroids. For computational expediency, the
centroid method is preferred.
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The determination of the unit cell size and orientation for the hypothetical

ideal is described below. Each warp crown position (xi, yi) can be regarded

as shifted by a deviation vector (ui , vi) from the location (xi, yi) that the warp

crown would have in the hypothetical ideal:

(xi, yi) = (xi, yi) + (ui , vi) (4.1)

All analysis is conducted using the array of positions (xi, yi) or deviations

(ui, vi), which are defined over a periodic grid, (xi, yi), with four grid points

(four warp crowns) per unit cell of the fabric (the unit cell is defined as the

smallest orthorhombic repeat unit of the ideal weave structure, Figures 4.1 and

4.8).

4.3.4 General weave characteristics

Figures 4.7 and 4.8 confirm that the weave is an approximately periodic

structure. Other broad characteristics of the fabric can be seen by collating the

projections of the trajectories of all warp and weft tows onto the x − y plane,

shifted in space to bring all of the warp and all of the weft tows separately into

coincidence at one end (Figure 4.11). The results show that: (i) the projected

trajectory of each tow is not straight over length scales larger than the unit cell

dimensions but instead follows a curved path; (ii) the projected trajectories

of warp tows appear similar to one another when viewed at the macroscopic
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scale (Figure 4.11(a)); and (iii) the projected trajectories of weft tows also ap-

pear similar to one another (Figure 4.11(b)). The implication is that each tow

population has undergone long-range cooperative deviation from its intended

path. In addition to the long range trends, scatter among the projections indi-

cates short-range positional fluctuations.

The average unit cell in the actual weave structure is defined by the two

vectors r1 and r2 along the warp and weft directions. These vectors are ob-

tained by determining the average vector connecting neighboring crowns on

all warp and weft tows. The mean and standard deviations of their mag-

nitudes over the entire panel area are r1 = λwarp = 7.52 ± 0.06 mm and

r2 = λwe f t = 5.05 ± 0.05 mm. The average angle between warp and weft

tows, obtained from the lattice vectors, is θav = 89.65◦ ± 0.06◦.

The direction of r2 (parallel to the weft tows) was taken to be the y-axis of

the specimen; the x-axis was set to be orthogonal to the y-axis. These directions

and the lattice dimensions λwarp and λwe f t define the ideal weave structure to

which the deviations of Eqn. (4.1) refer. The axes in Figure 4.12 and other data

plots are these axes of the hypothetical ideal.
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4.3.5 Long and short range deviations

Plots of the deviation data, rendered as quasi-continuous quantities by in-

terpolating the arrays (ui, vi), show that the largest amplitude deviations are

associated with variations that span the entire specimen (Figure 4.12). Lower

amplitude variations (mild color changes between the discrete contour lines in

Figure 4.12) occur over shorter spatial gauges.

The visibility of short wavelength variations relative to those with longer

wavelengths can be enhanced by spatial differentiation, which serves as a fil-

ter. Spatial derivatives of the deviations were computed at each grid point

(xi, yi) from the slopes of planar functions ui(x, y) and vi(x, y) fitted using the

least squares method to the deviations (uj, vj) at a set of grid points within an

area bounded by a unit cell of the weave structure centered on (xi, yi) (Figure

4.1(b)). The spatial derivatives of most interest are: (i) δxx = ∂u/∂x, which

gives a direct measure of fluctuations in the packing density of weft fiber

tows,3 (ii) δyy = ∂v/∂y, which gives a direct measure of fluctuations in the

packing density of warp fiber tows, and (iii) δxy = (∂u/∂y + ∂v/∂x)/2, which

is equal to one half of the cotangent of the angle, θ, between the warp and weft

tows. In the event that the deviations were caused by mechanical deforma-

tion of the preform after completion of weaving, the derivatives δxx, δyy, and

3δxx = ρo
we f t/ρwe f t − 1, where ρwe f t is the packing density of the weft tows and ρo

we f t is the

average packing density of the weft tows. Similarly, δyy = ρo
warp/ρwarp − 1.
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δxy can be regarded as tensorial strains εxx , εyy, and εxy in a quasi-continuous

material, which are meaningful over gauge lengths somewhat larger than the

tow spacing. Otherwise, if produced by the weaving process, δxx, δyy, and

δxy represent the variances intrinsic to the weaving operation. Maps of these

derivatives, rendered as continuous functions by interpolating the arrays of

values at the grid points (xi, yi), are shown in Figure 4.13.

The map of δxy in Figure 4.13(c) shows long-range variation in the angle

between the warp and weft tows along the x-direction, but minimal varia-

tion along the y-direction. As discussed above, this systematic variation is

attributable to shear deformation during handling after weaving. The magni-

tude of the shear strain increases approximately linearly with the distance x

with a gradient of 0.000 22 mm−1. The average shear strain over the area an-

alyzed is 0.003, corresponding to an angle θ = 89.65◦ between the warp and

weft tows.

Superimposed on the long-range variations inδxy in Figure 4.13(c) are short-

range fluctuations over length scales on the order of several unit cell lengths,

presumably introduced during the weaving operation. The magnitude of

these fluctuations (∼ 0.005) is about 1/4 of the long-range variation across

the field (approximately 0.02).

The map of δxx in Figure 4.13(a) shows a similar long-range gradient
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(0.000 26 mm−1) in the x-direction (along the warp tows). This variation could

also be caused by inadvertent fabric deformation after weaving. Because of

the waviness of the warp tows, deformation parallel to the fibers would be rel-

atively easy. Here, again, short-range fluctuations in δxx are superimposed

on the long-range variations. In contrast, the map of δyy in Figure 4.13(b)

shows only short-range fluctuations. This is consistent with the expectation

that, with the weft tows being essentially straight, deformation parallel to the

wefts would be difficult.

For further analysis, the long-range deviations (those with wavelength

larger than the specimen width) were subtracted from the deviation data in

Figure 4.12, then the spatial derivatives of the remaining short-range devi-

ations were calculated. The resultant maps are shown in Figure 4.14. (The

long-range deviations were determined by fitting bi-quadratic functions to the

deviations.) In this form, the derivatives δS
xx and δS

yy represent variations in the

relative short-range packing densities of the warp and weft tows, which are

likely inherent to the weaving process.

The maps in Figure 4.14 exhibit highly anisotropic spatial variations, i.e.,

with very different dependencies on x and y. The anisotropy arises because

the continuity of fibers tends to dampen positional deviations along the tow

direction but not transverse to it. Variations in δS
yy(x, y) tend to be smaller
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in the x-direction than in the y-direction. Conversely, variations in δS
xx(x, y)

tend to be larger in the x-direction than in the y-direction. Thus, variations in

δS
yy(x, y) and δS

xx(x, y) normal to their respective tow direction can be mean-

ingfully subjected to spectral analysis, whereas those along the tow direction

cannot (at least in specimens of the current size). An analysis that recognizes

the anisotropy in the richness of data follows.

4.3.6 Fourier analysis of variation of tow packing density

The short-range fluctuations in δS
xx and δS

yy were quantified by Fourier anal-

ysis. First, each set of data was interpolated to create a data set on a regular

grid with spacing λwarp/4 along all of the warp tows and λwe f t/4 along the

weft tows. Discrete Fourier Transforms (DFTs) were then evaluated for δS
xx(x)

(fluctuations of weft packing density) along successive lines above each warp

tow (120 lines, each containing 44 data points) and for δS
yy(y) (fluctuations of

warp packing density) along lines above the weft tows (44 lines, each contain-

ing 120 data points). This yielded a set of Fourier coefficients for each warp

line of amplitude A
(x)
m (s) and phase φ

(x)
m (s), and for each weft line of ampli-

tude A
(y)
m (s) and phase φ

(y)
m (s), where the index m refers to one scan line in

the data array and s is the spatial frequency (s = 1, . . . (n + 1)), with n the

number of data points along the line. The spatial frequencies are defined by a
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wavenumber k and a wavelength λ:

κ(s) =
2π

λ(s)
=

2π

L
(s − 1) (4.2)

where L is the length of the line.

Comparison of the phases and amplitudes of the Fourier components for

all of the warp tows and all of the weft tows indicated substantial stochastic

variability. The results are summarized in Figure 4.15, as mean values and

standard deviations for each spectral component. Components with signifi-

cant amplitude are present with wavelengths ranging from the unit cell size

(s = n/4 + 1 and n − n/4) to the specimen width (s = 2 and n − 1). On cur-

sory examination the variation of the amplitude of the Fourier components

with s appears qualitatively similar for δS
xx(x) and δS

yy(y). The distributions

of phase angles show very large variances. While only half of the spectral

components plotted in Figure 4.15 are unique (due to symmetry of the Fourier

coefficients about s = 1 + n/2), all are needed during the reconstruction of

virtual specimens discussed below.

4.3.7 Generation of stochastic virtual specimens

The preceding spectral analysis for characterizing the tow density varia-

tions, δS
xx(x) and δS

yy(y), can be used as a basis for developing simple algo-

rithms for generating ensembles of stochastic virtual specimens. Virtual speci-

130



mens enable the development of high fidelity finite element models which can

be used to probe the properties and response of 3D woven CMCs. The pro-

cedure involves: (i) characterizing the stochastic variations of the amplitudes

and phases of the Fourier components in Figure 4.15; (ii) using a Monte Carlo

method to generate other instantiations of the set of Fourier components from

the same statistical distribution; and (iii) reconstructing the virtual specimen

by inverse DFT. Details of the procedure are given in the Appendix.

Figure 4.16 illustrates an example of the tow density variations generated

by the reconstruction algorithm for one virtual specimen, i.e., for one choice of

pseudo-random numbers. The spatial variations are qualitatively very similar

to those seen in the experimental data (Figure 4.14). Complete validation of

the quality of the reconstruction algorithm requires comparison of data from

a large ensemble of virtual specimens with data from a large ensemble of real

specimens.

4.3.8 Discussion

Deviations in the tow positions may have arisen during handling of the

woven fabric (after manufacturing). Alternatively they may have been built

into the fabric during the textile manufacturing process. The analysis suggests

that the deviations in fact include contributions of both type: namely, long-

131



wavelength contributions caused by fabric deformation and short-wavelength

contributions created during the weaving process.

Deviations in the lateral positions of weft tows can arise during ”beating

up”, wherein weft tows that have been newly inserted between warp tows are

pushed along the warp tows into the fabric that has already been formed. The

position at which the weft stops sliding along the warp tows during beating up

is expected to be variable (Figure 4.10(b)). Deviations in the lateral positions

of warp tows might arise during weaving due to interplay between looseness

in the heddles that guide the warp tows, variations in the frictional drag im-

posed by weft tows during their insertion, and non-uniformity in the tensions

applied to the warp tows. Variations in the lateral positions of either tow type

imply variations in the local packing density of tows, which imply variations

in the local fiber volume fraction.

Displacements due to deformation of the fabric after its manufacture are

associated with global shear deformation, which occur by sliding rotations of

tows at crossovers. When the global shear is small, it causes minimal change

to the local tow packing density. The tow spacing varies as shear strain γ2;

for γ ∼ 10−2, for example, the fractional change in tow spacing is ∼ 10−4.

However, if the shear strain is large (say ∼ 0.1), changes in tow spacing can

be so severe that fabric ”lock-up” occurs. When shear causes changes in tow
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spacing, the changes will be uniform over spatial gauge lengths for which the

shear strain is uniform.

By sampling specimens much larger than the unit cell size, the DIC method

has revealed statistical information that could not be discerned in a previ-

ous study in which the same composite had been characterized by micro-

computed tomography (µCT) of small test specimens (volumes comparable to

a single unit cell) (Bale et al., 2012). In particular, the in-plane deviations in the

µCT data were found not to be correlated between different tows (Bale et al.,

2012), whereas the DIC data reveal that they are indeed correlated over wave-

lengths larger than the unit cell. These deductions are not contradictory in that

longer wavelength correlations between different tows would not be expected

to emerge from data samples of a single unit cell. In such small volumes, the

deviations discerned in Figure 4.12 would be approximately the same for all

tows and would therefore not be detected as deviations; instead, they would

imply a shift in the spatial origin. Thus the µCT and DIC analyses are com-

plementary: the µCT analysis yielding details of deviations of tow loci and

shapes at scales equal to or less than the unit cell size and the DIC analysis

yielding deviations with wavelength exceeding the unit cell size. A reason-

able assumption is that the statistical trends at different gauge lengths found

by the µCT and DIC analyses are statistically independent of each other. In

generating virtual specimens, the deviations required to represent short- and
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long-wavelength variations in the textile would be generated separately and

combined by superposition.

Along with the averaged surface height reported in Figure 4.9, the displace-

ment, spatial derivatives, and short range deviations were also calculated for

the back side of the panel and can be found in Figure 4.17. The pattern of

short-range deviations on the front and the back of the panel were found to

be very similar. This suggests a high degree of correlation in the motion of

tows on both sides of the panel during the weaving process. Additionally,

the high degree of correlation between the front and back faces of the panel,

which were created from independent sets of DIC images, suggest that error

in the DIC measurements and stitching procedures are small in comparison

to the intrinsic deviations in the weave. While the error has not been directly

quantified through replicate analysis of the panel, this conclusion is further

supported by more recent work on different panels of the same weave, charac-

terized using analogous procedures, which show the same intrinsic variations

in tow packing densities.

The magnitudes and qualitative characteristics of the tow positional varia-

tions (or packing density variations) determined for the 3D woven carbon/SiC

composite studied here are remarkably similar to those determined in a con-

temporary study of a carbon fiber 2D twill weave intended for consolidation
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with a polymer matrix (Vanaerschot et al., 2014). Long-range deviations found

for the twill weave are similar, exhibiting a wavelength comparable to the

specimen dimension, again suggesting shear deformation resulting from han-

dling of the manufactured fabric. Short-range deviations are also similar, com-

prising multiple wavelengths between the unit cell size and the specimen size,

and exhibiting similar anisotropy in the variation of deviations in directions

parallel and normal to the tow direction. The similarity of short-range devia-

tions suggests that the observed variance results from variance in loom actions

that may be characteristic of weaving machinery, i.e., qualitatively consistent

for different looms.

4.4 Application and extensions to other panels

4.4.1 Material system and weave characterization

Material structure and fabrication

The preceding characterization methods were extended to panels contain-

ing weave features and defects. These features and defects were created by

modifying the original weave architecture in four ways.

First, the warp wavelength prescribed during weaving was increased by
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∼ 50 %. The result is a reduction in the weft packing density. This, in turn,

leads to a reduced composite stiffness in the weft direction (Shaw, 2014).

Second, holes were created within the fabric preform prior to CVI process-

ing. This was accomplished by gently inserting graphite rods, with smoothly

pointed ends and diameter 2 mm, through the fabric preform at select loca-

tions. During this operation the tows surrounding the rod were displaced lat-

erally by a small amount with minimal fiber damage. The rods were removed

after the pyrolytic carbon coating step, leaving behind approximately circular

holes within the partially processed preform (Figure 4.19(a)). The resulting

holes were 1.6–2.0 mm in diameter.

Third, a globally sheared preform was created by taking a pristine fabric

preform and clamping it along the two edges parallel to the weft tows. While

fixing one edge, the opposite edge was displaced parallel to the weft tows

until ”lock-up”: the point at which further motion was resisted by contact

between neighboring tows. Graphite rods were inserted through the sheared

fiber preform to secure its shape during CVI processing (Figure 4.20(a)).

Fourth, a local shear band two to three unit cells wide was created using the

same method described above. Here, the preform was clamped at the edges

of the shear band. The preform was again sheared until ”lock-up”. Graphite

rods were inserted at the edges of the shear-band to secure the preform during
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CVI processing (Figure 4.20(e)).

Characterization of weave structure

The modified panels were characterized using the approach outlined in

Section 4.3. A modification was made to enable further matrix processing of

the the modified panels. To prevent contamination by the paint used to create

the speckles needed for DIC, an alternative approach was developed to iden-

tify the locations of the warp crowns. The locations of the warp crowns were

instead identified using high resolution (1200 dpi) scanned optical images of

the partially-processed panels and a computational feature-finding algorithm.

The warp crowns were identified in the following way. First, a set of n

representative images of warp crowns were selected randomly from the entire

image. Next, using a template matching algorithm, potential matches for each

of the n images (or templates) with features on the image were identified. For

each successful match, the template location (once aligned with the features)

was used as an estimate of the warp crown location. Positive matches were

grouped spatially and the average position of each group was computed. Ad-

ditionally, the match probability (i.e. the fractional number of templates that

had been matched to each warp crown) was also computed. Features with a

match probability of < 10 % were deemed to be false positives and were there-
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fore excluded from further analysis. Following this procedure, about 99 % of

warp crowns were correctly identified; the remaining crowns and their lo-

cations were identified manually. Segments of incomplete tows at the panel

edges were excluded from the analysis, thereby yielding a rectangular data

array.

Once identified, the warp crown were used as fiducial markers to charac-

terize the weave using the the analytical methods presented in Section 4.3. The

panel with holes and the two sheared panels were made in the same run as the

as-processed (reference) panel characterized above. Therefore, the idealized

unit cell parameters (λwarp = 7.52 mm and λwe f t = 5.05 mm) determined for

the reference panel were used to calculated the local deviations in the panel

with holes and sheared panels. For the panel with the elongated unit cell, the

unit cell parameters (λwarp = 11.08 mm and λwe f t = 5.09 mm) were calculated

using the methods that had been applied to the reference panel.

4.4.2 Weave features and defects

Maps of the spatial derivatives for the modified panels are shown in Fig-

ures 4.18(b-d), 4.19(b-d), and 4.20(b-d, f-h). For comparison, results for the

reference panel have been reproduced in Figure 4.18 (f-h). The maps of spatial

derivatives were re-scaled for comparison with the modified panels. Measure-
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ments of the average values and standard deviations of the spatial derivatives

for the five panels — reference, with an elongated unit cell, with holes, globally

sheared, and locally sheared — are summarized in Figure 4.21.

Elongated unit cell

In the panel with the elongated unit cell, the variation in δxy is predomi-

nantly long-range in nature, with a gradient in δxy from the top left to bottom

right corners of the panel (Figure 4.18(b)). The non-zero values of δxy are at-

tributable to shear of the panel during handling after weaving. The magnitude

of its average value (δxy = 0.005) is comparable to that in the reference panel

(δxy = 0.003), but its standard deviation is about three times that in the ref-

erence panel (±0.025 versus ±0.008) (Figure 4.21). The presence of uniform

gradients in δxy across both panels (Figure 4.18(b,f)) indicates that the vari-

ation in δxy is a function of the panel size. The elongated unit cell panel is

182 mm × 287 mm in size, nearly three times larger than the reference panel

(157 mm × 116 mm in size). This is consistent with the difference in the stan-

dard deviation in δxy between the two panels. Of final note is the change in

sign of δxy between the two panels. This indicates that the three-layer angle-

interlock weave is susceptible to shear in both directions. This is also observed

in the sheared panels.
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The spatial variations in δxx and δyy are characterized predominantly by

periodic short-range fluctuations over length scales of a few multiples of the

unit cell dimensions. These fluctuations are manifested in the form of bands

of either dilation (positive δ) or compaction (negative δ). In the panel with the

elongated unit cell the variations in δxx are greater than in δyy (Figures 4.18(c-

d)). This is in contrast to the reference panel, where the variations in δxx and

δyy are comparable (Figures 4.18(g-h)). The average values of δxx and δyy are

nominally zero in both panels (Figure 4.21), indicating that the variations are

intrinsic to the weaving process.

These results suggest that the increased variance in δxx is due to the elonga-

tion of the warp wavelength. Increasing the warp wavelength leads increases

the average spacing between weft tows. Variation in the weft packing density

is caused by variation in tow motion during ”beating up” after the insertion of

each weft tow. The extra space between the weft tows allows for greater vari-

ability during consolidation. The weave parameters defining the warp spacing

were unchanged between the reference and elongated unit cell panels, result-

ing in similar variations in the warp packing density (δyy).
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Panel with holes

A nearly-uniform gradient in δxy is evident from the top left to the bottom

right in the panel with holes (Figure 4.19(b)). The magnitude of its average

value and standard deviation (δxy = 0.014 ± 0.016) are only slightly larger

than the average value for the reference panel (δxy = 0.003 ± 0.008) (Figure

4.21). It is evident from Figure 4.19(b) that local deformation of the preform

due to the presence of the holes does not contribute significantly to the mean

and standard deviation of δxy. The disturbance to the δxy field due to the holes

is small in magnitude and localized to a very small area surrounding each hole.

The increased average δxy is attributable to the additional handling required to

create the holes.

The variations in δxx and δyy are characterized predominantly by bands

of dilation and compaction of the tows. These variations are intrinsic to the

weaving process. Additionally, very near the holes, δyy (∼ 0.05) is about an

order-of-magnitude greater than average; the effect persists over an apparent

distance of about one unit cell away from the holes (see inset in Figure 4.19(d)).

(Since the strains are computed over distances equal to the unit cell dimen-

sions, the apparent strain within an individual cell can be the result of a large

displacement of a single warp crown adjacent to the hole. Indeed, this appears

to be the case for many of the holes in Figure 4.19(a).) In contrast, the local
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values of δxy and δxx are elevated only very slightly relative to their respective

averages (insets in Figures 4.19(b) and (c)).

The local deviation of the warp packing density (δyy) adjacent to the holes

is significantly greater than that of the weft packing density (δxx) suggesting

greater positional correlation between neighboring warp tows than neighbor-

ing weft tows. This is due to the topology of the weave. The warp weavers

lie on the relatively straight weft tows allowing for lateral sliding, resisted

mainly by compression of the neighboring warp tows. The weft tows, on the

other hand, are constrained laterally by the interlocking warp weavers at the

crossovers, but are unconstrained between these points. Lateral motion of the

weft tows must be transmitted to its neighboring wefts through the interlock-

ing warp network over length-scales longer than a unit cell. Within a unit cell,

each weft tow is not in direct contact with its neighboring weft tows. Instead,

a sizable gap (ca. 1 mm) exists between adjacent weft tows, as evident, for ex-

ample, in Figure 4.1(a). Consequently, large lateral displacements would be

required in any one weft tow in order to cause displacement of neighboring

weft tows.
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Sheared panels

In the globally sheared panel, δxy is characterized by three regions of ap-

proximately uniform shear (Figure 4.20(b)). Each region is of comparable

width. The left and right most region are more heavily sheared, with aver-

age values of δxy ≈ 0.045. In the central region the average value is δxy = 0.03.

The consistency in length over which approximately uniform shear is observed

suggests that the cooperative motion of the weave in the warp direction is lim-

ited to the width of one of these regions (75–85 mm or 10–11 unit cells). This

distance is commonly referred to as a correlation length (Bale et al., 2012). In

the locally sheared panel, a central band approximately three unit cells wide

was sheared uniformly. The magnitude of δxy in this region is ∼ 0.09. For

comparison, measurements on the reference panel yield an average value of

δxy = 0.003: more than an order-of-magnitude smaller than in either of the

sheared panels.

In both the globally and locally sheared panels, δxx is characterized by two

main features. First, intrinsic variations in the weft packing density are evident

as bands of positive and negative δxx (Figures 4.20(c) and (g)). The magnitude

of these variations are comparable to the variations in the reference panel (Fig-

ure 4.18 (g)). Second, a localized band of dilation (δxx ≈ 0.1) is evident ad-

jacent to the heavily sheared portions of each panel (Figures 4.20(c) and (g)).
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In the globally sheared panel the band appears at the boundary between the

heavily sheared region on the right side of the panel and the lightly sheared

region in the center. In the locally sheared panel the band occurs at the left

edge of the shear band. The magnitude of δxx in the dilation bands is more

than two orders-of-magnitude greater than the average values of δxx for each

panel (0.004 in the globally sheared panel and 0.0008 in the locally sheared

panel) (Figure 4.21). Also of note is the presence of a localized compaction

band (δxx ≈ −0.05) within the shear band in the locally sheared panel (Figure

4.20(g)).

As described in Section 4.4.1, these panels were deformed by shearing the

weave until ”lock-up”, at which point further rotation is resisted by contact

between the tows. Lock-up appears to coincide with tow rotations of ∼ 5◦.

It is surmised that after lock-up, further deformation of the panels is accom-

modated by extension and compaction of the weave. In both panels extension

along the warp direction occurs in the dilation bands adjacent to the heavily

sheared regions of the panels. This extension is accommodated by the wavi-

ness of the warp weavers and the gaps present between the weft tows. The

location of the dilation bands adjacent to the heavily sheared regions of the

weave suggests that extension of the weave is resisted within in these heav-

ily sheared regions, i.e., in the locked-up regions weave extension and further

tow rotation are resisted by tow contact. In the locally sheared panel contrac-
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tion along the warp direction occurs within the shear band, where the tow

rotations are ∼ 10◦, twice that in the globally sheared panel. This suggests

that weave contraction enables continued tow rotation beyond 5◦.

In contrast to δxx, the variations in δyy are unaffected by the shear defects.

In both the globally and locally sheared panels, the variations in δyy (Figures

4.20(d) and (h)) are comparable to the variation in the reference panel (Figure

4.18(h)). The average values of δyy within the globally and locally sheared pan-

els (0.0044 and 0.0046, respectively) are slightly higher than the average value

for the reference panel (0.0002), but comparable to the average value for the

panel with holes (0.0037). Dowels were inserted through the sheared panels to

retain their shape during CVI processing. This same was used to create the wo-

ven holes. As described above, δyy is elevated by up to an order-of-magnitude

adjacent to the woven holes. These elevations are evident in Figures 4.20(d)

and (h) and likely elevate the average values of δyy. The absence of localized

dilation or compaction bands in δyy is consistent with the weave topology. The

weft tows are nominally straight and not easily extended during handling and

the warp tows are constrained from lateral motion by their neighboring warp

tows.
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4.4.3 Discussion

The panels characterized in this chapter were further processed (using PIP)

to densify the matrices. Shaw et al. (2014b) and Shaw (2014) investigated the

effect of these weave features and defects on the mechanical performance of

the densified composites.

It was found that increasing the warp wavelength reduced the composite

stiffness and ultimate tensile strength when tested in the weft direction. This

is consistent with a reduction in the fiber volume fraction (weft packing den-

sity). When tested in the warp orientation the stiffness was unchanged, but the

ultimate tensile strength was increased. The increase in strength is attributed

to decreased waviness of the warp tows with increasing wavelength.

The introduction of holes through the weave caused negligible distortion

of the surrounding weft tows and only localized changes in warp tow packing

density. The ultimate tensile strength of the composite exhibited only weak

sensitivity to the presence of the woven holes. The response of samples with

woven holes was found to be comparable to composites with holes of the same

size produced by drilling.

Test coupons from the globally sheared panel were prepared in three ori-

entations: parallel to the warp tows; parallel to the weft tows; and perpen-

dicular to the warp tows. For loadings parallel to one of the two principal
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tow directions, the composite response was found to be insensitive to shear

defects. For loadings perpendicular to the warp tow population, the misalign-

ment of the axial tows leads to accelerated strain softening and a reduced fail-

ure stress. These effects are attributable to a reduction in the number of intact

tows within the gauge length and progressive decoupling and unloading of

the non-continuous tows near the edge of the test coupons.

4.5 Conclusions

A methodology for determining in-plane weave characteristics and depar-

tures from an ideal periodic weave structure in textile ceramic composites has

been developed. The methodology involves:

1) Determination of surface topography using high resolution image pairs and

3D image correlation;

2) Identification and segmentation of the positions of a prescribed population

of surface tows for use as fiducial markers;

3) Determination of a hypothetical perfectly periodic pattern that best fits the

stochastic positional data for tows;

4) Determination of in-plane deviations in the nodal positions from their po-

sitions in the hypothetical ideal and partitioning of these deviations into
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short- and long-range components;

5) Determination of spatial derivatives of deviations; and

6) Spectral analysis of the spatial derivatives in the direction transverse to ei-

ther set of tows by DFT, combined with simple models of the rate at which

the complex amplitude of each Fourier component varies in the direction

parallel to that set of tows.

Short-range deviations in the tow positions are associated with intrinsic

variability in the weaving process and leads to variations in the local packing

density of the tows. Long-range deviations are attributed to fabric deformation

during handling and are usually associated with global shear deformations of

the fabric preform.

The magnitude of these variations are expected to have minimal effect on

the ultimate tensile strength and failure strain of C-SiC composites fabricated

from preforms of this type. However, small variations in tow packing density

might be expected to affect infiltration and densification of the matrix mate-

rial within the inter-tow spaces. The resulting variation in the matrix density

and pore distribution may bias the locations and loads for crack initiation and

hence compromise the resistance of the composite to environmental attack.

The measurement and analysis methods have been extended to character-

ize weave features and defects that have a larger impact on composite prop-
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erties. Therefore, the test methodologies could be readily adopted as part of

quality assurance protocols that could be carried out at various stages of com-

posite fabrication.
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Figure 4.1: Unit cell of three-layer angle interlock weave of present interest:
(a) schematic showing the three genuses of tows and (b) optical image of the
composite in plan view. Also shown in (b) is a set of grid points used for least-
squares fitting of the deviations (uj, vj) at point (xi, yi), as described in Section
4.3.5.
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Figure 4.2: Effects of subset size on (a) percentage of uncorrelated subsets and
(b) standard deviation in surface heights from sequential images.
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Figure 4.3: Comparisons of 3D renderings of surfaces obtained from both CT
and DIC. Specimen length (from left to right) is 13 mm. Lines labelled A-D are
trajectories of scans presented in Figure 4.4. (Narrow gaps between the five
tiled scans in the CT images on the left represent regions in which CT data had
not been collected.)
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Figure 4.8: Results of segmentation process used to isolate tow segments. (a)
Thresholding based on local surface heights, (b) subsequent differentiation be-
tween wefts and warps based on tow aspect ratios, and (c) resulting surface
weft and warp tow segments (shown in purple and blue, respectively).
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Figure 4.11: (a) Warp and (b) weft tow trajectories throughout entire panel.
The warp trajectories had been shifted in the y-direction so as to align the left
end of each tow with y = 0. Similarly, the weft tows had been shifted in the
x-direction so as to align the bottom end of each weft with x = 0.
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Figure 4.12: Quasi-continuous plots of the displacement components, formed
by linear interpolation of the discrete data (ui , vi), where u and v are displace-
ments in the warp (x) and weft (y) directions, respectively.
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All figures are at approximately the same scale.

165



-0.05

-0.03

-0.01

0.01

0.03

0.05

δ 

50 mm

δ
xy

δ
xx δ

yy

(a) (b)

(d)(c)

Figure 4.19: (a) Plan view of the panel with woven holes. (b,c,d) Spatial varia-
tions of computed δxy, δxx and δyy.

166



-0.10

-0.06

-0.02

0.02

0.06

0.10

δ

50 mm
50 mm

-0.10

-0.08

-0.06

-0.04

-0.02

0.00
δ (a)

(c)

(d)

-0.05

-0.03

-0.01

0.01

0.03

0.05
δ

(b)

δ
xx

δ
yy

δ
xy

δ
xx

δ
yy

δ
xy

y
, w

ef
t

x, warp x, warp (e)

(f)

(g)

(h)

Globally sheared panel Locally sheared panel

xx warp, wa (e)(e)

cally sheared panelLoc

-0.10

-0.06

-0.02

0.02

0.06

0.10
δ 

-0.05

-0.03

-0.01

0.01

0.03

0.05
δ 

-0.10

-0.06

-0.02

0.02

0.06

0.10
δ 

Figure 4.20: (a) Plan view of the globally sheared panel. (b-d) maps of δxy, δxx

and δyy. (e-h) Corresponding results for the locally sheared panel. All figures
are at approximately the same scale.

167



-6 -4 2 0 2 4 6

Strain (%)

δ
xx

δ
yy

δ
xy

Elongated unit cell
Reference
With holes

Global shear
Local shear

Figure 4.21: Summary of the averages and standard deviations of spatial
derivatives δxx, δyy and δxy for the reference panel, elongated unit cell panel,
panel with woven holes, globally sheared panel, and locally sheared panel.

168



Chapter 5

Intermediate temperature

embrittlement of woven CMCs with

polymer-derived matrices

5.1 Introduction

SiC/SiC composites are susceptible to embrittlement between 700◦ and

900 ◦C. In this regime, silica formation is sluggish, allowing for oxidant ingress

through open matrix cracks or existing matrix porosity. The existing theories

regarding intermediate temperature embrittlement are based on experimen-

tal studies in dry, ambient air environments, on composites with MI or CVI
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matrices. It has been shown that oxidation of SiC is an order-of-magnitude

faster in water vapor than in dry air (Opila, 1999). Additionally, boron readily

volatilizes in water vapor environments leading to recession of the BN fiber

coatings (Jacobson et al., 1999a,b). With water vapor contents between 5 %

to 10 % in the combustion environment (Jacobson et al., 2001), these effects

are expected to have significant implications on the performance of SiC/SiC

CMCs. Furthermore, residual porosity in PIP-based CMCs provides for the

possibility of internal oxidation prior to the formation of matrix cracks. This

is in contrast to the performance of composites with MI and CVI matrices, in

which oxidant ingress only occurs at appreciable rates after matrix cracking

has occurred (Heredia et al., 1995). Extending the understanding of intermedi-

ate temperature embrittlement to PIP-based CMCs in water vapor containing

environments is the focus of this chapter.

In this chapter, an experimental study of intermediate temperature embrit-

tlement in a PIP-derived SiC/SiCN CMC is presented. The effects of two ox-

idizing environments (dry air and water vapor) on embrittlement at 800 ◦C

are investigated. Some intermediate temperature tests are performed under

static loading, whereas others involve eight hour heat treatments followed by

monotonic tensile tests to measure the retained strength. Embrittlement is as-

sessed via detailed fractography, including measurements of the size of the

fiber fracture mirrors. Microstructural evolution during intermediate temper-
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ature oxidation is investigated through detailed ceramatography. The findings

are used to provide further insights into the embrittlement mechanisms and to

guide future studies.

5.2 Material and experimental methods

5.2.1 Material

The composite material of interest in this study is S200H, described in

Chapter 3. It comprises woven Hi-Nicalon (SiC) fibers in a PIP-derived ma-

trix. The matrix was formed using a slurry of crystalline Si3N4 particles in

a preceramic polymer intended to produce an amorphous SiCN phase upon

pyrolysis. The polymer-derived matrix contains residual porosity and micro-

cracks as illustrated in Figure 3.1.

5.2.2 Intermediate temperature testing

Mechanical tests were performed on hour-glass shaped tensile coupons

178 mm long. The gauge section was 44 mm long with a radius of curvature of

122 mm. The width of the coupon was 11 mm outside of and 7 mm at the cen-

ter of the gauge section. The test coupons were mechanically ground to shape,

exposing the internal composite microstructure to the test environment. Fiber-
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glass tabs 25 mm long were adhered to the ends of the coupon with epoxy. The

tabs facilitated load transfer within the grips.

The experimental setup is depicted schematically in Figure 5.1. The ten-

sile coupons were loaded in a hydraulic load frame (MTS) using hydraulic

wedge grips. The temperature of the grips was maintained below 50 ◦C. Two

clam-shell IR heaters (Research Inc, Eden Prairie, MN) were attached to the

test frame. The heaters contained three independently controlled pairs of IR

lamps. With proper calibration, a uniform hot zone 25 mm in length was pro-

duced. The temperature in the hot zone was maintained at 800◦ ± 10 ◦C. The

temperature was measured using three K-type thermocouples that spanned

the hot zone.

The tensile coupons were suspended inside a quartz tube 25 mm in diam-

eter and 75 mm in length. The tube was centered inside the IR heaters. Gas

was continuously passed through the tube to achieve the desired environ-

ment. Two environments were investigated: dry air (AirGas, Radnor Town-

ship, Pennsylvania) and water vapor. The dry air contained 20–22 % O2 and

less then 7 ppm H2O. Water vapor was produced by pumping liquid wa-

ter through a stainless steel tube that passed through the hot zone (see Figure

5.1). The resulting water vapor was injected into the bottom of the quartz tube.

A peristaltic pump was used to inject liquid water at 0.2 mL/min, producing
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1 L/min of water vapor at the test temperature.

Two types of intermediate temperature tests were performed. The first

were stress-rupture tests in the water vapor environment. Samples were tested

at applied stresses of 200 and 300 MPa, 35 % and 55 % of the room temperature

strength. The second were residual strength tests after eight hour heat treat-

ments in water vapor or in dry air. Following heat treatment, the samples

were tested to failure under monotonic tension. The monotonic tension tests

were preformed at temperature, in the same environment as the heat treat-

ment. The tests were performed at a rate of 65 MPa/min. The experimental

setup was designed to minimize oxidation of the fracture surfaces by shutting

off the heaters upon failure of the test coupons.

5.2.3 Microstructural analysis

The fracture surfaces were examined by scanning electron microscopy

(SEM; XL30 Sirion FEG, FEI). Transverse cross-sections ∼ 3 mm below the frac-

ture surface were prepared and polished. The cross-sections were analyzed by

SEM. Lamellae suitable for transmission electron microscopy (TEM; Technia

G2 Sphera, FEI, Hillsboro, OR) analysis were extracted from select specimens

using a focused ion beam (FIB; Helios, FEI). Chemical analysis was conducted

using energy-dispersive spectroscopy (EDS; Oxford, Concord, MA) and semi-
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quantitative compositions were calculated with the Oxford INCA software.

Due to known difficulties in quantifying EDS data for the light elements (i.e.,

B, N, C) in some instances the analysis relied primarily on direct comparison of

the EDS spectra. The degree of crystallinity of each material in the composite

was assessed using selected-area electron-diffraction (SAED).

5.3 Results

5.3.1 Intermediate temperature test results

The results from the intermediate temperature tests are shown in Figure

5.2 and are plotted as stress at rupture versus time at temperature. The room

temperature strength reported in Chapter 3 is included for reference. All sam-

ples tested failed within the hot zone. For the stress-rupture tests (filled circles

in Figure 5.2), the time to failure increased with decreasing applied stress. For

the heat treated samples, exposure to water vapor resulted in greater strength

degradation than exposure to dry air. Of note is the correspondence between

the results for the 200 MPa stress rupture test (200SR) and the eight hour heat

treatment in water vapor (8hrWV). The 200SR sample failed after 8.15 hours,

while the residual strength of the 8hrWV sample was 208 MPa.

The fracture surface for a room temperature sample is shown in Figure
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5.3(a). It exhibits fiber pull-out in the axial tows, characteristic of CMCs with

weak fiber/matrix interphases. Substantial splaying of the transverse tows is

also evident. This is consistent with weak bonding between the tow and the

surrounding matrix, likely a result of heterogeneities in the PIP-derived ma-

trix. The fracture surfaces for the samples tested at temperature are shown

in Figure 5.3(b-c) and Figure 5.4. Each exhibits distinct features indicative of

strength degradation. The fracture surface of the 300 MPa stress-rupture sam-

ple (300SR) (Figure 5.3(b)) indicates minimal pull-out or transverse splaying

near the ground edges of the sample. In contrast, near the center of the sample

the fracture surface is comparable to the room temperature fracture surface;

substantial pull-out of the axial fibers and splaying of the transverse tows is

evident. In the 200SR sample (Figure 5.3(c)), the fracture surface is flat up to

∼ 1 mm in from the ground edges, with little to no pull-out of the axial fibers.

Near the sample center the axial fibers exhibit short pull-out lengths, 2–3 times

shorter than in the room temperature sample. Transverse splaying is not evi-

dent in the 200SR sample.

The fracture surface for the 8hrWV sample(Figure 5.4(a)) is comparable to

that of the 200SR sample. The fracture surface is flat up to ∼ 1 mm in from the

ground edges, while limited fiber pull-out occurs near the center of the sample.

Again little transverse splaying is evident. Unlike the sample tested in water

vapor, the fracture surface for the sample heat treated in dry air for eight hours
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(8hrDA) does not exhibit a flat fracture front (Figure 5.4(b)). Instead short

fiber pull-out lengths are evident throughout the fracture surface. The pull-out

lengths are 2–3 times shorter than in the room temperature sample. Splaying

of the transverse tows is also evident across the entire fracture surface.

5.3.2 Analysis of fiber fracture mirrors

The size of the fiber fracture mirrors was measured within select regions

of the room temperature, 200SR, and 8hrWV samples (highlighted regions in

Figure 5.3 and 5.4). The regions investigated are shown in Figure 5.5. Exam-

ples of fracture mirrors from each region are shown in Figure 5.6. Within each

region every visible fracture mirror was measured. The size of the regions var-

ied depending on the number of images needed to capture all of the fracture

mirrors. The number of mirrors measured varied from 51 in the room tem-

perature sample to 276 near the edge of the 200SR sample. Mirrors emanating

from internal flaws were distinguished from mirrors emanating from surface

flaws. There were also cases in which the fracture mirror encompassed the

entire fiber. In these cases the mirror size was equated to the average fiber

diameter (a = 2R = 13 µm).

The fiber strength, σf , can be related to the fracture mirror size, a, by the
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relationship

σf = c/
√

a (5.1)

where c is a constant. Historically, for glasses a is a measure of the mirror-

mist radius, while in poly-crystalline ceramics it is easier to measure the mist-

hackle radius (Quinn, 2007). The mist-hackle radius was measured in this

study. From Equation 5.1, qualitative comparisons of the fiber strength can

be made using the cumulative probability distribution of 1/
√

a (Figure 5.7).

Error bars indicate a relative error of 17 % for the measurement of a. The error

was estimated from the largest and smallest estimates of the mist-hackle radii

for five fracture mirrors chosen at random from each region. Mirrors emanat-

ing from internal versus surface flaws are illustrated with filled symbols and

empty symbols, respectively.

For the room temperature sample, the cumulative probability distribution

is centered about 1/
√

a = 1. For fibers near the edge of both the 200SR and

8hrWV samples the distributions are centered around 1/
√

a =∼ 0.65. The

distribution for fibers near the center of the 200SR sample lies approximately

halfway between the room temperature distribution and the distribution for

the fibers near the edge. Fibers near the center of the 8hrWV sample have a

similar distribution to the room temperature fibers.

The spatial distribution of the measured values of 1/
√

a for the embrittled
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samples are depicted in Figure 5.8. The value of 1/
√

a is denoted by the color

maps, while the mirror locations are denoted by the symbols. Mirrors emanat-

ing from internal flaws are designated with filled circles, mirrors emanating

from surface flaws are designated with empty circles, and mirrors that encom-

pass the entire fiber (a = 2R) are designated with x’s. The values of 1/
√

a

appear to be randomly distributed within each region. There does appear to

be a spatial correlation between the locations of mirrors with a = 2R near

the edge of the 200SR and 8hrWV samples. Their locations appear to form

an inter-connected network. This suggests the presence of an inter-connected

network of defects in the matrix, leading to accelerated embrittlement of the

fibers locally. Further analysis is needed to confirm this hypothesis. Near the

center of the 8hrWV sample, all of the fracture mirrors emanating from in-

ternal flaws are congregated near the top of the region analyzed. Within this

sub-region, five of the ten mirrors emanating from internal flaws are clustered

together. This is possibly a result of variations in the composite microstructure

and merits further analysis.

The percentage of fibers within each region with internal flaws, surface

flaws, and mirrors with a = 2R are shown in Figure 5.9. In all regions the

majority of fracture mirrors emanate from surface flaws. The largest percent-

age of internal flaws (25 %) was found in the room temperature sample. A

single internal flaw was found near the edge of the 200SR sample, while no
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internal flaws were found near the edge of the 8hrWV sample. Internal flaws

were found in 2 % of the fibers characterized near the center of the 200SR sam-

ple and 15 % of the fibers near the center of the 8hrWV sample. The opposite

trend was found for mirrors encompassing the entire fiber, with the largest

prevalence being near the edge of the 200SR and 8hrWV samples (30–40 %).

Approximately 10 % of the mirrors analyzed near the center of the 200SR and

8hrWV samples and < 5 % of mirrors in the room temperature sample encom-

passed the entire fiber.

5.3.3 Microstructural observations

Transverse cross-sections were prepared ∼ 3 mm below the fracture sur-

faces. The cross-sections were prepared through material that was within the

hot zone and thus provides a comparable depiction of the microstructural evo-

lution within the composite as would be expected at the fracture surface. SEM

micrographs of regions near the edge and center of each sample are shown in

Figure 5.10 and 5.11. Micrographs of a polished as-processed coupon are in-

cluded for comparison. Near the center of each sample the BN coatings appear

intact. Extensive oxide formation is evident between the fibers and the matrix

near the edges of the 200SR and the 8hrWV samples. In both cases, oxide for-

mation is spatially in-homogeneous: variations are seen from fiber to fiber and
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even around individual fibers. The BN coatings appear intact throughout the

8hrDA and 300SR samples.

A detailed investigation of the composite microstructure was conducted

using TEM. Lamellae were extracted from a region between adjacent fibers

near the middle of an internal tow, such that each specimen included por-

tions of two fibers with associated interphases as well as the inter-fiber matrix.

Locations for analysis included: (i) near the center of an as-processed CMC

coupon, (ii) near the edge and (iii) center of the 8hrDA specimen, and (iv) near

the edge and (v) center of the 200SR specimen. In each case the location was

chosen to provide a best-case representation of the matrix, i.e., devoid of large

pores and micro-cracks, and in which the matrix contained both particles and

polymer-derived material.

As-processed microstructure

TEM micrographs of the as-processed composite microstructure are shown

in Figure 5.12(a). Select SAED patterns are shown in Figure 5.12(b-e). The

fibers were found to be crystalline SiC with grains 5–10 nm in size (Figure

5.12(a,d)). They contained minimal O (∼ 2 %), consistent with the manu-

facturer specifications. They were coated with a bi-layer of BN and Si3N4.

The nominal BN layer comprised: 23 % B, 22 % C, 35 % N, 17 % O, and 4 %
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Si. SAED indicates the presence of a nano-crystalline phase within the BN

layer. The diffraction rings are generally constituent with both hexagonal BN

and graphite structures (Figure 5.12(e)). The diffuse nature of the rings makes

it difficult to distinguish between the two structures and may imply that the

material is only minimally crystalline. These observations support literature

reports indicating that CVD BN consists of a network of turbostratic BN and

C (Pippel et al., 2000). This network readily absorbs O to satisfy the dangling

bonds on the turbostratic BN (Dietrich et al., 1998). The Si3N4 layer was found

to be crystalline, with grains on the order of 50 nm in size (Figure 5.12(c)). EDS

analysis suggested minimal O and C (∼ 5 % and 7 %, respectively) within the

Si3N4 layer. This may be accounted for in part by x-rays originating from the

adjacent layers due to the use of a probe comparable in size to the layer thick-

ness. The matrix consists of crystalline Si3N4 particles embedded in an amor-

phous polymer-derived phase (Figure 5.12(b)). The polymer-derived phase

contains nearly equal parts Si, C, N, and O. Porosity is on the nm scale is dis-

tributed throughout the polymer-derived matrix, while clusters of µm sized

pores are found adjacent to the Si3N4 particles.

Oxidation in dry air

TEM micrographs and select EDS spectra from the 8hrDA lamellae are

shown in Figure 5.13 and 5.14. Few micro-structural changes were evident
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relative to the as-processed condition: the composition of the fibers was un-

changed; oxide formation was not evident on the surface of the fibers; and the

fiber coatings remained intact both near the edge and the center of the sam-

ple. EDS analysis indicates slight compositional variability in the BN coatings.

In the 8hrDA sample, the BN layers have greater concentrations of Si and re-

duced concentrations of C and B in comparison to the as-processed sample

(Figure 5.14(a)). These compositional variations are presumed to be inherent

to the CVD processing. Of additional note is that the Si3N4 layer near the edge

of the 8hrDA sample is amorphous. This is indicated by the lack of visible

grains in the TEM micrograph in Figure 5.13(b) and was confirmed by SAED.

EDS analysis indicates that the layer is still nominally pure Si3N4, suggesting

that the lack of crystallinity is a result of variations in CVD processing rather

than the result of microstructure evolution during the environmental exposure

(i.e., oxidation). The PIP-derived matrix in the 8hrDA sample is comparable

to the as-processed matrix. A slight reduction in C and N concentrations is

suggested by EDS, but the ratio of the O and Si peaks is the same as in the

as-processed matrix (Figure 5.14(b)). This indicates that the polymer-derived

matrix has not been appreciably oxidized. The reduction in C and N could

result either from intrinsic variations in the composition or limited, selective

oxidation or out-gassing (i.e., pyrolysis).
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Oxidation in water vapor

TEM micrographs and select EDS spectra from the 200SR lamellae are

shown in Figure 5.15-5.16 and 5.17. EDS analysis of the fibers indicates that

their composition is unchanged from the as-processed state. In both lamel-

lae oxide layers formed on the fiber surfaces. EDS analysis indicates that the

oxide is nominally pure silica. Near the center of the sample this layer was 20–

40 nm thick and formed between the fiber and the BN coating. Near the edge

of the sample the layer was 120–260 nm thick. The boundary between the ox-

ide and the fiber was flat near the sample center. In contrast, near the edge

the fiber/oxide interface was more diffuse. Darkfield imaging indicates that

SiC grains are present throughout the fiber/oxide transition region, suggesting

that this could be a two phase region with unoxidized SiC grains surrounded

by silica.

The fiber coatings — BN and Si3N4 layers — remain intact near the center of

the 200SR sample. SAED indicates that the BN layer remains nano-crystalline.

Near the center of the 200SR sample, the relative heights of the B, C, O, and

Si peaks are comparable to the as-processed sample, while an increased con-

centration of N is indicated (Figure 5.17(a)). This is suspected to be a result of

inherent variations in the BN composition during CVD processing. Near the

sample edge the fiber coatings have been oxidized considerably, resulting in
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the porous layer evident between the silica and matrix in Figure 5.15(b) and

5.16. EDS analysis indicates that in comparison to the as-processed BN, this

layer has increased concentrations of Si, O, and N, with reduced concentra-

tions of C and B (Figure 5.17(a)). SAED indicates that the crystalline compo-

nent of the layer is similar to the original BN layer, i.e., containing hexagonal

BN and/or graphite domains. Darkfield imaging using the (002) hBN ring,

Figure 5.16(c), reveals a dispersion of fine crystallites in this layer. The relative

ratios of the B and C peaks in the EDS spectra indicate that the reduction in

C content is greater than the reduction in B. This suggests that the crystalline

phase is likely residual turbostratic BN that has is dispersed in the Si-O(-N-

B-C) glass. The extensive porosity in the layer is likely the result of N2 and

CO evolution as the Si3N4 layer oxidizes and graphite is removed from the BN

layer.

The PIP-derived phase of the matrix in the 200SR sample has been oxi-

dized. This is evident by increased concentrations of O, reduced concentra-

tions of C and N, and coarsening of the porosity (Figure 5.17(b)). The extent of

oxidation is greater near the edge than in the center of the sample.
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5.4 Discussion

5.4.1 Effect of applied stress

In MI and CVI composites, intermediate temperature embrittlement occurs

after the formation of matrix cracks (Heredia et al., 1995). In contrast, the re-

sults of this study indicate that in PIP-based CMCs embrittlement occurs even

in the absence of an applied stress. This is evident by the comparable results of

the 200SR and 8hrWV samples. Measurements of the size of the fiber fracture

mirrors indicated that the strength of fibers within the flat fracture regions of

these sample were uniformly degraded with respect to the room temperature

fiber strengths. Strength degradation in the absence of an applied load also

occurred, albeit to a lesser extent, in dry air. These results suggest that the

embrittlement process is facilitated by oxidant ingress through existing poros-

ity and micro-cracks formed during matrix processing. The implication is that

embrittlement of PIP-based CMCs is controlled predominately by the time at

temperature for a given exposure environment.

Oxidant ingress through the matrix microstructure is further evident

through heterogeneity in the observed oxidation and embrittlement. This is

manifest in the non-uniformity in oxide formation near the edges of the 8hrWV

and 200SR samples (Figure 5.10 and 5.11), as well as the lack of spatial correla-
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tion between the measured fiber strengths (Figure 5.8). Heterogeneities in the

matrix microstructure also appear to affect the depth of oxidant ingress. Oxi-

dant ingress is evident throughout the 200SR sample: fibers near the center of

200SR sample exhibited reduced strengths with respect to fibers in the room

temperature specimen; and microstructural analysis indicated the presence of

a thin oxide layer between the fiber and the BN layer, as well as oxidation of

the PIP-derived matrix. In contrast, the distribution in strength for fibers near

the center of the 8hrWV sample were unchanged from the room temperature

sample. While a TEM lamella was not extracted from the center of the 8hrWV

sample, the lack of fiber embrittlement suggests that internal oxidation did not

occur. It is therefore likely that within the as-processed microstructure, oxidant

ingress is restricted to existing networks of interconnected porosity/micro-

cracks that reach only a subset of fibers/tows. It is possible that the formation

of matrix cracks during stress-rupture tests could connect isolated pathways

within the matrix microstructure, allowing for oxidant ingress further into the

composite. This does not, however, appear to effect the failure strength of the

composite, likely because the matrix cracks do not appreciably increase the

rates of oxidant ingress. In any case, the matrix microstructure was found to

play an important role during internal oxidation and embrittlement.
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5.4.2 Intermediate temperature oxidation

The mechanisms of intermediate temperature oxidation in the PIP-derived

SiC/SiCN CMC studied here are inconsistent with the existing understanding

in the literature. In this study, oxidation occurred preferentially within select

constituents of the composite. The nature and rate of oxidation are dependent

on both the environment and distance from the ground edge. Following ex-

posure in dry air, evidence of oxidation was not found in the matrix or fiber

coatings (BN and Si3N4). The reduction in retained strength of the 8hrDA sam-

ple, 55 % of the room temperature strength, however, suggests that an embrit-

tlement mechanism is active. One plausible explanation is slow-crack growth

due to oxidation of free-C within the fibers. Near the center of the sample

exposed to water vapor, oxidation was restricted to the Si- and C-containing

phases, namely the fiber and the polymer derived matrix phase. A silica scale

was evident between the fiber and an intact BN coating. Measurements of the

size of the fiber fracture mirrors indicated degradation in the fiber strengths,

suggesting oxidation of free-C leading to slow-crack growth. Near the ground

edge of the sample exposed to water vapor, oxidation was more severe: em-

brittlement of the fibers was evident; a silica scale had formed on the fibers;

evidence of oxidation was found in the matrix; and the fiber coatings had been

oxidized. The resulting oxide formed by the fiber coatings contained primar-
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ily Si, O, and N along with residual crystallites of BN. This suggests that even

near the ground edge, oxidation is still occurring preferentially in the non B-

containing phases.

However, the existing understanding in the literature is that the BN fiber

coating oxidizes first (Morscher, 1997; Morscher et al., 2000; Ogbuji, 1998,

2003). The boria formed by the oxidation of BN is predicted to either volatilize

in water vapor containing environments, exposing the fibers to oxidation, or

react with neighboring SiC and SiO2 to form a borosilicate glass (Jacobson

et al., 1999a,b). Volatilization of the B from the borosilicate or continued ad-

dition of Si is predicted to increase the viscosity of the glass and eventual

bond the fibers to the matrix. This understanding is derived from experi-

mental results for model systems (Jacobson et al., 1999b) and mini-composites

(Morscher, 1997). In the model systems, the BN layers are directly exposed to

the environment, facilitating removal of the volatile boron-hydroxide species,

the rate controlling step for B volatilization. The mini-composites, consisting

of a CVD matrix, developed matrix cracks with openings on the order of 5–

15 µm (Morscher, 1997). Additionally, the distance from the fiber coatings to

the ambient environment is relatively short (10s of µm) due to the size and

shape of the mini-composites. The direct diffusion paths in both cases (Jacob-

son et al., 1999b; Morscher, 1997) allow for relatively high flux of both oxi-

dant to and volatile species from the reaction front. The conditions (i.e., aO2
)
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within the oxidizing regions could therefore be similar to the surface environ-

ment. The present results meanwhile suggest that while PIP-derived matrix

microstructure allows sufficient oxidant ingress to embrittle the composite, the

BN is shielded against oxidation and volatilization, even over relatively short

distances (< 100 µm).

The effect of the matrix microstructure on oxidant ingress was investigated

first by comparing the thickness of the silica layer that formed on the fibers

with predictions for parabolic oxidation of SiC (Figure 5.18). The oxidation of

SiC to form silica has been demonstrated to be comparable to the oxidation

of Si (Opila, 1994). The classic treatment of the oxidation of Si is provided by

Deal and Grove (1965) and indicates that oxidation is controlled by the inward

diffusion of the oxidant species through the growing oxide layer. The resulting

parabolic oxidation kinetics follow the relationship x2 = Bt, where x is the ox-

ide thickness, B is the parabolic rate constant and t is time. The parabolic rate

constant is defined as B =
2De f f C∗

N , where De f f is the diffusivity of the oxidant

through the oxide, C∗ is the solubility of the oxidant in the oxide, and N is the

number of oxidant molecules incorporated into a unit volume of oxide. The

oxidation of SiC in dry air and water vapor has been well studied. Parabolic

rate constants for oxidation in dry air were measured by Deal and Grove (1965)

(for Si) and by Ogbuji and Opila (1995) (for SiC). Parabolic rate constants for

oxidation in water vapor were measured by Deal and Grove (1965) (for Si) and
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by Opila (1999) (for SiC).

To compare the reported parabolic oxidation rates to the present observa-

tions, all rate constants were scaled for the oxidation of SiC at 800 ◦C in 0.2 atm

of O2 or 1 atm of water vapor. The predicted oxide thicknesses after eight

hours are compared with the oxide thicknesses measured from the TEM mi-

crographs (Figures 5.13 and 5.15). A significant difference was seen between

the predicted and measured values (Figure 5.18). In water vapor, the predicted

oxide thickness was 750–850 nm, three to five times greater than the measured

values near the edge of the 200SR sample, and almost an order-of-magnitude

greater than the values measured near the center of the 200SR sample. In dry

air, the predicted oxide thickness, 30–100 nm, is an order-of-magnitude smaller

than that in water vapor, but no visible oxide was found in the 8hrDA sample.

These results suggest that the rate limiting step for internal oxidation is the

transport of oxidants through the composite and not diffusion through the ox-

ide layer on the fibers, as predicted by parabolic oxidation. This is consistent

with the oxide thickness decreasing with increasing distance from the ground

edge. If the comparatively slow transport of the oxidants through the compos-

ite microstructure is the rate controlling step, it is conceivable that the local O2

activity could be considerably depressed relative to the external environment.

To determine the effect of O2 activity on the oxidation process, the ther-
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modynamics of SiC, Si3N4, and BN oxidation were considered. Calculations

were performed using the FactPS pure substances database in the Equilibrium

module of the FactSage software package. Oxidation of each constituent was

simulated by initializing pure, SiC, Si3N4, or BN at 800 ◦C in an environment

containing 1 atm argon (to generate an initial gas phase) and an oxygen ac-

tivity sufficiently low to prevent oxidation of the constituent (aO2
= 10−40,

f ugacityO2
= 10−40 atm). The equilibrium phase fraction was then calcu-

lated as a function of oxygen activity to a maximum aO2
of 0.1 ( f ugacityO2

=

0.1 atm), which was sufficient to fully oxidize the starting components and

produce a measurable excess of O2 gas. The calculated phase fractions, ex-

cluding argon and minor gas constituents, are plotted as a function of oxygen

activity in Figure 5.19 (a), (b), and (c) for SiC, Si3N4, and BN, respectively. In

each diagram, the pure constituent is shown as the only phase on the left, rep-

resenting the unoxidized condition, while the final oxidation products appear

to the right.

Interpretation of the results for Si3N4 and BN is straightforward. Once a

critical oxygen activity is reached (aO2
of 1.5 × 10−29 and 4.0 × 10−23, respec-

tively), the Si3N4 and BN oxidize to produce a combination of condensed oxide

(SiO2 or B2O3) and N2 gas. The equilibria for the oxidation of SiC is more nu-

anced. The thermodynamics suggest that the silicon oxidizes first, producing

a mixture of C and SiO2 once the oxygen activity reaches 1.6 × 10−32. The car-
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bon remains relatively resistant to oxidation, evidenced by a low CO:C molar

ratio, until the oxygen activity is above ∼ 10−26. As the oxygen activity is fur-

ther increased the graphite is progressively converted to CO and then the CO

oxidizes to form CO2. While the kinetics of SiC oxidation in the present sys-

tem may not allow for graphite formation, the calculated oxidation of carbon

provides additional information about the expected oxidation conditions for

the constituent phases in the composite.

The thermodynamic calculations predict that with increasing aO2
the con-

stituents of the fiber/coating system will oxidize in the following order: SiC

fibers, Si3N4 fiber coating, free C, and finally the crystalline BN within the fiber

coating. The oxidation of the polymer-derived matrix phase is not explicitly

modeled but the local Si-C and Si-N nanostructure may be expected to oxi-

dize at aO2
similar to that for SiC and Si3N4 oxidation. Oxidation caused by

H2O or OH- species were not explicitly modeled, but the oxidation hierarchy

is expected to be similar.

The observed microstructural changes in Figures 5.13 and 5.15 are in gen-

eral agreement with the calculations. There were no indications of oxidation

within the 8hrDA sample. This suggests that aO2
within the observed fiber

tows is less than the critical value needed to oxidize any of the constituents

(i.e., less than 1.6 × 10−32). Near the center of the 200SR sample a thin silica
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scale was present on the fibers and evidence of oxidation was found in the

PIP-matrix. This suggests that the effective aO2
in the interior of the composite

is between that needed to oxidize SiC and Si3N4. Near the edge of the 200SR

sample oxidation was evident for all of the Si-based phases (SiC fibers, PIP

matrix, and Si3N4 fiber coating), but residual crystallites of BN were present

within the Si-O-N(-B) glass formed upon oxidation of the Si3N4. This indicates

that the aO2
is sufficiently high to oxidize the Si-based phases and is likely fixed

near 4.0 × 10−23, the value needed for BN oxidation.

The combination of the thermodynamic calculations and microstructure

observations provide insight into the dynamics of internal oxidation of CMCs

with PIP-derived matrices. First, it is evident that while both the BN fiber coat-

ing and the polymer derived matrix phase have a considerable oxygen concen-

tration, the oxygen activity remains quite low. It would otherwise be expected

that oxygen within the CMC would react with the Si3N4 or SiC fiber during ei-

ther the processing heat treatments or the 8hrDA experiment. Second, if there

are no kinetic limitations on the SiC or Si3N4 oxidation reactions, it is expected

that both phases would oxidize preferentially to free-C and BN in an oxygen-

starved environment. If inward oxidant flux is less than the SiC oxidation rate

(governed either by the reaction rate or the local transport through the grow-

ing SiO2 layer on the fibers) it is conceivable that the aO2
could remain below

that required to oxidize BN or free C for an extended period. If, however, ox-
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idant penetration outpaces SiC oxidation, the aO2
would rise until additional

phases begin to oxidize. The findings of this study generally indicate that ox-

idant ingress is the rate controlling step in all cases except near the surface of

the 200SR specimen. As such, the BN and Si3N4 layers are intact in the dry

air specimen and in the center of the 200SR specimen. This result is appar-

ently at odds with the proposed mechanism for fiber embrittlement: selective

oxidation of free-C in the Hi-Nicalon fibers. Specifically, if aO2
is too low to ini-

tiate SiC oxidation, it is unclear how carbon could be extracted from the fibers.

One plausible explanation is that the nanostructure of the system (e.g., carbon

layers between SiC grains) changes the thermodynamics relative to the bulk

phases, leading to a different reaction hierarchy. For example, the extraction

of carbon from the fibers could be more accurately viewed as the substitution

of O for C at SiC grain boundaries rather than the oxidation of bulk graphite.

The energetics of such situations have not been explicitly studied and merit

investigation.

Regardless of the nuanced issues associated with the local environment

within the composite, it is clear that the oxidation mechanisms put forth in

the literature involving BN oxidation and volatilization are not active in the

interior of these CMC specimens. This suggests that CVD BN is permeable

to oxidants, enabling environmental attack of the fiber prior to BN oxida-

tion/volatilization. Similar findings have been presented by More et al. (1999)
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for the oxidation of thin section of SiC/BN/SiC composites prepared for TEM

analysis. Oxidation at the BN/fiber interphase increased with increasing con-

centrations of O in the BN. These results suggesting that O within the BN plays

an important role in oxidant transport and must be minimized to produce pro-

tective fiber coatings.

5.4.3 Intermediate temperature embrittlement

Four main theories, described in detail in Chapter 1, have been proposed to

explain intermediate temperature embrittlement of SiC/SiC CMCs. The pro-

posed mechanisms are: (i) oxidation induced slow-crack growth in the fibers

due to removal of free-C from the grain boundaries, followed by subsequent

oxide formation (Forio et al., 2004; Gauthier et al., 2009; Lamon and R’Mili,

2012); (ii) growth stresses caused by the molar volume expansion accompany-

ing silica formation on the fiber surface (Xu et al., 2014); (iii) stress intensifica-

tion caused by continued formation of oxide at the oxide/fiber interface after

the gap between the matrix and the fiber has been filled (Xu et al., 2014); and

(iv) stress concentration upon strong bonding of the fiber and matrix due to

silica formation (Glime and Cawley, 1998; Morscher and Cawley, 2002). The

implications of the results from this study on the efficacy of each proposed

mechanism follows.
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Fiber embrittlement was indicated by the fracture mirror analysis for sam-

ples tested in both dry air and water vapor. In dry air, strength degradation

occurred in the apparent absence of additional fiber surface, fiber coating, or

matrix oxidation. This suggests that the strength degradation was most likely

caused by undetected internal oxidation of the fibers. Determination of the rel-

ative strength of the fibers from measurements of the size of the fiber fracture

mirrors is ongoing and will be used to verify degradation of the fiber proper-

ties. Measurements of the size of the fiber fracture mirrors for samples tested

in water vapor indicate a reduction in the fiber strength with respect to fibers

in a sample tested at room temperature. Fiber embrittlement could be caused

by slow-crack growth within the fibers.

Silica formation was evident on the fiber surface in the samples tested in

water vapor. Silica was found to have formed between the fiber and the BN

layer near the center of the 200SR sample. Near the edge of the sample the

silica layer was between the fiber and the silica-based glass produced upon

oxidation of the BN/Si3N4 fiber coating. The models developed by Xu et al.

(2014) predicting stress elevation due to oxide formation on the fibers indicate

that the extent of stress elevation is controlled by the competing rates of ox-

ide formation and relaxation due to viscous flow. The oxidation rates of silica

within the 200SR sample were found to be significantly reduced in comparison

to the predicted parabolic oxidation rates. Additionally, the presence of water
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vapor has been shown to reduce the viscosity of silica (Opila, 1999), which

would accelerate relaxation. In combination, this suggests that the mecha-

nisms regarding oxide formation on the fiber surface will be inhibited.

Near the edge of the samples tested in water vapor, the BN/Si3N4 fiber

coating has been fully oxidized. The resulting oxide contained significant N,

crystallites of BN, and porosity. It is unknown to what extent this layer would

bond the fibers to the matrix and prevent fiber slip. Additionally, embrittle-

ment was found to be comparable for samples tested under static loading to

those tested in monotonic tension after oxidation. This suggests that the dom-

inant embrittlement mechanism does not require a change in applied stress as

would be the case for fiber/matrix bonding.

The results of this study suggest that intermediate temperature embrittle-

ment in PIP-based CMCs is dominated by degradation of the fibers. The lead-

ing theory as to the cause of embrittlement is oxidation-induced slow-crack

growth in the fibers. Further study is needed to verify this hypothesis. Out-

standing questions remain regarding the oxidation of free-C, which is the pro-

posed mechanism by which slow-crack growth occurs.

Strength degradation was greater for samples exposed to water vapor than

to dry air. Additionally, exposure to water vapor resulted in internal oxida-

tion of the Si-based constituents, while no visible oxidation was evident after
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exposure to dry air. This suggests greater ingress of water vapor than dry air.

It remains unclear if the accelerated degradation in strength is solely a result

of greater ingress of water vapor with respect to dry air, or to what extent in-

ternal oxidation contributes to composite embrittlement, i.e., could it activate

additional embrittlement mechanisms?

5.5 Conclusions

A preliminary experimental study of intermediate temperature embrittle-

ment in a PIP-based SiC/SiCN CMC was presented. Test coupons were tested

at 800 ◦C in dry air and water vapor environments. Some samples were tested

under static stress-rupture, while others were heat treated for eight hours prior

to the determination of their retained strength under monotonic tension. In-

termediate temperature embrittlement in PIP-derived composites is a complex

process with multiple competing phenomena occurring in a system with an

inherently complex microstructure. Aspects of these phenomena and their re-

lationship with the composite microstructure are not fully understood. While

further study is needed several insights have been gained regarding interme-

diate temperature oxidation and embrittlement:

1) Oxidant ingress occurs at appreciable rates through the residual poros-

ity and micro-cracks inherent to PIP-processing without the application of
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load.

2) Strength degradation is accelerated in water vapor containing environ-

ments versus dry air environments. The degradation in composite strength

is a result of degradation in the fiber strengths.

3) Internal oxidation occurs preferentially in the Si and C containing con-

stituents of the composite. This is in contrast to the current understand-

ing in the literature which predicts BN oxidation/volatilization to occurred

first.

4) The rate of internal oxidation is controlled by oxidant ingress through the

composite microstructure. It is greater in water vapor containing environ-

ments than in dry air environments.

Further study is needed to elucidate the mechanisms controlling these ob-

servations. While degradation in the fibers strengths is surmised to be a re-

sult of oxidation-induced slow-crack growth in the fibers, further analysis is

needed to verify this hypothesis. This includes determination of the fiber

strengths via measurement of the size of the fiber fracture mirrors after oxi-

dation in dry air. Supplementary information regarding the fracture process

could be gleaned by measuring pull-out lengths of the fibers. These mea-

surements could be facilitated using µCT. Additional stress-rupture tests are

needed to confirm that for oxidation in dry air, as was found in water vapor,
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the effects of applied load on strength degradation are secondary to the time

at temperature. Intermediate temperature tests in an Ar environment would

help to deconvolution the effects of temperature and oxidation on the compos-

ite strength.

The results of this study provide a contrasting process for internal oxida-

tion at intermediate temperatures to that presented in the literature. These

observations are convoluted by the complexity of the constituent phases in the

composite. While thermodynamic calculations provide insights to the hierar-

chy of oxidation as a function of O2 activity, questions remain regarding the

oxidation processes. Further study is needed to ascertain the role of the oxida-

tion kinetics during oxidation, particularly as it relates to the complexity of the

microstructure of the constituent phases. Controlled oxidation experiments on

small coupons as well as on the individual constituents, or simplified systems,

would be insightful. Studies of this type would also provide information re-

garding the mechanisms by which water vapor and dry air are transported

through the matrix microstructure. A better understanding of the mechanisms

and processes controlling internal oxidation would provide insight into the

role of internal oxidation on the embrittlement process.
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Figure 5.1: Experimental set up for intermediate temperature testing.
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(a) Room temperature

(b) 300 MPa stress-rupture

(c) 200 MPa stress-rupture

2 mm

2 mm

2 mm

Figure 5.3: Fracture surfaces after: (a) room temperature tension and (b-c) in-
termediate temperature stress-rupture.
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(a) 8hr soak in water vapor

(b) 8hr soak in dry air 2 mm

2 mm

Figure 5.4: Fracture surfaces after monotonic tension following eight hour heat
treatment in (a) water vapor and (b) dry air.
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(a) Room temperature
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(e) 8hrWV - Edge(d) 8hrWV - Center
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Figure 5.5: Regions of (a) room temperature tension sample, (b-c) 200SR sam-
ple, and (d-e) 8hrWV sample in which fracture mirrors were measured.
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Figure 5.6: Examples of fracture mirrors from the (a) room temperature tension
sample, (b-c) 200SR sample, and (d-e) 8hrWV sample.
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Figure 5.10: Electron micrographs of polished transverse cross-sections ∼
3 mm below the fracture surfaces of the (a) room temperature tension sample,
(b) 300SR sample and (c) 200SR sample. Blue arrows indicate intact BN fiber-
coatings, red arrows indicate extensive oxide formation at the fiber/matrix
interface.
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Figure 5.11: Electron micrographs of polished transverse cross-sections ∼
3 mm below the fracture surfaces of the (a) 8hrWV sample and (b) 8hrDA sam-
ple. Blue arrows indicate intact BN fiber-coatings, red arrows indicate exten-
sive oxide formation at the fiber/matrix interface.
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Figure 5.12: (a) TEM micrographs of as-processed COIC S200H indicating
composite microstructure. Micro- and nano-sized porosity is indicated by the
red and blue arrows, respectively. (b-e) SAED patterns for the different con-
stituents of the composite.
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Figure 5.13: TEM micrographs from (a) the edge and (b) the center of the
8hrDA sample.
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Figure 5.14: EDS spectra of (a) the BN layer and (b) the PIP-derived matrix for
the 8hrDA sample.
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Figure 5.16: Additional detail of the fiber interphase region near the edge of
the 200SR sample. The box in (a) indicates the approximate location of the
higher magnification (b) bright field and (c) dark field images of the former
BN/Si3N4 interlayer. The brightest features in (b) are presumed to be pores
in the oxide while the bright particles in (c) are presumably unoxidized BN
grains.
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Figure 5.18: Comparison of predicted oxide thicknesses calculated using lit-
erature values of the parabolic oxidation rate of SiC and measurements made
in the TEM. Parabolic rate constants for oxidation in dry air were measured
by Ogbuji and Opila (1995) and Deal and Grove (1965). Parabolic rate con-
stants for oxidation in water vapor were measured by Opila (1999) and Deal
and Grove (1965).
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Chapter 6

Conclusions

In the present study, the development and implementation of new char-

acterization techniques (such as 3D DIC and high resolution optical scans)

has enabled advancements in the understanding of the meso-scale structure

of the fiber architecture and the mechanical and thermochemical response of

woven CMCs. Through the judicious choice of the DIC parameters prior to

testing, following the protocol developed in Chapter 2, DIC has been demon-

strated to enable characterization of full-field strains and displacements with

sub-tow resolution. This is of particular importance in woven CMCs where

strain heterogeneities occur as a result of tow waviness in the weave archi-

tecture. Strain heterogeneities were found even in a seemingly ”flat” eight

harness-satin weave. In addition, DIC has been demonstrated to allow for
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the the characterization of surface cracks that form at higher stresses. In these

cases, the strains calculated near the cracks are non-physical in nature and DIC

results are more meaningful when presented in terms of displacement discon-

tinuities. Procedures have been developed to discern the location of cracks

and to measure their opening displacement profiles.

Predictions from the meso-scale finite element model developed in Chap-

ter 3, indicate that stress and strain concentrations in woven CMCs develop in

response to bending and straightening of the axial tows at the crossovers. In

unconstrained plies, bending and straightening are accommodated by out-of-

plane displacement of the tows at the crossovers. This in turn leads to elevated

stresses in the neighboring axial tows. The through-thickness constraint im-

posed by additional plies mitigates out-of-plane motion and reduces the stress

elevations by 10–35 %.

Experimental results for an eight-harness satin SiC/SiCN composites with

a PIP-derived matrix indicated substantial out-of-plane motion of the tows at

the crossovers in the surface plies. As predicted by the model, tow straight-

ening leads to elevated strains above the crossovers and elevated stresses in

the neighboring axial tows. The elevated stresses result in preferential tow

failure adjacent to the crossovers. The lack of through-thickness constraint

is a result of residual porosity and micro-cracks inherent to the PIP-derived
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matrix. These processing defects are particularly prevalent in the matrix rich

regions between the plies and are surmised to precipitate damage below the

crossovers. The presence of heterogeneities in the matrix play an important

role during damage initiation and evolution in woven CMCs.

The added complexity inherent to 3D woven CMCs leads to increased vari-

ability in the weave architecture. Using the characterization technique devel-

oped in Chapter 4, variations in a three-layer angle interlock C/SiC composite

were found to consist of short-range and long-range components. Short-range

variations are intrinsic to the weaving process and lead to variations (on the

order of 2–5 %) in the local packing density of the tows. Long-range variations

are attributable to deformation during handling after weaving. The three-layer

angle interlock weave was found to be particularly susceptible to shear dur-

ing handling. Shear deformations occur by sliding rotations of the tows at the

crossovers.

The characterization technique was extended to panels with weave fea-

tures, such as holes inserted through the weave, and systematically induced

shear defects. The holes inserted through the weave only perturb the tows

within the surrounding unit cell. Systematically induced shear defects result in

correlated tow rotations over distances of 75–85 mm (10–11 unit cell lengths).

During globally induced shear, tows rotate by ∼ 5◦ before the weave ”locks-
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up” as a result of contact between neighboring tows. After lock-up, further de-

formation of the panel is enabled by extension of the weave locally along the

warp direction. This results in a localized band of significant dilation (∼ 9 %

increase in the weft packing density) within the weave. During locally induced

shear of a band two to three unit cells wide, the tows rotated by 10◦. The addi-

tional rotation beyond 5◦ is accommodated by contraction of the weave in the

warp direction.

The magnitude of the variations in the weave architecture were found to

have minimal effect on the ultimate tensile strength and failure strain of fully

dense composites tested by Shaw (2014). However, the local variations in tow

packing density could affect the infiltration and densification of the matrix

material within the composite. As indicated for the 8HSW SiC/SiCN com-

posite, defects in the matrix affect the amount of constraint imposed on tow

straightening. Therefore, the resulting variations in matrix density and pore

distribution would influence the locations and loads for crack initiation.

The implications of the matrix microstructure on the intermediate temper-

ature oxidation and embrittlement of SiC/SiC CMCs is particularly impor-

tant. A preliminary experimental study of a PIP-derived SiC/SiCN CMC

(presented in Chapter 5) indicated that oxidant ingress occurred at appre-

ciable rates through the residual porosity and micro-cracks inherent to PIP-
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processing. This is in contrast to results in the literature for MI and CVI-based

composites in which oxidant ingress only occurs after the initiation of matrix

damage.

The transport of oxidants through the matrix microstructure was found to

have substantial implications on the internal oxidation process. The findings

are in contrast to the current understanding provided by the literature: that

internal oxidation begins with the BN layer. Instead, internal oxidation occurs

preferentially in the Si and C containing phases, then the Si3N4 fiber coating,

with oxidation of the BN occurring last. This is a result of sluggish oxidant

transport through the PIP-derived matrix microstructure, leading to reduced

O2 activity within the composite. Further study is needed to fully understand

the role of O2 activity during intermediate temperature oxidation. Embrittle-

ment of the CMC studied here was found to be controlled by strength degra-

dation in the fibers. It is surmised that strength degradation in the fibers is

cause by slow-crack due to oxidation of free-C within the fibers, though fur-

ther study is needed to verify this hypothesis.

Exposure to water vapor resulted in accelerated strength degradation and

greater internal oxidation in comparison to exposure to dry air. Understanding

the mechanisms by which water vapor versus O2 diffuse through the matrix

microstructure merits further investigation. Additionally, the role of internal
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oxidation on intermediate temperature embrittlement remains outstanding. It

is unclear to what extent internal oxidation enables additional embrittlement

mechanisms, or if accelerated oxidant ingress is the primary reason for accel-

erated embrittlement. In any case, the matrix microstructure has been shown

to play an important role during intermediate temperature oxidation and em-

brittlement.

The interplay between the matrix microstructure, the weave structure, and

the composite properties has been demonstrated in the present study. The

results indicate the need for dense, strong matrices. The implementation of

dense, strong matrices would mitigate the effects of weave architecture on

stress and strain elevation by preventing tow straightening. Furthermore,

dense matrices will inhibit oxidant ingress prior to the formation of matrix

damage. Current routes for the production of dense matrices, namely MI and

reactive-MI, are limited to use below 1400 ◦C due to the presence of residual

Si. Current work focused on improving reactive-MI processing using eutec-

tic Si alloys as well as understanding and controlling defect evolution during

PIP-processing are promising first steps in the development of dense matrices

for 1400 ◦C and beyond.
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Appendix A

Statistical analysis and

reconstruction algorithm

A.1 Statistical parameter set for DFT analysis

The stochastic variations in the amplitudes of the Fourier coefficients for

mode s, associated with DFT analysis of weft tow density variations, δS
xx(x, y),

transverse to the weft direction, are characterized by the mean and standard

This appendix is adapted from a peer-reviewed publication: M. N. Rossol, T. Fast, D. B.
Marshall, B. N. Cox, and F. W. Zok. Characterizing In-Plane Geometrical Variability in Textile
Ceramic Composites. Journal of the American Ceramic Society. Available at: http://dx.doi.

org/10.1111/jace.13275
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deviation M
(y)
A (s) and σ

(y)
A (s) of the amplitude A

(y)
m (s) and a correlation length

κA derived from Pearsons correlation parameter CA(k) for amplitude values at

pairs of scan lines separated by k:

κ
(y)
A (s) = Mean

k small

(

1 − C
(y)
A (k)

kdy

)−1

(A.1)

where dy is the scan line spacing, weighted to sample the first few values of k

only; and

C
(y)
A (k) =

∑m,m′(A
(y)
m (s)− M

(y)
A (s))(A

(y)
m′ (s)− M

(y)
A (s))/nmm′

σ̂
(y)
A (s)σ̂′(y)

A (s)
(A.2)

where the sum is over all nmm′ pairs of scan lines m and m′ for which m − m′ =

k and the variances σ̂ and σ̂′ appearing in the denominator are formed using

only those values of A
(y)
m (s) or A

(y)
m′ (s) that appear in the numerator when

forming the sum.

A.2 Random walk analysis of phase angles

Variations in the phase angle for mode s, again associated with DFT anal-

ysis of weft tow density variations transverse to the weft direction, are repre-

sented by a characteristic length λφ derived from a random walk analysis. The

random walk is defined by

Prob {φm − φm−1 = δφ} = 0.5

Prob {φm − φm−1 = −δφ} = 0.5

(A.3)
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where φm is the value taken by the phase variable φ on the mth of a sequence of

scan lines. The values of φ are not confined to a single branch, e.g., [0, 2π], but,

since a Fourier transform comprises sums of trigonometric functions, the value

of a transform is unchanged by φ → φ+ 2π. Further, if the values generated by

the random walk are mapped onto [0, 2π] by adding or subtracting multiples

of 2pi, the values will be uniformly distributed over [0, 2π] for large enough

walks.

For a given grid, the parameter available for calibration is the step size,

δφ, which is determined from the set of phase angles { φ
(y)
m (s),m = 1,. . . ,ny } .

These data are first conditioned to remove any discontinuities introduced by

their having been restricted to the interval [0, 2π] by the algorithm used to

compute the DFT:

φ
(y)
m (s) → φ

(y)
m (s) + ∆m (A.4)

where

∆j =































∆j−1 + 2π if φ
(j)
s − φ

(j)
s < π

∆j−1 − 2π if φ
(j)
s − φ

(j)
s > π

∆j−1 otherwise

(A.5)

and ∆1 = 0. (For example, the case might arise that on one grid point a phase

of 2π − ε exists and on the next grid point a phase of 2π − ε′. If the angles

were restricted to [0, 2π], then the latter phase would have been recorded as

ε′, leading to the appearance of a jump in value of approximately 2π. Such
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jumps would invalidate the following analysis.) Using the conditioned data,

the average distance walked, d, between two data points separated by k (i.e.,

the average of the absolute value of the change in φ between two line scans) is

compiled:

d(k) =
1

nk
∑
m

|φ(y)
m+k(s)− φ

(y)
m (s)| (A.6)

where the summation is performed over all available pairs of points in

{ φ
(y)
m (s),m = 1,. . . ,ny } , with number nk = ny − k − 1. If the phases are in-

deed governed by a random walk, then the expectation value of d(k) is given

by (wol)

〈d(k)〉 = δφ · f f (k) (A.7)

where

f f (k) =















(k−1)!!
(k−2)!!

n even

k!!
(k−1)!!

n odd

(A.8)

withX!! indicating the double factorial X(X − 2)(X − 4) . . . 1 with 0!! = 1. The

step size of the random walk is therefore calibrated from the data by fitting the

experimental values for d(k) according to

δφ =
∑k wk

d(k)
f f (k)

∑k wk
(A.9)

where the weight factors wk = ny − k− 1. Finally, the deduced value δφ is nor-

malized by the distance δy between line scans on the experimental specimen
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to yield the characteristic length

κ
(y)
φ (s) = 1/

δφ

δy
(A.10)

Formulae for the Fourier decomposition of the warp packing density

δS
yy(x, y) in the y-direction can be obtained from the preceding analysis by

permuting x and y in all subscripts and superscripts. The resulting complex

Fourier coefficients have amplitudes A
(x)
m (s) possessing mean M

(x)
A (s), stan-

dard deviation σ
(x)
A (s) and correlation length κ

(x)
A (s); and phase angles φ

(x)
m (s)

possessing characteristic length κ
(x)
φ (s).

A.3 Reconstruction algorithm - generating virtual

specimens

Virtual replicas of the experimentally measured stochastic textile are gen-

erated by the Monte Carlo method (Metropolis and Ulam, 1949) using the sta-

tistical information described above. To generate positional variations for any

genus of tows, the reconstruction algorithm generates instantiations of the am-

plitudes and phases of the Fourier components for a sequence of scan lines

normal to the tow direction. This is done by progressing from one member of

the sequence of scan lines to the next, using a Markov Chain algorithm devel-

oped in (Blacklock et al., 2012) to generate amplitude values and the random
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walk model described in Section A.2 to generate phase values. The Markov

Chain is governed by a Probability Transition Matrix (PTM), which is cali-

brated separately for each Fourier component s using the prescribed values of

the mean and standard deviation, e.g., M
(y)
A (s) and σ

(y)
A (s) for weft deviations,

as described in (Blacklock et al., 2012). The random walk is governed by Eqn.

(A.3). The process of generating amplitude values for the sequence of scan

lines is initiated at the first scan line by choosing a value for the amplitude

that is weighted by a normal distribution function with mean and standard

deviation, e.g., M
(y)
A (s) and σ

(y)
A (s). The process of generating phase angles is

initiated by choosing a phase value for the first scan line that is weighted by a

uniform distribution over [0, 2π].

When the amplitudes and phases have been generated for all Fourier com-

ponents, the variations of δS
xx, etc., along the scan lines is found by an inverse

DFT. Given these spatial derivatives, the positional deviations of the tows are

found by integrating over the specimen from a chosen origin.

The positional deviations describe only the deviations of tows where they

appear on the outer surfaces of the specimen. However, for thin specimens

typical of textile ceramic matrix composites (Marshall and Cox, 2008), this in-

formation, when used in conjunction with the reconstruction algorithm for

unit-cell scale deviations described in (Blacklock et al., 2012) and (Rinaldi et al.,
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2012), should suffice to generate positional deviations for the entire 3D fabric.

232



References

URL http://mathworld.wolfram.com/RandomWalk1-Dimensional.html.

G. Anzelotti, G. Nicoletto, and E. Riva. Mesomechanic strain analysis of twill-

weave composite lamina under unidirectional in-plane tension. Composites

Part A: Applied Science and Manufacturing, 39(8):1294–1301, 2008.

J. Aveston, G. A. Cooper, and A. Kelly. Single and multiple fracture. In The

Properties of Fiber Composites, pages 15–24. National Physical Laboratory, IPC

Science and Technology Press Ltd., 1971.

S. Avril, M. Bonnet, A.-S. Bretelle, M. Grédiac, F. Hild, P. Ienny, F. Latourte,
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