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Abstract 

Geodetic observations, often in conjunction with other data, provide a cost-effective means for identifying and 

characterizing geothermal resources.  A review of the various methods reveals how the technology for measuring 

deformation has advanced considerably in the past few decades.  Currently, Interferometric Synthetic Aperture 

Radar (InSAR) is the method of choice for monitoring deformation at a geothermal field.  A discussion of geodetic 

monitoring at The Geysers geothermal field, California, illustrates some of the progress made and the challenges 

that remain. 

Introduction 

Exploring for, and effectively exploiting geothermal resources are two of the most difficult challenges in energy 

development.  Geothermal prospects typically occur in geologically complex environments, usually in volcanic or 

metamorphic terrains.  Furthermore, they are complex physical systems with significant temperature, pressure, 

and chemical variations, often accompanied by fluid phase changes, and tectonically active with faulting and 

conductive fractures. The extreme heterogeneity and rugged topography that are often encountered in 

geothermal areas can render seismic reflection methods ineffective.  The harsh sub-surface conditions, with high 

temperatures and corrosive fluids, severely limit or preclude well logging.  Furthermore, the financial resources 

available for geothermal exploration are often much less than for hydrocarbon exploitation.  As a result, passive 

techniques, such as heat-flow studies and micro-seismic monitoring are some of the most common methods 

used in geothermal exploration.  However, these methods have several drawbacks.  Heat flow observations are 



point measurements and lack both spatial and temporal resolution.  Micro-seismic methods are limited to areas 

were earthquakes occur, are indirectly related to the temperature and fluid pressure, and have a temporal 

sampling that depends upon the frequency of seismic events. 

In this paper we discuss geodetic techniques for identifying and characterizing geothermal resources.  These are 

methods for measuring the deformation of the Earth through various means.  The technology for making such 

measurements has advanced considerably in the past few decades, with the development of downhole tilt 

meters, Global navigational satellite systems (GNSS), Interferometric Synthetic Aperture Radar (InSAR), and Light 

Detection and Ranging (LiDAR).  Some advantages of these systems include cost-effectiveness, favorable 

temporal sampling from days to weeks for InSAR to seconds or minutes for tilt meters and GNSS receivers, almost 

continuous spatial coverage for InSAR and LiDAR, and often sub-centimeter precision.  Furthermore, geodetic 

observations are one of the few remotely gathered data sets that have sensitivity to both effective pressure and 

temperature changes in the sub-surface.  We will discuss the available geodetic methods and how they have 

been used to study geothermal systems.  We conclude the paper with an illustration of the use of geodetic 

techniques to improve our understanding of The Geysers in California, currently the world’s largest geothermal 

energy producing field. 

Commonly Available Geodetic Methods 

We provide a brief discussion of each of the geodetic techniques that are most commonly applied in geophysical 

exploration and monitoring.  Due to its economic importance and its relationship to astronomy, geodesy has a 

long history and occupied major scientific figures, including Gauss. The early development of many geodetic 

techniques in the Earth sciences was for the study of natural hazards such as volcanoes (Dzurisin 2007) and 

earthquakes with their correspondingly larger ground deformation than that due to geothermal activity.  

However, several techniques have been adopted to study such processes as subsidence due to groundwater 

withdrawal (Vasco et al. 2019), ground movement induced by the sequestration of carbon dioxide (Vasco et al. 

2020), deformation due to oil and gas development (Fielding et al. 1998), as well as to study surface 

displacements associated with geothermal production.  LiDAR (Eitel et al. 2016), is one emerging technology that 

we shall not discuss. Although it has been used to map topography at potential geothermal sites in the state of 

Oregon, to our knowledge it has not yet been applied to the imaging of surface deformation at an existing 

geothermal field.   

Leveling 



Observations of vertical displacements obtained from leveling surveys are one of the oldest sources of geodetic 

data, along with triangulation measurements discussed below.  In principle the technology is simple, a calibrated 

graduated staff or stadia rod is situated at a fixed distance from the observation point.   In optical leveling a 

precision telescope is used to determine the vertical distance to the base of the rod relative to a horizontal line 

of sight.  The local horizontal plane at the measurement point is defined with respect to the gravity vector using 

a bubble level.  As might be imagined, such a definition of the horizontal plane ties leveling to the local gravity 

field in a given area.  In order to maintain high accuracy, the process can require a number of corrections and 

quality control procedures that are well documented.  One of the chief sources of error is the refraction of light 

between the observation point and the stadia rod due to temperature gradients near the ground surface. 

Leveling is one of the first geodetic methods utilized at both potential and existing geothermal fields, often due 

to issues related to subsidence and damage to surface structures.  It is typically conducted on roadways 

traversing a geothermal area and thus not generally applicable in undeveloped regions.  For this reason, it has 

been largely supplanted by geodetic observations based upon Global Navigational Satellite Systems in many 

fields.  Leveling is still a very common technique for measuring surface deformation and provides an important 

link with earlier deformation studies.  Thus, it is particularly useful in areas with a long history, such as 

Yellowstone (Reilinger et al. 1977, Pelton and Smith, 1982, Vasco et al. 2007), Long Valley caldera (Castle et al. 

1984, Vasco et al. 1988), and The Geysers in California (Lofgren 1981, Mossop and Segall 1997), but the approach 

has been used in many other fields such as the Okuaizu field in Japan (Vasco et al. 2002a, see Figure 1), the Leyte 

geothermal field in the Philippines (Apuada and Olivar, 2005), and the Cerro Prieto field in Mexico (Glowacka et 

al. 1999).  In addition, as a ground-based technique, leveling observations avoid much of the atmospheric 

variability that impacts remote-sensing methods, although one must still contend with the issue of light 

refraction.   

Triangulation and Trilateration 

Triangulation involves accurately measuring the distance between two points and then using two angular 

observations to determine the geographic location of a third point that completes the triangle.  It is a classic 

technique in geodesy that often takes advantage of unobstructed views from hills and mountain tops.  Due to 

the advent of laser ranging and electronic distance measuring (EDM) techniques, triangulation has largely been 

supplanted by trilateration, whereby the lengths of the three sides of a triangle are measured with great 

accuracy.  The technology was improved by the use of multiple wavelengths, allowing for corrections for 

atmospheric effects.  Trilateration is most useful in rugged areas with well separated topographic high points for 

sighting, such as in northern California, an area containing The Geysers geothermal field (Prescott and Yu 1986).  

Other notable efforts were conducted in volcanic regions with considerable deformation including the 



Yellowstone (Smith et al. 1989) and Long Valley (Langbein 1989) calderas.  Due to its sparse distribution and large 

spatial averaging (Figure 2), trilateration measurements are often used in conjunction with other types of 

geodetic observations, such as leveling data, in order to constrain source models of geothermal features.  Such 

approaches have been applied at both Long Valley in California (Battaglia and Vasco 2006) and at the Yellowstone 

caldera.   

Tilt 

Tilt is another geodetic technique with a rather long history.  The earliest method utilized a long-length stationary 

pendulum but these instruments lacked portability.  Currently, the most common approaches rely on the fact 

that the surface of a fluid remains normal to the direction of gravity, the principle of the bubble level.  This 

approach has been implemented in pipes containing fluid to increase sensitivity while maintaining portability 

(Eaton 1959) and, more compactly, using a conducting fluid such a mercury and resistivity changes to sense 

minute changes in the bubble position (Westphal et al. 1983).  Due to daily thermal effects and Earth tides, most 

accurate tilt measurements are made in boreholes, generally ten or more meters in depth (Wright 1998).  

Permanent down hole sensors have a self-leveling capability in order to increase their range to larger tilts.  Newer 

approaches based upon micro-electromechanical (MEM) sensors, including miniaturized accelerometers, are 

under development, potentially leading to smaller instruments.  These MEM sensors can be precisely calibrated, 

improving both accuracy and stability.  Two characteristics of down hole tilt measurements are: favorable 

temporal sampling, with observations every minute, and isolation from the surface, a real advantage in area 

subject to snow cover and vegetation changes. 

Tilt has been used to for monitoring at a limited number of geothermal fields, including Long Valley, California, 

Wairakei, New Zealand, and the Hijiori and Okuaizu sites in Japan (Mortensen and Hopkins 1987, Bibby and Hurst 

1990, Vasco et al. 2002a).  While tilt meters have been used in the oil industry for monitoring short term 

operations, in particular to characterize hydro-fracture development (Wright 1998), there have been few such 

efforts in geothermal fields.  In Vasco et al. (2002a) an injection into a roughly 2 km deep borehole was monitored 

using a network of 20 borehole tilt meters.  While the injection occurred during the day, the most significant tilt 

was observed at night, in the hours following the injection.  Furthermore, the tilt vectors did not form a simple 

pattern indicating uniform flow away from the well (Figure 3).  Rather, the pattern of tilt vectors suggests 

complicated flow in response to a heterogeneous permeability distribution.  In fact, an inversion of the tilt data 

for volume changes at depth indicates fluid migration along ring fractures of the volcanic structure (Figure 3), 

with some of the largest volume changes at fracture intersections.  Similar migration along fractures were 

observed during an experiment at the Okuaizu geothermal field at which a network of 14 tilt meters were used 

to monitor the start-up of injection and production in the field after a month of maintenance (Vasco et al. 2002a).  



The tilt evolution for over 30 days following the start-up indicated flow along known fractures in the field, plotted 

in Figure 1, and again suggested preferential flow at fracture intersections. 

 

Global Navigational Satellite Systems 

Global Navigational Satellite Systems (GNSS), of which the Global Positioning System (GPS) is probably the most 

well-known example, provide a form of dynamic, three-dimensional trilateration (Dixon 1991, Teunissen and 

Kleusberg 1998, Hofmann-Wellenhof et al. 2007). That is, a network of closely tracked satellites send signals to 

receivers on the Earth’s surface and the signals are post-processed to get accurate arrival times for triangulation.  

There are several sources of error that must be corrected for including atmospheric effects, multipathing, clock 

drift, and satellite location errors among other factors.  Due to the processing requirements, GPS data are not 

available in real time and require sophisticated software for the extraction of the three components of the 

displacement vector.  Differential GNSS estimates of displacements relative to a base station are the most 

accurate, as this reduces the errors from several sources.  However, as with electronic distance measurements 

and laser ranging, the use of dual-frequency instruments helps to estimate and to correct for the effect of the 

atmosphere, resulting in relative location errors of the order of 1 to 3 centimeters.  Key advantages of satellite-

based location systems like GPS are almost continuous temporal resolution and the availability of all three 

components of the displacement vector.  Global satellite systems such as GPS have seen extensive applications 

in the Earth sciences since their development in the 1980’s (Bürgmann and Thatcher 2013, Bock and Melgar 

2016).  As with geodetic methods in general, the earliest applications were to tectonically active areas that posed 

potential hazards and large deformation, such as fault systems and volcanic features.  Specific applications to 

hydrothermal and geothermal fields followed, most significantly in areas with large volcanic-related features 

such as The Geysers in California (Mossop and Segall 1997, Floyd and Funning 2013), Yellowstone (Smith et al. 

1989) and Long Valley calderas (Webb et al. 1995), and the Reykjanes peninsula in Iceland (Hreinsdottir et al. 

2001).  The disadvantages of using GNSS are the expense of deploying the receivers and the fact that these are 

point measurements.  Regional GNSS networks provide stable long-term vector displacement data for the 

imaging of tectonic strain that is critical for many applications, such as the monitoring for natural hazards.  

The stability of GNSS, and its capabilities for the long-term imaging of strain, has proven to be valuable in 

exploring for new geothermal fields.  The motivation for associating actively deforming areas with geothermal 

prospects is rooted in the observation by Blewitt et al. (2003) of a correspondence between high geothermal 

temperatures and crustal strain in Nevada’s Great Basin over length scales of 10’s to 100’s of kilometers, as 

measured by GPS observations (Figure 4).  This observation, coupled with data on the age of recent faulting, slip 
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rates on recent faults, slip and dilatation on Quaternary faults, earthquake density, gravity gradients, 

geochemistry from subsurface fluids, and temperature gradients from boreholes, has led to a play fairway 

analyses of the geothermal potential of Nevada’s Great Basin (Faulds et al. 2018) and Washington state (Swyer 

et al. 2018).  Play fairway analysis, developed in the oil industry (Doust 2010), utilizes the geological and 

geophysical data to determine the probability of an economic resource at a given location.  In particular, sets of 

observations are combined to give a score indicating the likelihood of an exploitable geothermal field.  As an 

example, Figure 5 displays the contribution of the permeability component of the play fairway score for a large 

area of the Great Basin.  In order to compute the score, the horizontal gravity gradient was multiplied by 1.7, the 

geodetic strain by 1.5 and the earthquake density by 1.0 (Faulds et al. 2018).   There appears to be a good 

correspondence between a high play fairway score and the location of geothermal systems. 

Interferometric Synthetic Aperture Radar 

Interferometric Synthetic Aperture Radar (InSAR) has become the geodetic method of choice for monitoring 

deformation associated with geothermal production.  In fact, some of the earliest applications of InSAR were 

observations related to subsidence due to geothermal production (Massonnet et al. 1997, Carnec and Fabriol 

1999).  The characteristics that contribute to its appeal for monitoring geothermal fields are the fact that it is a 

remote sensing technique, usually satellite-based, and requiring no expensive field campaigns, it samples areas 

with high spatial resolution, and satellite revisit times are months to weeks.  The data are widely available from 

several governmental agencies around the world.  A particularly useful collection of observations is provided by 

the Sentinel satellite constellation, operated by the European Space Agency.  These data are available to research 

institutions for a nominal fee or at no cost.  While the technology and processing associated with estimates of 

surface deformation are sophisticated (Gabriel et al. 1989, Massonnet and Feigl 1998, Bürgmann and Thatcher 

2013, Ferretti 2014), the underlying principle is similar to that of echo location (Figure 6). 

A microwave chirp from an orbiting satellite propagates to the Earth’s surface where it is reflected from various 

scattering points and the return is stored for later use.  Several stages of processing result in very accurate 

estimates of changes in the effective signal phase for points on the surface of the Earth (Ferretti 2014).  The 

interferograms are then mapped into range change, the movement of the object in the line-of-sight direction 

(Figure 6).  As might be imagined, changes in the characteristics of the Earth’s surface between satellite passes 

can have a pronounced effect on the estimates of range change.  Extensive vegetation, snow cover, and wind-

blown sand are some of the more common issues, particularly for the shorter wavelength C-band InSAR data.  

However, processing technology has advanced and improved satellite hardware and orbital configurations, 

including shortened return time of 6 days, have helped to overcome or mitigate many of these problems (Lanari 

et al. 2004, Hooper 2008, Ferretti et al. 2011, Samsonov and d’Oreye 2012).  As a last resort, surface reflectors 
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may be installed, but this eliminates some of the inherent advantages of InSAR monitoring (Ferretti 2014).  An 

up-to-date overview of radar interferometry by Ming et al. (2020) covers the many approaches that we do not 

have the space to include in this short discussion. 

There are far too many studies that use SAR interferometry to characterize the deformation of geothermal fields 

for us to review and list in this short article.  Thus, out of necessity, we only cite a few of the numerous published 

studies and form some general conclusions on the current state of InSAR analysis at geothermal fields.  As noted 

above, InSAR performs well in the absence of snow and vegetation and studies of geothermal fields in deserts 

and areas with bare and rocky ground were the most successful with the early C-band InSAR satellite 

configurations from the 1990’s until sometime after 2010.  Thus, several studies followed those of Massonnet et 

al. (1997) and Carnec and Fabriol (1999) and focused on fields in the Imperial Valley of California, including the 

Salton Sea, Heber, and East Mesa geothermal fields (Eneva et al. 2012, Barbour et al. 2016), and on the Cerro 

Prieto field in Mexico (Sarychikhina et al. 2018).  The Coso geothermal field, also in the California desert, provided 

another favorable site for the early application of InSAR (Fialko and Simons 2000, Wicks et al. 2001, Vasco et al. 

2002a).  Several geothermal fields are also found in the sparsely-vegetated basin and range of western North 

America and InSAR has been used to study the Brady’s (Reinisch et al. 2018) and San Emidio geothermal fields 

among others (Oppliger et al. 2005, Ali et al. 2016).  The Geysers geothermal field was also an early target for 

the application of InSAR, but initially it proved too difficult.  It was not until techniques such as the permanent 

scatterer approach were developed, and satellites with shorter return times were available, before InSAR was 

successful at The Geysers (Vasco et al. 2013).  Other sites in the US include Raft River (Liu et al. 2018) and Hawaii.  

Monitored geothermal sites outside of the US include fields in Iceland (Keiding et al. 2010, Juncu et al. 2020), 

New Zealand (Hole et al. 2007), Africa, and Central and South America. 

The inversion methods for developing source models to explain the InSAR observations are evolving along with 

the technology, albeit slowly.  It is still common practice to use the InSAR data to determine some set of point 

pressure or volume source models (Barbour et al. 2016, Juncu et al. 2020), rectangular dislocation Okada (1985) 

models, pressurized ellipsoidal bodies (Fialko and Simons 2000), or polygonal bodies (Opplinger et al.  2005).  

Such prescribed models are likely to introduce biases into the inversion procedure.  It is possible to construct 

more elaborate distributed source models to represent general heterogeneous volume changes associated with 

geothermal production and injection (Vasco et al.  1988, Mossop and Segall 1999).  For example, Vasco et al. 

(2002b) developed a spatially-varying, three-layer, volume change model of the Coso geothermal reservoir 

undergoing contraction due to fluid pressure reduction and temperature changes (Figure 7).  Even today, such 

model building is not that common in the interpretation of InSAR observations from geothermal fields, perhaps 

due to the loss of resolution with depth that is associated with geodetic data gathered at the Earth’s surface 



(Mossop and Segall 1999, Vasco et al. 2002b).  A related issue of the non-uniqueness inherent in such inversions, 

whereby multiple solutions can fit the same data set.  Such non-uniqueness is particularly acute in models 

containing multiple layers due to trade-offs in anomalies at different depths. 

The resolution issue points to the need for physically meaningful regularization to constrain the range of possible 

solutions.  In the case of deformation related to fluid injection and production, it is possible to use the locations 

of the active wells to devise a distance penalty term to favor solutions with volume changes around the wells 

(Vasco et al.  2019).  Such a distance constraint is also possible in the case of seismic activity related to cool fluid 

inducing contraction and stresses in a region around the well, a common occurrence at The Geysers geothermal 

field.  If the injected and produced fluid volumes are known, one can use the fractional fluid volume changes to 

derive a prior model and constrain the solution to honor these volume changes if it is possible to do so while still 

fitting the data (Vasco et al. 2017).  This approach must be modified in a geothermal field in order to account for 

effects such as thermoelastic volume changes due to differences in the temperatures between the fluids and the 

host rock, as well as variations in poroelastic and multi-phase properties within the reservoir (Juncu et al. 2019).   

 

Another limitation of most current modeling efforts is the use of a homogeneous half-space as the elastic 

structure of the geothermal field.  As noted above, geothermal fields are often highly heterogeneous volcanic 

regions and almost certainly deviate from a homogeneous medium.  It has been noted how observed surface 

deformation is impacted by any spatial variations in the elastic properties surrounding a source (Vasco et al. 

2010).  Fully three-dimensional poroelastic structures can produce detailed changes in the spatial variations in 

the stress field and significant deviations in the stress magnitudes from those of a homogeneous medium (Vasco 

et al. 2017).  A more comprehensive modeling and inversion approach relies on a coupled reservoir simulator to 

relate the injected and produced fluid volumes to the surface deformation.  Although there are adjoint 

formulations for the coupled hydrological-mechanical inversion problem (Iglesias and McLaughlin 2012, Hesse 

and Stadler 2014), the methods estimate flow properties, such as permeability, and not the source distribution 

itself.  To date, source models derived using coupled simulation have relied on trial and error model adjustments, 

due to the long simulation times required for one forward run (Liu et al. 2018).  Future improvements are likely 

to overcome these limitations. 

Geodetic Studies at The Geysers Geothermal Field in California 

The Geysers is the largest geothermal producing field in the world and has a long operational history.  It is in a 

tectonically active area in northern California (Figure 8), and has been the subject of several of geodetic field 

campaigns and studies.  Due to its rugged topography it has been a difficult location for field work. The Geysers 
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site has become a major source of seismicity in northern California and has been actively deforming, both from 

the regional tectonics and the geothermal production.  The first geodetic measurements were leveling surveys 

conducted in the 1970’s by the US Geological Survey along roads traversing the region (Lofgren 1981).  An 

average subsidence rate of 4.8 cm/year was estimated from the observations between 1973 and 1977.  Following 

the development of the satellite-based Global Positioning System, it was used in The Geysers in the mid-1990’s 

to further characterize the on-going deformation (Mossop and Segall (1997, 1999).  These campaign-style GPS 

surveys were followed by additional surveys in 2006, 2009, 2010, and 2011 (Floyd and Funning 2013).  The 

surveys were conducted after the completion of two water injection pipelines, the Southeast Geysers Effluent 

Pipeline and the Santa Rosa Geysers Recharge Pipeline, that were constructed in order to sustain reservoir steam 

pressure at The Geysers to maintain its long-term viability.  In conjunction with those campaigns, two continuous 

GPS instruments were installed for long term monitoring, with the goal of installing network of permanent 

stations.  The rate of subsidence was found to decrease following the operation of the two pipeline projects 

(Floyd and Funning 2013).  A trilateration network was also operated in northern California, primarily to monitor 

the San Andreas fault system but it did provide coverage of a portion of The Geysers (Prescott and Yu 1986).  The 

network observations indicated a decrease in the rate of deformation across the Geysers, a deviation from the 

expected linearity, after 1978.  Mossop and Segall (1999) conducted an inversion of the leveling and GPS data 

for grid block volume changes on a four-layer regular grid.  Because the inversion did not constrain the depth of 

the volume change nor restrict the volume change to be within the reservoir interval, the inversion put the 

majority of the volume change in the top layer of the model, between 0 and 1 km in depth.  Still, Mossop and 

Segall (1999) noted a spatial correlation between the estimated volume changes on the grid between 1977 and 

1996, and the reservoir pressure observed in 1987.  Furthermore, they found some correspondence between 

the volume changes and seismicity within the Geysers. 

Early attempts to extract range change estimates from InSAR data at The Geysers were not successful.  However, 

later work utilizing a permanent scatterer approach did produce reliable range changes from C-band data 

(Rutqvist 2011).  Further work with the more frequently sampled X-band data and the enhanced approach of 

Ferretti et al. (2011) provided even denser spatial coverage (Vasco et al. 2013) and much better temporal 

resolution.   In fact, the time series from the X-band observations allowed for the monitoring of a well test 

associated with the development of an enhanced geothermal system (EGS), along with seasonal variations due 

to groundwater variations and fluctuations in production and injection (Jeanne et al. 2014).  Improvements in 

both satellite characteristics and processing techniques are continuing and it is now possible to image 

production-related deformation over most of The Geysers (Figure 9) and to determine quasi-vertical and quasi-



east-west components as in Samsonov and d’Oreye (2012).  Furthermore, the temporal sampling has improved 

and satellite return times of as little as 6 days are possible. 

Interpreting observed InSAR range change at The Geysers is complicated by a number of factors.  The steep 

slopes in the area produce numerous landslides that obscure reservoir deformation.  In addition, tectonic activity 

and faulting also produce ground deformation.  There are a large number of operating wells and they can 

produce interfering ground motion.  Fluid pressure, temperature, and phase changes can all strain the reservoir 

and deform the ground surface.  Nonetheless, it is possible to use the InSAR observations to improve our 

understanding of flow in The Geysers.  One particular fruitful approach is to combine InSAR data with seismicity.  

For example, a combination of observed deformation and seismicity were used to construct a three-dimensional 

hydrological/geomechanical model of the region around the EGS site, including a network of two sets of 

intersecting shear zones influencing flow between the wells: a low permeability zone trending to the northwest 

and a high permeability NW-striking zone (Jeanne et al. 2014, Rutqvist et al. 2016).  The successful use of 

seismicity data, generated during injection at the EGS well, has motivated the field operator to conduct a field-

wide analysis of the earthquake data for controlling faults in the field (Hartline et al. 2015, 2019).  A combination 

of three-dimensional visualization and high-quality earthquake locations made it possible to identify lineations 

that define trends and bound seismicity. 

A concerted effort to identify the important faults in The Geysers geothermal field resulted in a three-

dimensional model of the fault distribution within the field (Figure 10).  In order to determine the faults, the 

seismicity is rotated until surfaces are visible.  Seismic events are selected in order to construct tessellated 

surfaces for the suspected faults (Hartline et al. 2019).  The surfaces are refined as the field is produced and are 

part of an evolving three-dimensional structural model for The Geysers.  The surfaces appear to have predictive 

power regarding the encounters of fault/fracture systems during the drilling of wells.  Furthermore, a preliminary 

analysis of recent InSAR data from the Geysers indicates an element of fault control for flow related to 

geothermal production and injection.  In particular, the range change observed above a pair of wells, just to the 

north of the EGS site at wells Prati-32 and Prati State-31, display a sharp transition from subsidence associated 

with a producer to uplift corresponding to an injector (Prati-9).   While the data quality is marginal in this region 

and there are gaps in the estimates of range change, the linear nature of the boundary in Figure 11 is suggestive 

of a fault impeding flow between the wells.  In addition, the linear edge is also the boundary of seismicity 

associated with injection into well Prati-9.  More work is necessary to compare the seismicity and range change 

in other areas in The Geysers. 

Conclusions 



Due to large fluid fluxes that are associated with geothermal fields they often generate observable surface 

deformation, even when the reservoirs are several kilometers deep.  Thus, geodetic data can be a valuable source 

of information on the flow within the field.  In addition, strain measurement can be used to identify geothermal 

prospects based upon a play fairway analysis.  While there have been numerous inversions of geodetic data at 

geothermal fields, the current practice of interpreting these observations could be improved.   If at all possible, 

one should use a realistic three-dimensional structural model for the field under study.  This is particularly 

important if micro-earthquakes are to be incorporated into the analysis because stress estimates are very 

sensitive to mechanical properties at depth.  Due to the resolution issues associated with geodetic data gathered 

on the surface, a meaningful choice of the regularization is critical.  Similarly, an integrated or joint inversion with 

other data sets could help reduce the non-uniqueness.  A realistic source model or a flexible representation 

should be used in order to reduce the chance of biasing the solution.  Coupled fluid flow and geomechanics 

simulators will provide the greatest fidelity.  However, their use in an inversion algorithm will require additional 

advances in its formulation, as a single forward run might require days of computation.   
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Figure 1.  (Left) Leveling data gathered at the Okuaizu geothermal field in Japan.  (Right) Volume change within the reservoir 
estimated from the leveling data (From Vasco et al. 2002a). 
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Figure 2.  (Left) Trilateration network at Long Valley caldera, California (from Langbein 1989).  The solid lines are sight-lines between 
stations.  (Right) Volume change source model obtained by an inversion of trilateration, leveling, and GPS data (from Battaglia and Vasco 
2006). 
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Figure 3. (Left) Tilt vectors associated with a network of 20 tilt meters used to monitor a deep injection in the well HDR-1 
(indicated by a star).  (Right) Network of tilt meters are indicated by open circles.  Ring fractures from a caldera boundary are 
indicated by the solid lines.  The color scale indicates the fractional volume change in the depth range 300 to 800 meters. 
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Figure 4.  (Left) Color contours of maximum geothermal temperatures in Nevada.  (Right) Magnitude of the crustal strain rate, the 
second strain invariant, in the Great Basin based upon available GPS data.  From Blewitt et al. (2005). 
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Figure 5.  Permeability component of the play fairway score described in Faulds et al. (2018) obtained by 
combining GPS strain, gravity, and earthquake data. 



 

 

 

 

 

 

 

  

Figure 6.  Principles underlying Interferometric Synthetic Aperture Radar (InSAR).  Acquisitions at different times provide time 
series of microwave reflections from points on the Earth.  If the surface characteristics do not change substantially, the phase 
shifts between the time series can be related to the change in line length, the range.  The wavelength in the insert corresponds to 
InSAR in the C-band of the microwave spectrum. 
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Geodetic imaging 567

Figure 9. Stress-fress volume strain estimates for the three layers of the model. The colour scale is a unitless measure of fractional volume change (volume
strain). The solid lines indicate mapped faults, taken from Duffield et al. (1980). Note that the faults shown here are only a subset of those in Duffield et al.
(1980).

example, GPS provides three components of displacement while
InSAR observations are a weighted sum of the displacement com-
ponents. It has been demonstrated that the use of all components
of displacement can better constrain subsurface volume change
(Dieterich & Decker 1975). Therefore, it makes sense to combine

InSAR data, with its dense spatial coverage, with three-component
GPS data.

Surface deformation data are sensitive to the dynamics of reser-
voir processes. That is, it measures changes over time rather
than static quantities. Thus, it is somewhat like transient pressure
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Figure 7.  Reservoir volume change associated with geothermal production at the Coso geothermal field.  
From Vasco et al. 2002b. 



 

 

 

 

 

 

 

 

 

Hartline, Walters and Wright 

 
Figure 1: The San Andreas Fault System, including the Maacama / Rodgers Creek Fault Zone and Bartlett 

Spring Fault Zone. United States Geological Survey Faults with activity in the past 1.6 million years 
overlain on Google Earth image. Primary Geysers bounding fault zones shown in the upper right inset, 
and fault parameters from the California Division of Mines and Geology (1996) shown in the lower right 
inset. 

1.2 Water Injection 

On a yearly basis, about 75% of the dry steam mass produced to The Geysers’ power plants is 
lost to the atmosphere through cooling towers. Sustainable electrical power production at The 
Geysers relies on recharge from two large-scale treated wastewater injection projects based in (1) 
Lake County and (2) the City of Santa Rosa (Sonoma County) which supply a combined nominal 
flow rate of 18.7 million gallons per day, in addition to recovered steam condensate from the 
power plants and creek water injection during peak precipitation periods. 

1.3 Induced Seismicity 

The ambient temperature “injection” water falls freely into approximately 58 injection wells 
(with a near vacuum wellhead gauge pressure of -13 psig due to reservoir steam condensation 

Figure 8.  Location of The Geysers geothermal field in northern California. From Hartline et al. 2019, used 
with permission. 



 

 

 

 

 

 

 

 

 

 

Figure 9.  (Left). Rate of quasi-vertical deformation in velocities into vertical and east-west components utilizes both 
descending and ascending orbital data and assumes that the sensitivity meters/year. (Right). Rate of quasi-east-west 
deformation in meters/year.  The decomposition of the to north-south motion can be neglected (Samsonov and d’Oreye, 
2012). 

Figure 8.  Location of The Geysers geothermal field in northern California. From Hartline et al. 2019, used 
with permission. 
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Hartline, Walters and Wright 

anastomosing fracture zones (Figures 4 and 6). In the northwest Geysers, the interpreted 
fault/fracture zones are primarily near vertical with orientations aligned predominately to the 
regional stress field. In the southeast Geysers, the interpreted fractures/fracture zones become 
more complicated, often non-vertical, apparently responding to a more complicated stress field, 
with multiple fracture zones radiating outward from the shallowest penetration of the granitic 
intrusion (felsite).  

 

Figure 6: Fracture surfaces interpreted based on seismicity patterns/alignments seen within variously oriented 
seismicity slices. The picks made directly on aligned seismicity hypocenters are used to construct 
triangulated surfaces. These surfaces are refined during pre-drilling project analysis for specific wells 
and contribute to the developing Geysers 3D structural model. 

The Geysers induced seismicity patterns and resulting interpreted fault/fracture patterns appear 
to be strongly influenced by the regional stress field associated with the San Andreas Fault 
System. This extensive (800-mile-long) system of northwest to southeast oriented right-lateral 
strike-slip faults accommodates the relative motion between the Pacific Plate and North 
American Plate over a 60 to 180-mile-wide zone, with successively smaller slip rates for active 
faults toward the east. At The Geysers, the resultant stress field is responsible for northwest-to-
southeast oriented fractures consistent with the San Andreas Fault System and southwest-to-
northeast oriented faults/fractures due to transtensional forces (Walters, 1996). The existence of 
approximately SW-NE oriented transtensional fault/fracture zones is strongly supported by 

Figure 11.  Refined fault surfaces within the main field of The Geysers (From Hartline et al. 2019). Figure 10.  Refined fault surfaces within the main field of The Geysers (From Hartline et al. 2019). 
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Figure 11.  Quasi-vertical displacement derived from InSAR range change.  The black 
lines denote the surface projections of well trajectories.  The enhanced geothermal 
system (EGS) is between wells Prati-32 and Prati State-31. 



 

 




