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ABSTRACT OF THE DISSERTATION

Characterization and Applications of Laser-Compton X-ray Source

By

Yoonwoo Hwang

Doctor of Philosophy in Physics

University of California, Irvine, 2018

Professor Christopher Peter James Barty, Chair

Laser-Compton scattering (LCS) is a novel scheme of generating highly collimated syn-

chrotron radiation-like X-ray and γ-rays with electron accelerators much smaller in size than

synchrotrons. With potentials in radiography, radio-oncology and nuclear physics, laser-

Compton light sources are being studied in many places. At Lawrence Livermore National

Laboratory, an X-band based 30-MeV linear accelerator was built to be used as a source of

electron beam for LCS studies. This thesis describes the characterization process and results

of both the electron beam and the resulting X-rays of the LLNL LCS X-ray source. A new

electron beam diagnostic using the K-edge absorption effect was developed using the machine

and simulation tools originally used for the characterization, which is explained in detail.

Next, medical applications of LCS X-ray sources are discussed, regarding K-edge subtraction

method and nanoparticle Auger therapy in particular. Lastly, the dose simulations used for

Auger therapy were also applied to simulating neutron capture therapy using Boron.
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Chapter 1

Introduction

It would be nearly impossible to address all of the applications of X-rays since their discovery

by W. Röntgen in 1895, but after more than 120 years, imaging of the human body – the

very first application – and radiation therapy, which immediately followed radiology after the

biological effects of X-rays became evident, are still arguably the two most widespread uses

of X-rays to present day. The advancement and refinement in those two fields over the years

have been nothing short of remarkable; in radiology, technological advancements in X-ray

tubes and imaging system have drastically increased the diagnostic power of X-ray imaging,

while development of high-contrast agents enabled real-time monitoring of the interior of

the body (fluoroscopy, angiography) and rapid increase in computing power/digitization of

images allowed detailed cross-section images and 3D reconstruction of the body using com-

puted tomography. Meanwhile, advancements in accelerator technology have made possible

compact X-ray sources that generate tens of MeV X-rays that are capable of rotating around

the patient for stereotactic radiation therapy. The two disciplines can also be combined in

image-guided radiation therapy (IGRT), where both imaging and radiation occur in the same

machine.
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Nevertheless, the fundamental method of X-ray generation in hospitals has not changed in

the past century; the vast majority of medical X-ray sources use bremsstrahlung radiation

from a beam of accelerated electrons hitting a high-Z target. Although bremsstrahlung is

a very simple, compact and efficient way of generating X-rays, its essentially flat, broad

spectrum is a drawback in both imaging and therapy compared to a monoenergetic source.

The low energy portion of the bremsstrahlung X-rays are mostly absorbed in the first few

centimeters of the skin, increasing unwanted dose, limiting the exposure time and image

resolution. Furthermore, it cannot take advantage of many novel imaging methods devel-

oped using monochromatic and coherent sources, such as K-edge subtraction imaging and

phase-contrast imaging. At present, synchrotron radiation (SR) from multi-GeV electron

synchrotron facilities are the only source of bright, collimated and tunable monochromatic

hard- X-rays; although there are a few SR facilities with active research in medical imag-

ing and therapy, unfortunately these synchrotrons are too large and expensive to be widely

available. Hence, a compact light source that can produce synchrotron-quality X-rays can

have a huge impact in radiology and radiotherapy.

One of the major efforts in novel X-ray source schemes is laser-Compton scattering (LCS),

also known as inverse Compton/Thomson scattering. In LCS, X-rays are generated by

Compton scattering of laser light by an electron beam. The major advantage of an LCS

X-ray source is that it can generate synchrotron undulator-like X-rays with a much lower

electron beam energy for a given X-ray energy compared to synchrotrons, greatly reducing

the footprint of the electron accelerator. In undulator radiation in synchrotrons, the electron

beam passes through an alternating magnetic field created by a series of magnets with a

period λu on the order of centimeters. From the rest frame of the electron beam, this period

is shortened by a factor of γ, the relativistic Lorentz factor. As the electron oscillates under

the changing magnetic field, it emits radiation in the frequency of its oscillation, therefore

the radiated photons have wavelength λe = λu/γ in the electron frame. When this radiation

is observed in the lab frame, its wavelength is Doppler shifted by a factor of γ(1− β cos θ),

2



where β is the speed of the electron divided by the speed of light and θ is the polar angle of

the observation point with the electron’s motion in the positive z direction. Therefore, the

wavelength of the radiation in the lab frame is

λ = λeγ(1− β cos θ) = λu(1− β cos θ) ≈ λu
2γ2

(1 + γ2θ2) (1.1)

in the relativistic, small observation angle limit. Therefore, the wavelength of forward radi-

ated light is the period of the undulator reduced by a factor of 2γ2; with a 10-mm period

undulator, a 6-GeV beam is necessary to make 30-keV X-rays without higher harmonics.

The radiation is also collimated in the forward direction due to relativistic beaming effect;

a 1/γ angle cone contains half of the total radiated flux. in LCS, the radiation mechanism

is very similar except that instead of the electrons oscillating in the magnetic field of the

undulators, they are oscillating due to the electric field of the laser photon. If the laser

is antiparallel to the electron beam, in the electron’s rest frame the laser wavelength λL is

Doppler shifted by a factor of γ(1− β). The resulting radiation follows the same treatment

as the undulator case if Compton shift is ignored, so when observed in the lab frame, the

on-axis radiation wavelength is

λ = λLγ
2(1− β)(1− β cos θ) ≈ λL

4γ2
(1 + γ2θ2) (1.2)

in the same limit as above; the only difference with undulator equation being an additional

factor of 2 and that the undulator period is replaced by the laser wavelength. Because laser

wavelength is typically on the order of µm, there is more than a thousandfold reduction

in initial radiation wavelength, which means a much lower energy electron can create the

same radiated photon wavelength. With a 500-nm laser, one only needs a 30-MeV electron

beam to generate 30-keV X-rays; electron linear accelerators producing 30-MeV beam are

compact enough to fit in a small room and already widely used in hospitals for radiotherapy.

Thus, LCS X-ray sources have the potential to make available SR quality X-rays in hospitals

3



for vast improvements in radiology and radiotherapy, as well as other applications that can

take advantage of monochromatic, tunable hard X-rays that were previously impractical

due to lack of compact sources. Furthermore, the potential to create very high energy

monochromatic photons in the MeV range and up creates unique possibilities for probing

nuclear physics[6, 64].

1.1 Historical development of LCS sources

The scattering of electromagnetic waves by electrons was first was first explained by J. J.

Thomson, and later refined by A. H. Compton who explained the increase in wavelength

of scattered X-rays as a result of inelastic scattering of photons with electrons[18]. Obser-

vations of Compton scattering of laser by a beam of electrons are first reported in 1963

immediately following the invention of the laser itself in 1960[23], but due to extremely low

cross section of Compton scattering and resulting low flux, the concept of using LCS as a

light source had to wait until technological innovations in accelerators and lasers such as

chirped-pulse amplification enabled viable X-ray output for applications, and in 1992 Spran-

gle et al. proposed the Laser Synchrotron Source with theoretical performance estimates

and requirements for a number of applications[60]. Since then, a number of laboratories

around the world have been studying LCS; some have built a high-power laser specifically

for scattering with an existing accelerator, others are building new accelerator facilities ded-

icated for an LCS light source, and still others are also exploring LCS using electron beams

produced by laser plasma wakefield, using a single high-intensity laser for both accelerating

the electron beam and scattering off of the electron beam[65].
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1.2 LCS X-ray Sources at LLNL

At Lawrence Livermore National Laboratory (LLNL), building 194, the 100-MeV electron

linac had been used for LCS studies since the early 2000s. The first generation LCS source at

LLNL, named PLEIADES for Picosecond Laser-Electron Interaction for the Dynamic Eval-

uation of Structures, collided a 60-MeV linac beam with an 800 nm chirped-pulse amplified

laser beam to generate 70-keV X-rays with several picosecond duration[13]. Few years later,

the energy of the electron beam was increased to 120 MeV and frequency-doubled (532 nm)

or -tripled (355 nm) Nd:YAG interaction laser system was installed to generate up to 675-keV

X-rays as a demonstration of application in nuclear resonance fluorescence detection[26]. A

much more compact X-band based linear accelerator aimed at producing 30-MeV electron

beam colliding head-on with a 532-nm laser to produce 30-keV hard X-rays was built in

2014. This accelerator uses the gun and one accelerating section of an originally 6-section,

250-MeV design that would have produced MeV γ-rays for NRF detection studies[3, 43].

1.3 Layout of thesis

The main topics of the thesis are 1) the characterization/optimization of the LLNL X-band

accelerator and LCS X-ray system, presented in chapters 3 and 4; 2) a new electron beam

diagnostic method developed using the LCS X-rays in chapter 5 and 3) prospects and sim-

ulations performed with regards to medical applications of LCS X-rays in chapter 6. In

addition, Boron neutron capture therapy (BNCT) dose simulations were carried out and are

described in chapter 7, using similar setups as the Gadolinium X-ray dose simulations. The-

oretical background and modeling of LCS X-rays are shown in chapter 2. Finally, conclusion

of the work and future outlook of LCS X-rays are summarized in chapter 8.
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Chapter 2

Theoretical background and modeling

2.1 Compton scattering

Compton scattering describes the scattering of a photon by an electron. The energy of the

scattered photon is easily derived by considering the scattering as a two-body collision. The

equation for the conservation of energy, assuming the initial electron is at rest, reads

Eγ +mec
2 = Eγ′ +

√
p2
e′c

2 +m2
ec

4, (2.1)

where Eγ, Eγ′ denotes the initial and final photon energies, me = 9.1×10−31 kg is the electron

rest mass, c = 3.0× 108 m/s is the speed of light in vacuum and pe′ is the momentum of the

electron after the collision.
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Meanwhile, the equation for the conservation of momentum reads

pγ = pγ′ + pe′ , (2.2)

where pγ,pγ′ denote the initial and final momenta of the photon. Squaring the above equa-

tion and solving for p2
e′ gives

p2
e′ = (pγ − pγ′) · (pγ − pγ′) = p2

γ + p2
γ′ − 2pγpγ′ cos θ, (2.3)

where θ is the angle between the initial and final photon directions. Since Eγ = pγc, the

above equation can be multiplied by c2 to give

p2
e′c

2 = E2
γ + E2

γ′ − 2EγEγ′ cos θ. (2.4)

Plugging this equation into energy conservation equation and squaring both sides yields

EγEγ′ − (Eγ − Eγ′)mec
2 = EγEγ′ cos θ, (2.5)

and solving for Eγ′ results in the expression for the scattered photon energy as a function of
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initial photon energy and scattering angle:

Eγ′ =
1

1
Eγ

+ 1−cos θ
mec2

, (2.6)

yielding the angle-correlated Compton shift of X-ray wavelength, with more energy loss in

the backscattered direction. In the limit where the energy of the photon in the electron’s rest

frame is negligible compared to the electron’s rest mass, there is little momentum transfer

between the particles and therefore the energy of the photon can be treated as unchanging;

this is known as Thomson scattering. The scattered photon energy as a function of incident

photon energy and angle is shown in Fig. 2.1.
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Figure 2.1: Energy-angle relationship for Compton scattered photons in the electron rest
frame. Backscattered photons have greater loss in energy for higher incident energies.

As mentioned in the previous section, in LCS the energy of the incident photon in the
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electron’s rest frame is Doppler shifted. In the case of a 180◦ collision, there is an energy

upshift of 1
γ(1−β)

≈ 2γ. It should be noted that while the frequency upshift of photons from

Compton scattering by a relativistic electron is commonly referred to as inverse Compton

scattering (ICS) in astrophysics and light source communities because the scattered photons

gain energy rather than lose energy, the upshift is entirely due to the Doppler effect and not

the Compton effect; photons still lose energy in the electron’s rest frame and the frequency

upshift as seen in the lab frame is still valid in the Thomson regime. In fact, electron and

photon energies in most light source applications are well below the regimes where Compton

shift needs to be taken into account. For common laser frequencies in the IR-UV range,

where photon energy is on the order of 1 eV, Compton shift causes less than a percent

difference from that expected from Thomson scattering, which is identical to the incident

energy, unless the electron beam is higher than about 500 MeV, at which point the resulting

LCS photon energy will be on the order of 10 MeV. This relationship is illustrated in Fig.

2.2. Therefore, for consideration of medical X-rays in the 10 keV to 1 MeV range with

relaxed bandwidth requirements, Compton effect is minimal.

2.2 Modeling of electron beam and LCS

The electron beam was modeled using PARMELA particle tracking code with which the

accelerator was designed. The 6-dimensional phase space coordinates of each PARMELA

macroparticles at the interaction region are used in producing the Compton-scattered X-ray

spectrum and image. The laser is modeled as a perfect plane wave traveling in the z direction

with its intensity modulated by a Gaussian beam envelope function. For a given observation

point, the X-ray energy is found by energy and momentum conservation, while the intensity

is calculated from the Klein-Nishina Compton cross section for linearly polarized photons.

To account for attenuation and scintillator response, X-ray attenuation data for materials
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Figure 2.2: Red: ratio of scattered to incident photon energies in the rest frame of the
electron for a 2 eV photon (lab frame), showing the dependence as a function of electron
energy. Blue: LCS photon energy in the lab frame for a 2 eV laser photon.

encountered by the X-rays were obtained from NIST XCOM database, and for each path

from the position of the electron where the X-ray photon is born to the detector pixel, the

distance each X-ray photon travels within specified material was calculated and used to

determine the amount of attenuation/absorption it would experience.
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Chapter 3

LLNL X-band electron linac

characterization

The X-band linear accelerator at LLNL produces 30-MeV, 100-pC electron beam at 10-Hz

repetition rate. It consists of an 11.424-GHz rf photogun and an accelerating section powered

by 50-MW klystron and a solid state modulator.

The electron beam from the X-band linac were thoroughly characterized and compared with

the PARMELA model. The electron beam’s spot size at the interaction point, its energy

spectrum and emittance were measured and was found to be in good agreement with design

parameters.

11



3.1 Electron beam spot size measurement

3.1.1 Introduction

The electron beams spot size and position jitter at the interaction point has been measured

by processing with Mathematica the optical transition radiation (OTR) images captured

with a CCD camera. Analysis of 1,000 single shot images taken on April 7 2016 yielded the

average RMS width of 14.4 µm x 11.0 µm and RMS jitter of 5.11 µm x 2.77 µm.

3.1.2 Data and image processing

The data are 1,000 single shot OTR images of the electron beam on the interaction cube,

taken on April 7 2016 from 11:37 to 11:40. Camera exposure was 0.1 s. There were no

blanks.

The images were cropped to a 101× 69 pixel region where the beam spot was present. Each

image was then applied a median filter (3×3 block) and binarized with a threshold just above

the noise floor (0.1%) to create a mask identifying the location of the beam. This mask was

applied to the raw image after the pixel values were subtracted by the average noise value

(.06%). Using the median filter when creating the mask helps masking the above-threshold

noise pixel around the edge of the beam and prevents below-threshold beam pixel from being

masked.

From the masked image, horizontal and vertical integrated lineouts were made, which were

used to find the centroid (average position) and RMS width. The average beam size is found

by averaging the RMS widths, and the RMS jitter is found by taking the standard deviation

of the centroids.
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(a) (b)

Figure 3.1: Left: raw image of a single shot beam. Right: masked image.

(a) (b)

Figure 3.2: Left: A raw lineout. Right: A median filtered lineout used for creating the
mask. Red and blue lines indicate mask threshold and average noise value, respectively.
x-axis values in pixels.

The average RMS beam width was 14.4 µm in the horizontal and 11.0 µm in the vertical;

RMS jitter was 5.11 µm in the horizontal and 2.77 µm in the vertical.
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Figure 3.3: x (left) and y (right) integrated lineouts. Solid line marks the centroid position
and dotted lines indicate the RMS width. x-axis values in pixels.
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Figure 3.4: x (left) and y (right) histogram of RMS widths of 1,000 shot data. x-axis values
in µm.

3.2 Spectrometer calibration and electron beam en-

ergy spread measurement

To measure the electron beams energy parameters using the spectrometer, the calibration of

energy-to-position on the Yttrium Aluminum garnet (YAG) screen is necessary. Calibration

was done by measuring the change in position as a function of magnetic field strength and

using the relationship between the beam energy and the magnetic field.

The electron beam, after colliding with the laser photons at the interaction point, is deflected
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Figure 3.5: x (left) and y (right) histogram of centroids of 1,000 shot data. x-axis values in
µm.

by a magnetic field from the spectrometer dipole into the beam dump. Since the amount

of deflection is dependent on the energy we can measure the mean energy, energy spread

and jitter from the position and shape of the deflected beam. In an idealized model, an

electron with energy E in the z direction enters a a region of uniform magnetic field in

the y direction of strength B. The region is a cylinder with radius r and axis in the y

direction. The deflection θ is defined as the angle between the original electron direction

and the deflected direction after exiting the magnetic field region. θ is related to B,E, r and

fundamental constants by the equation E = ecrB
tan θ

2

where c is the speed of light and e is the

elementary charge. Therefore, if B and r are known one can determine the energy of the

electron by measuring the deflection angle.

3.2.1 Calibration setup

In our setup, although the spectrometer dipole does not create a perfectly uniform magnetic

field with a defined radius, we can define an effective radius which, when applied to the

spectrometer equation with B equaling the measured peak field, gives the same deflection

as observed. The effective radius was calculated by Yeh by mapping out the magnetic field

of the dipole and simulating the electron trajectory going through that field. The center
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field strength is inferred from a probe reading at the edge that is linearly correlated with the

center field. However, the dipole setup has changed since the calibration was made, rendering

the field reading less reliable than other measurable quantities r, θ and E. During operation,

the spectrometer dipole is given the right amount of current to deflect the beam by 23.8◦ to

the beam dump located approximately 2 m away, and the beam position is verified with a

YAG screen in front of the beam dump. The size of the beam on the screen in the horizontal

direction at its tightest focus indicates the energy spread of the beam, and the jitter of the

centroid can be measured to infer energy jitter. In order to measure these quantities, the

energy versus pixel calibration is necessary.

3.2.2 Calibration procedure

The calibration factor of interest is 1
E
∂E
∂x
|B, where x is the pixel position. Since the beam

dump is fixed at 23.8◦, the magnetic field changes linearly with the mean beam energy to

keep the beam centered on the screen. Due to this constraint, for different mean energy

E the deviation ∆θ from θ0 is not proportional to ∆E, but ∆E
E

. Therefore, it makes more

sense to define the calibration factor in terms of relative energy spread %/pixel rather than

MeV/pixel. It should be mentioned that the bandwidth and jitter are on the order of 10−3-

10−4 of mean energy; therefore, the derivatives can be considered constant and evaluated

at the variables central values (θ0, B0, E0) without losing accuracy. This leads to a key

simplification that E and B are proportional:

∂E

∂x
|B ≈

∂E

∂B
|θ ·

∂B

∂x
|E =

ecr

tan θ
2

≈ E0

B0

· ∂B
∂x
|E ⇒

1

E

∂E

∂x
|B =

1

B0

∂B

∂x
|E (3.1)

This equation is the basis of our calibration, and it is convenient because the magnetic field

value does not need to be the real field value; as long as it is proportional to the real value
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by some factor, that factor cancels out in the end. Therefore, readings from the probe were

taken directly in the calculations of B0 and ∂B
∂x
|E, which was measured by varying the dipole

current and recording the change in the field versus the beam position. On the other hand,

in order to measure the mean energy, precise measurement of B is necessary. As an interim

solution until the probe is recalibrated, B was inferred from an independent measurement

of beam energy. E0 was estimated from the size of the hole of the Compton X-ray Sn foil

K-edge image. Using E0 = 28.6 MeV, θ0 = 23.8◦ and r = 17.3 cm, it yielded a value about

10% less than the probe readings.

To measure ∂B
∂x
|E, 1,000 single shot images of the beam were made at the central position

of B0 = 1284 G (probe reading) and also at two other magnet settings, 1276 G and 1287 G

respectively. The centroids of the images were found using the same Mathematica code as

described in the electron beam source size measurement section, with adjustments in initial

crop size and noise floor appropriate for the beam dump camera. The centroids were -263

pixels / +132 pixels away from the reference point for the 1276 G / 1284 G, respectively.

The three data points were fitted to yield ∂B
∂x
|E = 0.028 G/pixel. Using the above equation,

the calibration factor was calculated to be 0.0022%/pixel.
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Figure 3.6: Left: centroid histogram for three spectrometer settings. Right: fitted line of
∂B
∂x
|E
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3.2.3 Energy spread and jitter measurement

The spread (bandwidth) and jitter in the electron beam energy was measured assuming the

horizontal position at the beam dump screen was dominated by the chromatic effect from

the dipole and not the beams transverse properties. The energy spread is then the width of

the spot, while the jitter is the width of the distribution of the centroid. The RMS energy

spread was found to be 0.031%, and RMS jitter was 0.061%.

3.3 Emittance measurement

The emittance of the beam was measured via quadrupole scanning method. A quadrupole

triplet located just after the accelerating section was used to focus the beam, which travels

down a straight section of about a meter before it hits a YAG screen that images the

beam. 10-20 single-shot data were collected per magnet strength, which are processed by a

MATHEMATICA code that measures the horizontal and vertical beam size as well as the

standard deviation for each data point.

The beam size can be determined in 3 ways: direct RMS calculation from the beam centroid,

a Gaussian fit and a supergaussian fit. direct calculation is the fastest but also most prone

to different background levels and noise. A Gaussian fit is more insensitive to noise, but the

beam is usually not a Gaussian; therefore a supergaussian fit, which has an additional free

parameter at the exponent that can adjust the pointedness or flatness of the profile, was also

used. Since nonlinear fits using a 4-parameter supergaussian model can be time-consuming,

a Gaussian fit was first found then its centroid, normalization and width fits were fed into

the supergaussian fit’s initial guess. Once the beam size information at each magnet strength

were found, the data were fitted to find the Twiss parameters of the beam.

The normalized transverse emittance at 80 pC was about 0.3 mm-mrad with optimized
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emittance compensation solenoid settings.

19



Chapter 4

Characterization of X-rays

The output LCS X-rays’ flux was measured using a calibrated X-ray CCD camera. Also, the

source size of the X-rays were measured with the CCD camera; the resolution limit of the

scintillator/CCD system limited the exact measurement of the source size.

4.1 Calibration of Andor X-ray CCD camera

Since the laser-Compton X-ray machine aims to produce state-of-the-art X-ray beams, the

importance of X-ray diagnostics cannot be stressed enough. Currently, the only equipment

being used for characterizing the X-ray beam is the Andor CCD camera. This is an indirect

method utilizing an ICCD camera coupled to a scintillator plate via fiber optics. Since the

scintillator photon output, which is proportional to CCD count, is roughly linear with input

X-ray photon energy and not the number of X-ray photons, the quantity the camera measures

is spatial energy distribution and not number distribution. The indirect measurement implies

the photon density distribution can be extrapolated from the image only if the spatial spectral

distribution is known. Accordingly, the calibration factor is CCD count per absorbed energy.
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The calibration is carried out by irradiating the camera with a radiation source of known

activity and radiation characteristics and comparing the theoretical absorbed energy with

the CCD counts. The accuracy of this calibration is crucial, as photon flux, one of the most

important qualities of X-ray machines, is calculated from it.

Figure 4.1: CAD image of the Andor camera with cutaway of the scintillator section

4.1.1 Setup and method

Scintillator & camera assembly

The camera has a 40-mm × 40-mm wide, 0.5-mm thick Beryllium window in front of the

scintillator to block low energy noise. Two scintillators were available for use; a 175 µm

thick CsI(Tl) on a fiber optic plate and a 310–µm thick Gd2O2S:Tb phosphor screen. The-

oretical spectral response curves for both setup were calculated and plotted in Fig. 4.2

using photon yield references[66, 20, 50, 63] and NIST XCOM data[9]. Publications on the

photon yield of CsI(Tl) vary from 45 photons/keV to 66 photons/keV and there is slight

non-proportionality[29, 46], but knowing the photon yield is unnecessary for the purpose of
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calibration and using a calibration source emitting X-ray energy near the energy of interest

can reduce the error associated with the nonlinearity of response.

The CsI plate/Gd2O2S:Tb screen is pressed on to a 3:1 fiber taper, which is in turn attached

to the image intensifier. The image intensifier is a photocathode coupled with a microchannel

plate (MCP), which adjusts the gain by changing the applied voltage between the two ends.

A phosphor screen is placed after the MCP to transform the electrons back to photons, which

then travel through a fiber optic connected to the CCD. The detector is 18 mm in diagonal,

1024x1024 pixels with 16-bit resolution, and is thermoelectrically cooled.

The incoming X-ray photons will be attenuated by the Beryllium plate and the scintillator

along the way, and only the photons absorbed by the scintillator (some will penetrate since

the scintillator is very thin) will be detected on the CCD. The attenuation A is in the units

of cm2/g, such that when multiplied by the density ρ gives the inverse of the attenuation

length λ. A beam traveling a distance x inside a material will be attenuated by a factor of

e−
x
λ . For the case of the scintillator, the X-ray beam is first attenuated by the Beryllium

plate then absorbed by the scintillator, so the absorbed intensity I is given by

I = I0e
− dBe
λBe (1− e−

dscint
λscint ), (4.1)

where I0 is the incoming intensity and λα is the attenuation length of the material α. The

values for the densities used were ρBe = 1.85 g/cm3, ρCsI = 4.51 g/cm3 and ρGd2O2S =

4.68 g/cm3. Multiplying each radiation intensity by its energy and summing all up yields

the total energy deposited on the scintillator.
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Figure 4.2: Theoretical spectral response of the beryllium-scintillator assembly, using NIST
XCOM data and assuming a linear photon yield of 66 photons/keV for CsI and 60 pho-
tons/keV for Gd2O2S Due to the scintillator’s thinness, absorption efficiency is less than
100% for higher energies and thus there are features such as decreasing photon yield for higher
energies and pronounced steps at the K-edges of cesium (36.0 keV) and iodine (33.2 keV).

Calibration source & solid angle calculation

A sealed 129I radioisotope source was obtained from the B194 inventory. This isotope was

found to be most suitable for calibration among the available sources since its radiation is

concentrated around 30 keV γ-rays, corresponding to the output photon energy of the laser-

Compton source. Table 4.1 shows the emission spectrum of 129I. The activity of the source

was documented as 5.02 µCi.

The source is sealed inside a 1-inch diameter, 1/4-inch thick disc of plastic. The exact location
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E (keV) 3.6-5.4 29.5 29.8 33.6 34.5 39.6
Photons per 100 decays 7.9 20.1 37.2 10.3 2.30 7.42

Table 4.1: X-ray and γ-ray emissions spectrum of 129I[7]

and size of the source is crucial in calculating the solid angle of the detector and thus

the number of incident photons. The dimensions of a similar sealed source by a different

manufacturer was retrieved from the internet, but this serves nothing more than a reference

and cannot be used for calculation of the solid angle.

Figure 4.3: Dimensions of a disc sealed source from
http://www.drct.com/dss/sources/gammasources.htm

In addition, the distance between the source and the scintillator cannot be directly mea-

sured due to the presence of the beryllium plate, so the error would have been larger than

acceptable, especially since the source had to be placed as close as possible to the camera for

maximum signal and thus increased the relative size of the uncertainty. Hence, rather than

estimating the source radius and distance to the camera, the data was taken at several dis-

tances and a fit to several distance-solid angle curves were made with different source radii.

The measurements were done at 30-s exposure, over a distance of 20 mm for Gd2O2S and

28 mm for CsI at 2-mm intervals using a translation stage. The distance from the scintillator

to the source at the closest point will be denoted as the offset distance henceforth, and it
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is this offset value that would need to be found based on the fit to the theoretical model.

Two runs were done for each scintillator; first placing the source closest to the camera and

moving it away, then another set going back towards the camera. The theoretical solid angle

model is based on a calculated table for a disc source and a disc detector[25]. To match the

disc detector configuration, only the central 20-mm radius circular region of the 40-mm ×

40-mm image was used for counting the CCD counts.

Background characterization

The camera has a thermoelectrically cooled CCD, but it cannot keep the temperature con-

stant and the noise increases with time. Since the calibration signal is not very strong at

far distances, correct background subtraction is very important when trying to find a fit to

the model. Through background takes over extended period of time it has been verified that

the noise increases roughly linearly for at least the first hour of operation, though the initial

value and slope were different from run to run.

4.1.2 Results

Best fit parameter for the offset distance was found for solid angle profiles assuming different

source radius from 0 to 10 mm. It was found that the offset distance did not change much

as a function of the source radius; the solid angle varied by less than 3% from point source

approximation to 10-mm radius. Therefore, using a nominal value of 2.5 mm, corresponding

to the diagram in Fig. 4.3, was justified.

The average calibration factors for the two sets were 29.75 counts/keV for CsI and 107.4

counts/keV for Gd2O2S.
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Figure 4.4: Trend of background counts over time of 30 s exposure takes.

CsI away
CsI

towards
Gd2O2S away Gd2O2S towards

offset (mm) 19.49 21.06 19.66 24.50
counts/keV 29.48 30.01 98.15 116.6

Table 4.2: offset distance fits and calculated calibration factor for each set of data.

The offset distance changed considerably between the set moving away from the camera

and the set moving towards the camera, especially for the Gd2O2S runs. For the set moving

away, the offset value was 19.66 mm but for the set moving towards, the value was 24.50 mm.

For comparison, in the CsI measurement the values were 19.49 mm for moving away and

21.06 mm for moving towards. Both measurements show a larger offset fit for the set moving

towards, which were done after the set moving away. The immediate cause of this is that

background-corrected counts are consistently less for the later set, making the later set flatter

than the preceding set. The solid angle profile is flatter in the more distant region, so the

offset fit value becomes larger. It seems that the rate of the background increase based on the
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Figure 4.5: Solid angle onto a 20-mm radius disc detector subtended by a 2.5-mm radius
disc source for varying distances. Blue line is data from Gardner et al.; orange line is CsI
calibration data normalized and given offset of 19.5 mm to fit the theoretical curve.

background takes is higher than what the combined data suggests in order to match them.

It is also possible that the slope decreases slightly as time elapses. More background takes

should have been taken to accurately characterize the background behavior. The background

slope can be manipulated such that the two sets are matched at the same locations, and

might yield a more accurate calibration value than simple averaging of the results.
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Figure 4.6: Background-corrected CCD count data for CsI calibration. Blue points were
measured starting from 0 to 28, then orange points were measured moving backwards. The
discrepancy between the two sets are more pronounced as time elapses, indicating incorrect
background subtraction.

4.2 X-ray flux calculation and comparison with theory

4.2.1 Simulation of interaction

The X-ray simulation code calculates the spectrum and intensity of Compton-scattered X-

rays within a cone of desired solid angle, centered on the laser axis. The input electrons

come from PARMELA. The mean energy of the simulation was 30 MeV; it was subtracted

by a constant to match experimental data using silver K-edge images. Likewise, the charge

is not the value used for the PARMELA simulation but instead set to match the daily log

data as it is only used as a flux scaling factor, along with interaction laser energy.

The simulation was set to calculate the X-ray spectrum within a 4 mrad diameter aperture.
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The spectrum is then multiplied by transmission ratios of materials along the beam path,

namely the back-thinned optic, two Berylllium windows and the absorption ratio of the

scintillator (CsI or Gd2O2S) for the corresponding energies. The absorption data of materials

were taken from NIST XCOM. Calculating the area under the curve of this absorption

spectrum gives the total X-ray energy absorbed by the scintillator, which is predicted to be

proportional to scintillator photon yield, which in turn is predicted to be proportional to

CCD counts. The CCD counts per absorbed energy has been calibrated for the two types

of scintillators using an 129I radiation source, which emits photons mostly in the 30-40 keV

range. Thus, possible error due to spectral nonproportionality are minimized as long as the

output X-ray is in the same range. The exception to this is near the K-edges of I and Cs

(33.2 keV and 36.0 keV, respectively) where absorption and light yield of the CsI scintillator

may be severely disproportionate.

The simulation predicted 4900 photons per shot within the 4-mrad cone with mean energy

of 25.9 keV. The total absorbed energy per shot is 48 MeV for Gd2O2S and 34 MeV for

CsI. Using the calibration factors, these numbers correspond to 5.81 and 1.00 million counts,

respectively. The actual numbers used for comparison is different for every set because the

charge is taken from logged data.

4.2.2 Experimental results

The X-ray images were taken with exposure times between 1 s and 60 s. Since the system

runs at 10 Hz, these images are integrations of 10-600 shots. Between August 18 2015

and September 1 2015 the data were taken with Gd2O2S but after September 3 15 the

scintillator was replaced with CsI and the camera was moved further back, increasing the size

of the 4 mrad region of interest. The images are background-subtracted, but an additional

rectangular region in the image that should not contain signal was sampled and subtracted
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the counts from the rectangular region from that of the 4-mrad region, adjusted for the area

difference. This rectangular background was 5% of signal for the noisiest 1-s images and less

than 1% for most others.

The best flux was achieved on August 20 2015. Six 10-s images of mostly increasing flux

were taken between 15:25 and 16:10. The charge was logged at 16:15. Two 1-s images were

taken at 16:35, after which silver foil was put in to see the K-edge effect. Flux analysis on

images with silver foil was not attempted since the center region contains low signal to noise

ratio and very sensitive to e-beam energy/distribution which are difficult to measure. The

CCD counts from the 8 images were compared with calculation from theory using 55-pC

bunch charge, the average of logged charge. The 10-s images showed flux of up to 69% of

theoretical value, while the 1 s images were higher: up to 113% of theory were measured.

(a) (b)

Figure 4.7: Left: A sample 10-s integration image of the X-rays, with a 4-mrad cone region
for flux measurement denoted with a white circle and a background subtraction region in
white rectangle. Right: A sample 1-s integration image.
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4.3 Source size characterization

4.3.1 Background

Small X-ray source size is a characteristic of Compton light sources that is of particular

importance in several imaging applications such as phase contrast imaging[12], but accurate

source size measurement has yet to be achieved due to the limited imaging capability of the

current setup.

The spatial resolution of a radiograph depends strongly on both the source size and the

imaging system’s resolving power. The source size of our X-ray beam is similar to the size

of the electron spot size at the interaction point, since the electron spot size is smaller than

the laser spot size. The RMS source focal spot size σs can be defined from the geometric

unsharpness formula σs = σpa/b, where σp is the RMS penumbra size, a is the source to

object distance and b is the object to detector distance. Modeling of radiographs using

the image simulation code described in [33] shows excellent agreement of the above-defined

source size and the electron beam spot size.

Single shot OTR images of the electron beam spot at the interaction point show an RMS

size of 14 µm in horizontal and 11 µm in vertical, with jitter around 5 µm by 3 µm[41]. The

integrated image of 1,000 overlapped shots (Figure 4.8) yields 16.7 µm by 12.8 µm and is very

close to Gaussian in profile (Figure 4.9).

Therefore, in order to measure the penumbra and the X-ray source size directly, a very

high resolution imaging device is necessary; otherwise the blur from the imaging system

will dominate the resolution of the result, rendering source size determination impossible.

The large field-of-view Andor X-ray CCD camera that was used to characterize the beam’s

flux and bandwidth is not capable of resolving small details necessary for the source size

measurement, due to scintillator thickness, 3:1 demagnification fiber optic taper and multiple
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Figure 4.8: 1,000 shot OTR image of the electron beam at the interaction point.

Figure 4.9: Integrated lineout profiles in red and their Gaussian fits in blue in the horizontal
(left) and vertical (right) directions of Figure 4.8.

fiber optic relays, in addition to dimmed and non-uniform sensitivity of the CCD owing to

extensive radiation damage from previous Compton scattered γ-ray experiments[26]. The

spatial resolution of the camera measured with a sharp edge varied between 350 µm and

700 µm FWHM depending on the scintillation material used. We have purchased a new
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CCD camera with a thin scintillator and lens relay system allowing 11 µm spatial resolution

from Crytur, which is expected to be delivered shortly. Meanwhile, we have characterized

the beam using another Andor camera identical to our current camera in a slightly different

setup, with a 150 µm CsI scintillator and without the 3:1 taper. The pixel size is 13 µm with

field of view of 13 mm by 13 mm.

4.3.2 Measurement of spatial resolution of the imaging system

To measure the resolution of the camera, a wedge-type line pair gauge etched from 30 µm

thick Lead was placed directly in front of the scintillator. This eliminates the penumbra

from the source, and the sharp edges of the resolution test pattern are blurred solely due

to the imaging system. Figure 4.10 shows the resulting image captured by summing 100,

30-s exposure images, for a total exposure time of 50 minutes. Sample lineout profiles at

6.9 lp/mm and 10.4 lp/mm is shown in figure 4.11.

Figure 4.10: 50 minute integration image of the resolution test pattern at unity magnification.

A fit of the lineout was made by convolving a square wave function of appropriate frequency
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Figure 4.11: Lineout profiles of Figure 4.10 (a,c) and their Cauchy distribution convolution
fit in blue (b,d).

representing the line pairs with a Cauchy distribution of varying FWHM. Image blurring

in the scintillator is a result of X-ray photons creating electron-hole pairs which then travel

along the crystal as they migrate to impurity centers where energy is given off as visible

light[48], and therefore the point spread function is highly pointed with long tails, justifying

the use of Cauchy distribution as the fitting function. A blur of 65-µm FWHM Cauchy

distribution was found to fit the data well across most frequencies; this is regarded as the

upper bound since the resolution could be smaller if signal to noise was better.
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4.3.3 Measurement of source size

For the source size measurement, the line pair gauge was placed as close as possible to

the X-ray source (laser-Compton interaction point) to create maximum magnification and

penumbra. The image was magnified 1.7x, and the corresponding imaging simulation showed

that the blurs in line pair images at this distance can be well approximated by a Gaussian

blur with σ = 0.7σe, where σe is the RMS width of the electron beam. Hence, the fit was

made by convolving square wave functions with a Gaussian distribution kernel, then further

convolving it with a 65-µm Cauchy distribution kernel. The resulting image and the fits of

two sample lineouts are shown in Figures 4.12 and 4.13 respectively. The image was acquired

by summing 75, 1-minute integration images, for a total exposure time of 75 minutes.

Figure 4.12: 75 minute integration image of the resolution test pattern at 1.7x magnification.

The upper bound for Gaussian σ in the fit was 30 µm, corresponding to a maximum source

size (and electron beam size) of 42-µm RMS, or 100-µm FWHM. This upper bound value is

much higher than the measured electron beam size due to limitations in the imaging system;
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Figure 4.13: Lineout profiles of Figure 4.12 (a,c) and their Gaussian+Cauchy distribution
convolution fit in blue (b,d).

the scintillator blur is of comparable size and the signal-to-noise ratio is low as evidenced by

the image.

4.3.4 Conclusion

X-rays produced from the Laser-Compton X-ray source at LLNL have been thoroughly

characterized; the flux and bandwidth match well with simulation results. Advancements

in direct measurement of the source size has been made through a new camera setup and

modeling analysis despite the limited resolution of the imaging system.
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Chapter 5

Electron Beam Characterization

Through K-edge Filtering of Laser

Compton-Scattered X-rays

5.1 Introduction

Soon after the invention of the laser, Fiocco and Thompson[23] observed Thomson scattering

of laser by an electron beam. Since then, in addition to being studied extensively as compact,

high-energy X-ray and γ-ray sources[60, 24, 47], laser-Thomson/Compton scattering (LCS)

X-rays have been used as diagnostics for plasmas and beams. When scattered by a relativistic

electron beam, the laser photons are Doppler shifted to very high energies, often in the X-

ray and γ-ray regimes and highly collimated in the direction of the electron beam. Due

to the strong dependence of LCS X-rays on electron beam quality, the photons have been

used to characterize almost all electron beam parameters of interest, including transverse

and longitudinal beam size[59, 5, 2, 39, 27], divergence[39, 17, 27, 35], energy spectrum[49,
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37, 17, 61, 27, 35, 13] and polarization[4, 28]. Majority of the electron beam energy and

divergence measurement involves measuring the spectrum of the Compton X-rays using

conventional X- and γ-ray spectroscopy – scintillator/semiconductor single-photon counting

or Bragg diffraction – and comparing the spectrum with a simulated spectrum created by an

electron beam with expected parameters. Nevertheless, even if precise measurement of the

spectrum is unavailable or unfeasible, one may still be able to determine the LCS spectrum

using filter attenuation methods, such as Ross filters[15, 53] or attenuation through variable

thickness materials[32]. An even simpler method is to use a filter material whose K-edge

is slightly below the on-axis LCS X-ray energy, so that the center of the beam, where the

energy is higher, would be strongly attenuated while the outer regions are not. This method

has been used to verify the energy of LCS X-rays[13, 69]. It is therefore logical to investigate

the possibility of extending this technique to measuring the electron beam parameters and

compare the precision against other methods, especially spectrum-resolved LCS methods. In

this section, I present the mechanisms of our K-edge filtering diagnostic technique and the

simulation tool, and the experimental setup and results conducted using Lawrence Livermore

National Laboratory (LLNL)’s 30-MeV X-band linac to verify the technique.

5.2 Laser-Compton scattering beam diagnostics

5.2.1 Compton scattering from a relativistic electron

The physics of Compton scattering of laser by a relativistic electron or a beam of electrons

have been extensively studied. Two most important differences from scattering from a sta-

tionary electron are that the scattered photon is twice Doppler-shifted to very high energies,

and that the Lorentz transform from the electron frame to the lab frame causes the scattering

cross section to be highly collimated in the direction of the electron’s momentum, producing
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a narrow beam of high energy photons. The energy Eγ of a Compton-scattered photon from

a collision with a relativistic electron is

Eγ =
γ −

√
γ2 − 1 cosφ

γ −
√
γ2 − 1 cos θ + k0λ̄c(1− cos θ cosφ+ cosψ sin θ sinφ)

EL, (5.1)

where γ is the electron’s Lorentz factor, φ is the angle between the incident electron and

the laser photon, θ is the angle between the incident electron and scattered photon, ψ is

the angle between the incident and scattered photons, k0 is the wave number of the incident

photon, λ̄c is the reduced Compton wavelength of the electron and EL is the incident photon

energy[1]. In the head-on collision (φ = π) with an ultra-relativistic electron, this equation

can be approximated in the small observation angles (θ � 1) as

Eγ ≈
4γ2

1 + γ2θ2 + 4γk0λ̄c
EL. (5.2)

In this form, contributions from different components are manifest. The 4γ2 factor is due to

the double Doppler upshift, while the second and third terms in the denominator represent

energy reductions from off-axis scatter and Compton recoil, respectively. The reduction in

photon energy due to Compton recoil is significant only when the incident photon energy in

the electron frame is comparable to the electron rest mass. As mentioned earlier, scattered

light is strongly focused in the forward direction as a result of relativistic beaming. Figure 5.1

shows the Compton-scattered spectrum and energy-angle correlation for a 532-nm photon

colliding head-on with a 25.5-MeV electron (γ = 50). It is clearly seen that the right half of

the spectrum is contained within a 1/γ =20-mrad cone.
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Figure 5.1: Energy spectrum (solid) and scattering angle (dashed) of photons Compton-
scattered from a 25.5 MeV electron (γ = 50).

5.2.2 Compton scattering from an electron beam

When a beam of electrons interacts with an intense laser, the energy-angle correlation is

blurred due to multiple factors; particles traveling in different directions (divergence), parti-

cles having different energies (energy spread), multiple scattering and nonlinear effects due to

high laser intensity all contribute to broadening of the local spectrum at a given observation

angle[31, 14]. Among them, the electron beam’s divergence σθ and energy spread σE tend to

dominate the broadening effect in typical setups where nonlinear effects are negligible and

the laser bandwidth is smaller than the electron energy spread. Clearly, such reduction in

coherence is detrimental in LCS light source applications; in order to control the broaden-

ing effects, much effort has been put into understanding how beam parameters affect the

scattered spectrum. This knowledge can be applied backwards to deduce the electron beam

parameters from the LCS spectrum.
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Beam divergence and energy spread affect the local spectrum in different ways[35, 56], and

is demonstrated in the simulations of X-ray spectrum in Fig. 5.2. Two different electron

beams were simulated; a divergence-dominated beam with σθ = 1 mrad, σE = 0.06 % and

an energy spread-dominated beam with σθ = 0.2 mrad, σE = 0.5 %. The mean energy is

29.1 MeV for both beams. The figures on the upper half are from the divergence-dominated

beam, while the ones on the lower half are from the energy spread-dominated beam. The

angular-spectral distributions are shown on the left, local spectra at various detector angles

θd are shown in the middle and integrated spectra within various cone angles are shown on

the right. The white dotted lines in the angular spectrum plots indicate the energy-angle

correlation for a reference electron having E = 29.1 MeV and no divergence. θd is measured

from the electron beam axis, which is antiparallel to the incident laser beam.
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Figure 5.2: Angle-resolved spectrum (left), local spectra (center), integrated spectra (right)
for divergence-dominated beam (top) and energy spread-dominated beam (bottom).
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The shape of the local spectrum from the divergence-dominated beam, shown in Fig. 5.2b,

is sharp with a hard edge at the upper end for θd < 1 mrad, but becomes progressively wider

further off axis. The dramatic change in bandwidth is because the energy-angle correlation is

relatively flat for small angles until it takes a steep descent at around θd ≈ 1
10γ

= 1.75 mrad.

Thus, as long as the divergence of the beam is less than 1/10γ as in this example, the on-axis

spectrum’s narrow bandwidth is preserved, while the off-axis spectrum bandwidth is greatly

affected by σθ. One of the most distinguishing features of a divergence-dominated beam

is the steep cutoff on the high-energy side of the integrated spectrum, since the scattered

photon energy is insensitive to small variations in laser-electron collision φ. In other words,

the X-ray spectra from different electrons appear identical despite the difference in collision

angles, only differing in direction.

On the other hand, the local spectrum from the energy spread-dominated beam is mostly

a reproduction of the spectrum of the electron beam, and the shape changes very little

with negligible bandwidth increase for increasing observation angles. As a result, the on-axis

bandwidth is higher than that of the divergence-dominated beam, but the off-axis bandwidth

is narrower, leading to a steeper cutoff at the lower end of the integrated spectrum and a

gradual slope matching that of the electron energy spread at the higher end.

5.2.3 Measuring the LCS spectrum

It is clear that measuring the LCS spectrum will reveal information about the electron

beam’s spectrum and divergence[36], and its precision can be greatly enhanced if spectra

from multiple observation points are available. Once the X-ray spectra are obtained, one

can reconstruct the electron beam by simulating the Compton scattering of that beam with

the laser and matching the resulting X-ray spectrum to the experimental data. Numerous

experiments have measured the LCS spectra at multiple observation angles[1, 16], and some
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have resulted in quantitative determination of beam parameters[17, 35, 27]. Most experi-

ments obtained the local angular spectra using single photon counting methods, either by

scanning a single detector along the observation angle[17, 1], or via spectroscopic imaging,

where each pixel of a CCD[35] or a photodiode array[27] measures the energy of incoming

photons. Bragg diffraction from crystals[51, 16, 57] have also been used to measure the angle-

resolved X-ray spectra, which has several advantages over single photon counting method

since limitation on flux due to pile-up is eliminated, and the angular spectrum is obtained in

a single image. Lastly, Ross filter[55] is an established X-ray spectroscopic technique utilizing

the K-edge absorption effect, and multiple laboratories have proposed and used the method

for LCS spectroscopy[15, 53]. However, the bin sizes of a Ross filter spectrometer, which are

equal to differences in K shell edge energy of adjacent elements, are typically about 1 keV

and thus too crude for the purpose of electron beam reconstruction.

5.3 K-edge filter method

Brown et al.[13] demonstrated that filtering the LCS X-ray with a material whose K-edge

lies slightly below the maximum energy can produce a dark spot or a ’hole’ in the center

of the X-ray image because of the energy-angle correlation of LCS X-rays, and also noticed

that the sharpness of this center spot gradient depends strongly on beam divergence and

energy. In that work, the maximum X-ray energy varied from 73 keV to 78 keV and a Ta

foil with a K-edge at 67 keV was used. Later, similar K-edge filter techniques were used to

confirm the energy of the LCS source at BNL-ATF[69, 58].

Building on aforementioned works, we extended the K-edge hole method to measure the

beam energy spread and divergence. The variation in intensity profile of a filtered image

was found to be very sensitive to the three electron beam parameters; we determined these

parameters by adjusting the simulation beam parameters to match the data. In this way,
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one need not measure the X-ray spectrum directly; the full angular intensity distribution

compensates for the lack of spectral information.

5.3.1 beam effects on K-edge hole
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Figure 5.3: X-ray transmission ratio (solid) through 75-µm thick Sn foil showing the K-
edge at 29.2 keV and X-ray scattering angle-energy relationship (dashed, cf. Eq. 5.2) from
a head-on collision of 532-nm photon and 29.1-MeV electron beam which crosses the Sn
K-edge energy at 3.4 mrad.

A simulated image of a Compton X-ray flux distribution from a single electron is shown

in Figure 5.4a. The vertical profile lineout through the center is plotted to the right. The

observation angle is defined from the laser beam axis, and the electron direction is antiparallel

to the laser direction. The electron’s energy is 29.1 MeV, corresponding to 1/γ = 17.5 mrad.

The incident laser is linearly polarized in the horizontal direction which is responsible for the

vertically oblong shape. With an incident laser photon wavelength of 532 nm (2.33 eV) and a

head-on collision geometry, the on-axis backscattered photon energy is 30.3 keV. Figure 5.4b
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shows the same X-rays filtered by a 75-µm thick Sn foil. The foil’s attenuation spectrum and

the X-ray energy-angle function are plotted in Fig. 5.3. A significant attenuation is visible

within the central region bounded by a circle with a radius of observation angle θ = 3.4 mrad,

corresponding to the angle at which the scattered X-ray energy is equal to the Sn K shell

energy EK= 29.2 keV, and can be found be rearranging Eq. 5.2 for θ with EK replacing Eγ:

θ =

√
4EL
EK
− 1

γ2
− 4k0λ̄c

γ
. (5.3)

The hole size is thus an indicator of electron energy given fixed laser wavelength; higher

electron energy results in a larger hole. Obviously, if the maximum (on-axis) scattered

energy is less than the K edge, there will be no sharp hole.

Since the sharp edge of the hole is due to the energy-angle relationship, when there is spectral

broadening the edge is softened, as some photons in the observation point will be above the

K-edge while others are not. In the case of spectral broadening due to multiple electrons as

discussed in section 5.2.2, the softening effect can be explained as a result of a superposition

of single electron hole intensity distributions that vary in hole size and position. When

the laser is scattered by a beam of electrons with nonzero energy spread, each electron

contribution has a slightly different hole radius according to Eq. 5.3. Figure 5.4c shows the

hole image when the electron beam has a 0.5% Gaussian energy spread. On the other hand,

when the electron beam has nonzero divergence, each electron creates a hole centered on its

own direction of travel rather than the laser-defined observation axis. Figure 5.4d shows the

3.4-mrad hole blurred due to 1-mrad Gaussian beam divergence.

In the K-edge hole beam diagnostic, the beam parameters are found by first obtaining a fil-

tered LCS X-ray image and fitting the image using simulations with ansatz beam parameters.

In this demonstration, vertical profile through the center is used for checking the fit. In figure
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Figure 5.4: (a) Compton scattering flux distribution and vertical profile through the center
of a horizontally polarized 532-nm laser from a 29.1-MeV electron. (b) Flux distribution
and vertical profile filtered with a 75-µm Sn foil, showing a K-edge hole. (c) Filtered flux
distribution and vertical profile from a beam of electrons having 0.5% energy spread and
no divergence. (d) Filtered flux distribution and vertical profile from a beam of electrons
having 1-mrad divergence and no energy spread.

5.5, the effects of beam parameters on the vertical profile are clearly shown. Unsurprisingly,

energy shift ∆E causes the most quantifiable change by the difference in hole size. Edge

blurring due to σE and σθ are more subtle, but there are important differences between the

two. As mentioned before, divergence causes drastic spectral bandwidth changes along the

viewing angle, while energy spread has more constant bandwidth throughout. This difference

is clear when comparing the on-axis and off-axis changes. In the σθ case, the intensity in the

central region remains unchanged as divergence increases due to the preservation of narrow

spectrum in the on-axis region, but the off-axis region is blurred considerably. Conversely, in
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the σE case, the central region gets brighter when energy spread increases to 1%, indicating

a presence of more low energy photons in that area, but off-axis region slopes stay sharper

than that of the σθ = 1 mrad case. The exact shape of the slope depends on the shape of

the distribution in the beam’s energy spread and divergence.

5.4 Experimental setup

5.4.1 Linear accelerator and interaction laser

The K-edge beam diagnostic was experimentally demonstrated using the 30-MeV X-band

linear accelerator at LLNL. The accelerator was designed to produce high-brightness LCS

X-rays by head-on collision with a 532-nm laser. The detailed parameters of the accelerator,

laser and output X-rays are given in previous publications[42, 33, 34] and summarized in table

5.1. A layout of the laser-electron interaction region is shown in Fig. 5.6. The accelerated

beam is focused by a quadrupole triplet just before the interaction point, where it collides

head-on with the interaction laser and is bent by the spectrometer dipole to the beam dump.

The energy spectrum was measured using the spectrometer, and emittance was measured

using the quadrupole scanning method, showing good agreement with PARMELA design

values[43, 44]. For this diagnostic experiment, the energy of the electron beam was tuned

so that the LCS X-rays would produce a K-edge hole of adequate size given the choice of

filter material and field-of-view. The interaction laser is linearly polarized in the horizontal

direction.
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Figure 5.5: Effects of different beam parameters on the K-edge hole image vertical profile:
varying energy (a), varying energy spread (b) and varying divergence (c).
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5.4.2 LCS X-rays

The Compton-scattered X-ray beam has a maximum energy of about 30 keV, with 1/γ

divergence of 17 mrad. From the interaction region, it travels forward and passes through a

45◦ mirror used to direct the laser beam to the interaction region. The original thickness of

the fused silica mirror is 9.525 mm, which would absorb nearly all of 30-keV X-rays. In order

to make it possible to image the X-rays, a 20.32-mm diameter region of the mirror in its

center was thinned from the back to have a 2-mm thickness. Since the mirror is positioned

at 45◦, the X-rays penetrate through 2.828-mm of fused silica and are attenuated by about

40%; the angled position also causes this aperture region to be football-shaped when imaged.

The mirror is placed 1.4 m downstream of the interaction region, giving the apertured field-

of-view of 14 mrad long and 6 mrad wide. After the mirror, the X-ray beam exits the vacuum

chamber via a 435 µm-thick Be window.

The X-rays are then filtered by the K-edge foil. For 30-keV X-rays, Sn foil was used as

demonstrated in section 5.3.1. For lower energies, In (27.9 keV) and Ag (25.5 keV) were

used as well. The thickness of the filters were chosen to maximize the absorption difference

between above and below the K-edge. For Sn, the ideal thickness is 65 µm at which the

difference in absorption would be 56.6 percentage points (87.6% absorbed above K-edge,

31.0% absorbed below K-edge); 75 µm was used as it was the closest thickness available

for purchase, with 56.1 percentage point difference in absorption. The filtered X-rays were

imaged 1.2 m further downstream with Fujifilm imaging plates and Andor image-intensified

CCD cameras coupled with either a CsI scintillator or a P43 (Gd2O2S:Tb) phosphor screen.

Since the CCD camera gives real-time information, it was used to monitor the centering of

the X-ray beam on the aperture by steering the electron beam. However, due to an issue

regarding non-uniform response across the imaging area for the CCD camera, only imaging

plate data were used for analysis. The imaging plates were scanned using Fujifilm FLA-7000

within 15 minutes of the conclusion of exposure. Typical exposure lasted 20-30 minutes,
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corresponding to accumulation of about 12,000-18,000 shots.

Figure 5.6: Layout of the LLNL Laser-Compton Light Source interaction region and its
surroundings. Electron beam path is shown in red, laser in green and X-rays in purple.

Table 5.1: LLNL LCS source parameters

e− beam parameters laser, X-ray parameters
bunch charge 100 pC laser energy 750 mJ
bunch length 2 ps pulse length 6.5 ns
spot size 30 µm beam waist 50 µm
n. emittance 0.3 µm wavelength 532 nm
RF 11.424 GHz X-ray energy 30 keV
energy 30 MeV X-ray flux 3×106/s
energy spread 0.03 % rep. rate 10 Hz

5.5 Laser-Compton X-ray Modeling

All of the spectral and imaging simulations were done using a Mathematica script originally

written by F. V. Hartemann and S. Wu for LCS optimization and modified by P-C. Yeh and

Y. Hwang. The code calculates the Compton scattering cross section and flux for a model

electron beam (a collection of particles input from PARMELA) and a laser pulse modeled

as a plane wave field with a Gaussian beam envelope. The original PARMELA particles’

phase space values were modified to create electron beams with desired beam parameters.

In the code’s coordinate system, the laser pulse is traveling along the z axis. Since it is

modeled as a perfect plane wave with only intensity variations given by the Gaussian beam
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envelope, laser bandwidth and divergence effects are not taken into account. A spatial grid

based on observation angles θx and θy, corresponding to horizontal and vertical polar angles

from the axis respectively, serves as the 2D pixel grid. At each grid point and for each

electron particle, the Compton scattered energy and differential cross section is calculated

using energy-momentum conservation and the Klein-Nishina formula for linearly polarized

photons[10]. The interaction probability of the electron particle with the laser beam is

calculated by integrating the photon density along the ballistic trajectory of the electron,

and is multiplied to the cross section to give the number of photons per solid angle for

the grid point. This process is repeated for all grid points and electron particles, and the

contribution from each electron particle is summed for final image.

The aperture created by the back-thinned optic was modeled by multiplying the cross section

by the fused silica transmission coefficient with thickness depending on the expected pen-

etration length determined from the electron particle position and the imaging grid point.

Other filtration effects due to K-edge foil and Be window were calculated by simply multi-

plying the transmission coefficient of respective material without added spatial complexity

since the thickness is considered uniform for all X-rays. Response of the imaging modality

was modeled using the absorption coefficient of respective scintillation material multiplied

by the X-ray energy.

5.6 Results and analysis

A 30-minute (18,000 shot) integration image of unfiltered X-rays captured with an imaging

plate, along with a simulation of the image are shown on Fig. 5.7. The horizontal and

vertical profile lineouts through the center are also plotted, showing excellent agreement of

intensity distribution apertured by the back-thinned optic between the experimental data

and modeling.
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Figure 5.7: Image of unfiltered X-rays, apertured by the back-thinned optic (a), simulation
of the unfiltered X-ray image (b), horizontal (c) and vertical (d) lineouts of the image and
simulation through the center.

A Sn-filtered X-ray image, also integrated for 30 minutes, is shown on Fig. 5.8, and its vertical

lineout through the center and simulation fits made with varying beam parameters are shown

on Fig. 5.9. The simulations were normalized to have same intensity as the experimental

data at the center and at the edges, thus easily visualizing how well the simulations fit

near the shoulders for different parameters. The best fit parameters for this image were
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Ē = 28.51 MeV, σθ = 1.8 mrad, and σE/Ē = 0.07%.
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Figure 5.8: Sn-filtered LCS X-ray image, showing the K-edge hole in the center.
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Figure 5.9: Effects of different beam parameters on the K-edge hole image vertical profile:
varying energy (a), varying energy spread (b) and varying divergence (c). Upper/lower
bound fit errors are shown in different colors.
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5.6.1 Mean energy

As shown in Fig. 5.9a, the K-edge profile is very sensitive to the mean energy of the electron

beam. The red and blue lines represent less than ±0.2% error in energy from best fit,

plotted in purple. As expected from the ideal beam case (Fig. 5.5a), the size of the hole,

measured as peak-to-peak distance, changes considerably. This method revealed a more

precise measurement of energy than the spectrometer measurement where magnetic field

probe calibration and angle measurement uncertainties prohibit high precision.

5.6.2 Divergence

The precision for divergence measurement is shown in Fig. 5.9b. Red and blue lines repre-

sent 6% error from the best fit of 1.8 mrad. Although single-shot normalized emittance of

0.3 mm mrad and 30-µm spot size implies a divergence of about 0.2 mrad, The accumulation

of 18,000 shots over 30 minutes seems to have introduced almost an order of magnitude

higher jitter/drift contributions to the divergence. Possibility of the beam being energy

spread-dominated with low divergence has been ruled out, as it was impossible to repro-

duce the exact shape with such parameters. Specifically, the profiles of high energy-spread

simulations feature a flatter central trough, as explained in section 5.3.1 and Fig. 5.5.

5.6.3 Energy spread

Figure 5.9c shows the effect of changing energy spread, from nominal 0.07% in purple to 0.5%

in red. Since the beam is heavily divergence-dominated, changing the energy spread value

did not contribute to the off-axis spectral broadening and therefore the slope of the lineout

stays unchanged within the plausible range determined from the independently measured

single-shot energy spread 0.03% and jitter 0.06%. Therefore, it was only possible to give an
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upper bound for the energy spread at about 0.3%.

5.6.4 Applicability of the method

In this demonstration of the K-edge diagnostic, the low X-ray yield owing to the long-pulse

interaction laser necessitated a half hour integration in order to obtain a clear image, and

negatively affected the beam divergence measurement. This method would be most ideal

for measuring the single shot beam emittance of laser wakefield accelerator beams, as such

facilities already possess high-intensity lasers capable of producing bright LCS X-rays and

divergence measurement options are limited[27]. The energy spectrum as measured from the

dipole spectrometer supplies the spectral broadening contribution due to the energy spread,

so simulating the X-rays only requires making ansatz divergence distributions. It should

be noted that high intensity lasers commonly used to drive plasma wakefield will introduce

nonlinear effects that also contribute to spectral broadening and must be accounted for in the

simulations. The choice of filter material should be made based on the energy range of the

electron beam and the laser wavelength; since there is an upper limit on atomic absorption

edges – Pu K-edge is 121 keV – if the electron beam energy is too high, the LCS X-ray

energy can be lowered by using a longer wavelength laser or reducing the interaction angle.

Additionally, in cases where both electron beam energy and divergence are high enough that

1/γ divergence of the LCS X-rays is smaller than the beam divergence, the K-edge hole

would be very difficult to image. Therefore, this method is best suited for energies below

100 MeV, where the LCS divergence would be wide enough for imaging the hole and filter

materials are commonly available.
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5.7 Conclusion

A diagnostic method that can determine electron beam’s energy spectrum and divergence

using K-edge filter imaging of LCS X-rays has been developed and tested on the X-band

linear accelerator at LLNL. K-edge foils act as low-pass filters attenuating most of X-rays

above the K-edge energy; the LCS spectral broadening due to beam divergence and energy

spread are rendered as a gradual slope from dark, high energy region in the center to bright

low energy region off-axis. By finding the beam parameters that fit the shape of the slope, one

can determine the mean energy, energy spread and divergence. The 30-keV LCS X-rays were

filtered with 29.2-keV Sn K-edge foil, and was able to find the mean energy and divergence

with high precision. Because the spectral broadening was dominated by the divergence,

only an upper limit for the energy spread could be obtained. Due to the precise divergence

measurement capability, this method can be a very simple yet useful emittance measurement

tool when combined with a spot size measurement for moderate energy electron beams.
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Chapter 6

Medical Applications of

Laser-Compton X-ray Sources

6.1 Introduction

Medical imaging and therapy has seen great advancements since the advent of synchrotron

radiation (SR), utilizing its bright, monochromatic and tunable X-ray beam of very small

source size[62]. However, medically relevant X-ray energies (keV to MeV) can only be ob-

tained with GeV-class accelerators, mostly through undulator radiation. Such facilities are

too large and costly, limiting the accessibility of SR radiology and radiotherapy. Therefore,

a compact X-ray source that produces SR-like beam will provide a huge boost and aid in

popularization of medical applications of SR.

X-ray and γ-ray generation by laser-Compton scattering (LCS) is being studied worldwide

for its potential as a compact synchrotron-quality X-ray source[52, 38, 21, 70, 40]. LCS can

be seen as SR with the undulator replaced by the laser’s electric field, therefore shortening

the scattered photon frequency by more than 3 orders of magnitude. In a head-on collision
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of a laser and an electron beam, photons backscattered in the electron beam direction gain

energy up to a factor of 4γ2, where γ is the electron beam Lorentz factor. Using optical lasers,

hard X-rays in the range of 10-100 keV can be produced with electron linear accelerators with

energies less than 50 MeV. Such accelerators are commonly used in hospitals for external

beam therapy. Hence, LCS can provide a breakthrough in medical imaging and therapy

by introducing SR to every hospital. In the following, notable medical SR applications

are discussed and its feasibility study plan using the LLNL Compact Laser-Compton X-ray

Source is presented.

6.2 Medical imaging with LCS

Conventional radiology relies on Bremsstrahlung X-rays produced by an electron beam of

tens of keV hitting an anode target. It is very compact and simple to operate, but due to

its broad spectrum the patient receives unnecessary dose from low-energy X-rays which also

reduces the quality of the image especially in the case of computed tomography (CT) due

to beam hardening. One may use a filter material to block the low-energy portion or use a

target possessing a specific fluorescent radiation peak, at the loss of overall flux. In contrast,

a monochromatic beam as in the case of SR or LCS can significantly reduce the patient dose

while improving the resolution of the image. Monochromatic beams can also provide a much

higher contrast for contrast agent imaging if the contrast agent’s K-edge is just below the

beam energy.

6.2.1 K-edge Subtraction Imaging

The energy tunability of LCS, in the form of ether direct change in electron beam energy,

different colored laser, change in interaction angle or change in observation angle, enables
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a new imaging technique known as K-edge subtraction (KES). In this scheme, an image

with X-ray energy just above the K-edge of the contrast agent is subtracted from a similar

image but with the X-ray energy just below the K-edge. Since the attenuation coefficient of

body parts not containing the contrast agent are nearly constant between the two energies

as shown in Fig. 6.1, these features are completely subtracted and only the contrast agent

image remains.
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Figure 6.1: Mass attenuation coefficients for body tissues and contrast agents.

6.2.2 Phase Contrast Imaging

For hard X-rays in body-like matter, the real part of the refractive index is larger than the

imaginary part, causing bigger changes in phase than in absorption. The phase change in

matter can be detected in a number of ways. With a spatially coherent beam one can observe
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directly the refractive edge-enhancement effect[68]. With a monochromatic beam, X-ray

diffraction can be used to detect the small angle refractions of the beam[19]. Further, various

interferometric methods have been used to extract detailed phase shift information[11, 67].

These techniques have been successfully demonstrated using LCS by Bech et al.[8].

6.3 Radiotherapy with LCS

Current X-ray radiotherapy is mostly carried out using MeV beams created from medi-

cal linacs or characteristic γ-rays from radioisotopes, but there is a new technique using

<100 keV beam to trigger Auger cascade of high-Z nanoparticles placed near cancer cells[54].

Nanoparticles accumulate in tumors due to the enhanced permeability and retention (EPR)

effect, where abnormal blood vessel structures in tumors allow macromolecules to perme-

ate more readily and be retained longer than in normal tissues. Selectivity can be further

increased by attaching tumor targeting molecules to the surface of the nanoparticles. Fur-

thermore, the nanoparticles can serve as contrast agents as well as a radiosensitizer as in

image-guided radiotherapy (IGRT)[30], enabling diagnostics and therapy to be performed

with the same beam and drug, also known as theranostics. Combined with the monochro-

maticity of LCS, the dose selectivity can be greatly increased.

In order to study the viability of LCS in Auger theranostics, nanoparticles and biological

samples including live cells are required. If active cancer-targeting agents are to be loaded

to the nanoparticles, a comparison study of cancer cells and living cells can be made in a

similar fashion. If one only relies on the passive EPR effect, a live animal will be required to

grow the vascular structures for the tumor. Gold is the favored nanomaterial most widely

studied for Auger radiosensitization, and it has been shown that the X-ray beam need not

be above the Au K-edge in order to see the enhancement effect[45].
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6.3.1 Monte Carlo simulation of nanoparticle Auger therapy

FLUKA[22] simulations of dose distribution in a Gadolinium Auger therapy were done as-

suming a monochromatic beam. In order to maximize the K-edge dose, the energy was set to

60 keV, near the Gd K-edge of 50.3 keV. A pencil beam of monochromatic X-rays impinged

on a 1-nm sphere of solid-density Gd surrounded by water to study the Auger electrons’ dose

distribution in the nm range. The 2-dimensional dose distribution was scored along a 10-µm

long and 1-µm wide box region, and is shown in Fig. 6.2.

It is clear that most of the dose absorption occurs along the X-ray path within the 1-nm Gd

sphere, as expected. The slight halo around the sphere represents the dose due to secondary

particles, and since low-energy Auger electrons dominate, the halo has a very short range on

the order of 50 nm. Figure 6.3 shows the comparison of how much dose enhancement is to be

expected, with slice dose distributions at z = 0 µm, where the Gd sphere is located, and at

z = 1 µm where the dose is mostly from the primary X-rays. It is clearly seen that the region

where dose is higher than the region directly irradiated by primary X-rays extends to about

50-100 nm. The result implies that if a delivery agent can transport high-Z atoms inside the

nucleus, there will be a direct dose enhancement to the DNA. The radiobiolgical effects of

such highly localized dose, whether inside or outside the nucleus, needs to be investigated

further.
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Figure 6.2: Dose distribution near a 1 nm radius Gd sphere hit by 60 keV X-rays.
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Figure 6.3: Dose distribution near a Gd sphere hit by 60 keV X-rays
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Chapter 7

Boron Neutron Capture Therapy

7.1 Introduction

Neutron capture therapy is a field of external beam radiotherapy where a material of high

neutron capture cross section is inserted into the body near the tumor, and the patient is

subsequently irradiated with a neutron beam which activates the highly absorbent atoms to

produce local ionizing radiation. Boron-10 is the most widely studied material for neutron

capture therapy; once it captures a neutron it splits into a Li ion and an α particle of few

MeV. These ions have mean free path of less than 10 µm, depositing huge dose mostly within

the volume of the cell the Boron atom was originally located in. Since thermal neutrons have

very low absorption cross section for atoms that consist the body compared to Boron-10, the

dose localization can be very high. However, the lack of suitable neutron source – nuclear

fission reactors are typically where neutron capture therapy are performed – and a Boron

delivery method that has high tumor-to-body discrimination ratio has limited the applica-

bility of Boron neutron capture therapy (BNCT). Recent development of accelerator-based

neutron sources enable compact BNCT facilities, and new Boron carriers such as nanopar-
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ticles that achieve higher than 10:1 contrast ratio can drastically enhance the local dose

ratio. Therefore, FLUKA[22] was used to simulate new regimes of BNCT. The dose distri-

butions were investigated for 3 distinct cases: macroscopic dose distribution in a medium

with homogeneous Boron-10 concentration, macroscopic dose distribution in a medium with

a region containing 10 times higher Boron concentration, and microscopic dose distribution

within a model of a cell. The first simulation was accompanied with a scan of neutron beam

energies in order to investigate the dependence of depth of maximum dose distribution as a

function of incident energy. It was found that for energies below 10 keV, the dose is mostly

limited to the first couple centimeters, given a concentration of 100 ng of Boron-10 in mg

of water. The the second simulation, a 1-keV beam was used to penetrate through 5 cm of

target where a tumor model was located containing a 10x concentration of Boron compared

to its surroundings. Various concentrations of Boron-10, while maintaining the 10:1 ratio,

were simulated and found that the optimal concentration is around 100 ng 10B/ mg H2O

in order to minimize the dose in the front of tumor. Lastly, a cell model where a 10 nm

thick sheath of Boron-10 is surrounding a 3 µm-radius nucleus was created to determine the

amount of dose deposited as a function of distance from the center of the nucleus. As the

dose is delivered by α particles and Li ions of energy on the order of 1 MeV, which deposit

most of their dose within 6 µm, the dose is largely localized to the nucleus, increasing the

effectiveness. It was found that 48% of the total dose is delivered to within the nucleus.

7.2 Energy dependence of macroscopic dose distribu-

tion in homogenous target

The energy of the incident neutron beam is an important factor of consideration, as the Boron

neutron capture cross section is heavily dependent on the neutron energy. In the following

simulations, a mixture of Boron-10 and water with a concentration of 100 ng 10B/ mg H2O
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was used as the target. Thermal energy neutron beam is almost entirely absorbed in the

first centimeter, depositing peak dose at the entrance and rapidly decreasing as a function

of distance. At higher energies, neutrons have lower cross sections, and those that have not

interacted with a Boron will slow down as they travel through water, thereby increasing the

chance of capture. This mechanism results in a peaking dose profile deeper in the water.

The peak shifts from 5 mm at 100 meV to 3 cm at 10 keV.
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Figure 7.1: Energy dependence of BNCT dose distribution

7.3 Macroscopic dose dependence on Boron-10 concen-

tration

A 1-cm long tumor region seated 5-cm deep was simulated to find the macroscopic dose

distribution. The neutron beam energy used was 1 keV. Boron-10 was distributed in the

tumor region at a concentration of 10-10,000 ng 10B/ mg H2O, with rest being water. The
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surrounding body was given 10 times less Boron distribution compared to the tumor region to

maintain a 10:1 ratio. The neutrons are mostly absorbed in the first 2 cm of skin, depositing

maximum dose at 2-cm depth before falling quickly until the 10x higher Boron concentration

is encountered. The ratio of the peak dose between the 2-cm depth and tumor is affected by

the Boron concentration. At low concentrations, the dose at the front of the tumor is about

double the peak dose at skin. As the concentration increases to 1 µg 10B/ mg H2O, the skin

dose peak increases relative to the tumor dose, and at 10 µg 10B/ mg H2O the skin peak dose

is 1.5 times the tumor dose. Furthermore, because the higher concentration directly leads

to less neutrons penetrating all the way to the tumor, the increase in dose is not linearly

proportional to the concentration; the total energy deposited at tumor is roughly the same

for 1 µg 10B/ mg H2O and 10 µg 10B/ mg H2O and only 100 times more than 10 ng 10B/

mg H2O. Based on these results, the optimal concentration of 10:1 contrast ratio Boron-10

for a tumor seated 5 cm deep is around 100 ng 10B/ mg H2O.

7.4 Microscopic dose distribution

A model of a cancer cell with Boron nanoparticles attached to the surface of its nucleus

was modeled as a 3-µm radius sphere and a 10-nm thick sheath surrounding the sphere,

containing 10% Boron and 90% water. Modeling the cell as a 10-µm cube, this simulations

Boron concentration corresponds to about 113 ng 10B/ mg H2O. As seen in the slice of dose

distribution in Fig. 7.3, most of the dose is concentrated around the Boron shell. The total

dose inside the nucleus is nearly equal to the dose outside of it. A dose profile per unit

volume as a function of radial distance from the center of the nucleus is plotted in Fig. 7.4,

with the nucleus boundary marked in red.
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Figure 7.2: Boron concentration dependence of dose distribution
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Figure 7.3: cross section of dose profile through the center of nucleus
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Figure 7.4: Radial distribution of dose per volume
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Chapter 8

Conclusion and future outlook

8.1 Characterization of electron beam and X-rays

The electron beam and X-ray parameters of the LLNL Compact Laser-Compton X-ray

Source have been measured and compared against theoretical models. The energy spectrum

of the electron beam was measured using the dipole spectrometer, and the RMS spread was

0.031% with an RMS jitter of 0.061%. The transverse beam size at the interaction point

was measured with OTR images. With the tightest focus, the RMS spot size was 14.4 µm ×

11.0 µm with an RMS jitter of 5.11 µm × 2.77 µm. The transverse emittance was measured

with the quadrupole scan method using the quadrupole triplets after the accelerating section

and a YAG screen 1 m downstream. The normalized emittance was 0.3 mm-mrad at 80 pC.

The X-ray energy was inferred using a K-edge foil at various energies, from Silver (25.5 keV)

to Tin (29.2 keV). The flux was measured using a calibrated scintillator-based X-ray CCD

camera and yielded the expected value of on the order of 105 photons per shot. The source size

was measured using a test pattern, and after accounting for the camera’s spatial resolution,

the source size was determined to be no larger than 42 µm.
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8.2 LCS K-edge foil electron beam diagnostic

Since the LCS X-ray spectrum is highly sensitive to the electron beam’s divergence and

energy spectrum, a method using a K-edge foil filter to infer the X-ray spectrum and by

extension the electron beam parameters was devised and tested. The results showed that

the method can be a very useful diagnostic for the mean energy and the beam parameter

that dominates the X-ray spectral broadening; in the test case the beam divergence could be

measured to 5% accuracy while the energy spread could not be determined due to extremely

low spectral broadening contribution from the 0.06% energy spread of the electron beam.

Since the preparation of the method only requires a laser to be scattered from the electron

beam and a foil of the correct K-edge energy, it can be a simple yet powerful beam diagnostic

method.

8.3 Medical applications of LCS

The potential of medical imaging and therapy with LCS X-ray sources are largely inspired

from novel medical applications being developed for synchrotron radiation light sources that

utilize their monochromaticity, energy tunability and small source size. Among them, high-Z

material radiology and radiotherapy has a potential to carry out diagnostics and therapy in

one setting with a single drug and irradiation method. The possibility and dose deposition

profile of Gadolinium nanoparticle based therapy was simulated using a Monte Carlo code

FLUKA. It is confirmed that the secondary particle dose enhancement is localized to less

than 100 nm of the Gd atom. Cancer-seeking materials with high specificity for tumor,

penetration into the cell nucleus and ability to carry high-Z atoms such as Gd can enable

such theranostic approach. However, the relationship of physical dose in the 100-nm range

in various areas of the cell to radiobiological effects needs to be studied further in order to
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quantify the enhancement to be expected from these treatments.
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[7] M.-M. Bé, V. Chisté, C. Dulieu, E. Browne, V. Chechev, N. Kuzmenko, R. Helmer,
A. Nichols, E. Schönfeld, and R. Dersch. Table of Radionuclides, volume 1 of Monogra-
phie BIPM-5. Bureau International des Poids et Mesures, Pavillon de Breteuil, F-92310
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