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Abstract

We introduce the Curious About Uncertain Scene (CAUS)
dataset, designed to enable Large Language Models, specif-
ically GPT-4, to emulate human cognitive processes for re-
solving uncertainties. Leveraging this dataset, we investigate
the potential of LLMs to engage in questioning effectively.
Our approach involves providing scene descriptions embed-
ded with uncertainties to stimulate the generation of reasoning
and queries. The queries are then classified according to multi-
dimensional criteria. All procedures are facilitated by a collab-
orative system involving both LLMs and human researchers.
Our results demonstrate that GPT-4 can effectively generate
pertinent questions and grasp their nuances, particularly when
given appropriate context and instructions. The study suggests
that incorporating human-like questioning into AI models im-
proves their ability to manage uncertainties, paving the way for
future advancements in Artificial Intelligence (Al).

Keywords: question generation; uncertainty; curiosity; large
language model

Introduction

The significance of questioning, rather than just answering,
lies in the entity’s latent capacity to seek information, regard-
less of whether the entity is a human or a machine. While
questioning as a learning strategy comes naturally to hu-
mans, its implementation in machines, i.e., question gener-
ation (QQG), is relatively recent (Duan, Tang, Chen, & Zhou,
2017; Chen, Yang, Hauff, & Houben, 2018; Zhou, Zhang,
& Wu, 2019; Gong, Pan, & Hu, 2022). Although QG mod-
els have yielded positive results in active learning (Misra et
al., 2018; Krishna, Lee, Fei-Fei, & Bernstein, 2022) and
user engagement(Huang, Yeomans, Brooks, Minson, & Gino,
2017), this topic remains on the fringes rather than a main-
stream of artificial intelligence (AI).

In recent years, Al models, especially Large Language
Models (LLMs) have garnered significant attention for their
proficient language generation. These models can even en-
gage in zero-shot learning, generating text for scenarios not
covered in their training data (Brown et al., 2020; Wei et
al., 2022). However, closer examination reveals signifi-
cant shortcomings in LLMs, particularly in planning tasks
when subjected to systematic evaluations. While competent
with surface-level structures, they struggle in deeper planning
(Momennejad et al., 2023). Furthermore, while they outper-
form humans in generating text and images, their understand-
ing performances are not as robust (West et al., 2023). These

issues become evident when user instructions are ambiguous,
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leading to inconsistent or erratic responses, such as halluci-
nations (Gallegos et al., 2023) or vulnerabilities (Wang, Yue,
& Sun, 2023). The main issue with LLMs is that they are of-
ten deployed to address inference tasks based on probabilistic
contexts without engaging in follow-up questions, even in un-
certain situations (Toles, Huang, Yu, & Gravano, 2023).

Then, are LLMs inherently incompetent at asking ques-
tions? Can’t we improve Al models by implementing human
questioning strategies to deal with uncertainty? With these
questions in mind, we propose a text dataset named CAUS
(Curious About Uncertain Scene) that emulates human cog-
nitive processes for resolving uncertainty, with reasoning and
asking questions. The main contributions of our hypothetical
approach are as follows:

- Providing a diverse range of questions proper to specific
scenarios.

- Classifying questions based on multi-dimensional crite-
ria, considering their attributes, scope, and format.

- Establishing a collaborative system between LLMs and
human researchers to enhance efficiency and relevance.

In our study, we focus on sincere information-seeking
questions, which aim to resolve uncertainty in a given situ-
ation (Flammer, 1981; A. C. Graesser & Olde, 2003). By
excluding social interaction elements like persuasive or re-
quest questions, we maintain a clear information-seeking in-
tent. Our approach assumes a scenario where an agent asks
an oracle to obtain specific information, thus resolving uncer-
tainty.

We employ Scene Description texts as the starting point for
question generations. For each scene, we produce Reasoning,
which captures how humans clarify uncertain entities, and
Questioning, which generates relevant questions to resolve
uncertainties. Concurrently, we classify the Type of Gener-
ated Question as a basis for systematic question evaluation.
The constructed dataset, along with the code and prompts,

are distributed for further use !.

Related Work
Research on Questioning

Research on asking questions is relatively scarce compared
to answering them. This scarcity is due to two key issues:
1) difficulties with defining the scope of various questions
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(e.g., rhetorical questions, questions given in plain text) and
2) various contexts in which they occur (e.g., requests, so-
cial coordination, expressing complaints) (A. C. Graesser &
Black, 1985). Although research on questioning is limited,
there is consensus that the cognitive process underlying ques-
tioning is cognitive disequilibrium and the questioner’s de-
sire to resolve it (Flammer, 1981; Otero & Graesser, 2001;
A. C. Graesser & Olde, 2003; Loewenstein, 1994). The cog-
nitive disequilibrium stems from knowledge gaps, anoma-
lies, contradictions, discrepancies, unexpected outcomes, or
goal-blocking obstacles (A. C. Graesser, Person, & Huber,
2013). The questioner’s desire refers to humans’ robust moti-
vation for information exploration, i.e., curiosity (Golman &
Loewenstein, 2018; Vazard & Audrin, 2022).

Empirical studies, especially in education, underscore the
value of effective questioning in enhancing learning, ad-
vocating for the promotion of students’ questioning skills
(A. C. Graesser & McMahen, 1993; Rosenshine, Meister, &
Chapman, 1996; Macagno, 2023). Outside of educational
contexts, studies are primarily conducted in gaming, while
quantifying uncertainty in open domains presents significant
challenges. These studies indicate that adept questioners of-
ten demonstrate strong strategic thinking, but effective ques-
tioning is not an easy feat, even for humans (Rothe, Lake, &
Gureckis, 2018). However, even if people usually ask ineffi-
cient questions, asking behavior itself plays an essential role
in learning (Cervera, Wang, & Hayden, 2020) and desirable
development (Chouinard, Harris, & Maratsos, 2007). To sum
up, asking questions is crucial but challenging when formu-
lating relevant ones.

Good Questioning

Most discussions on what makes a good question center
around learning, reflecting the inquisitive nature of asking
questions. In educational contexts, good questions encour-
age deep reasoning and active exploration. Inquiries, such as
“why,” “how,” “what if,” and “what if not,” are valuable be-
cause they delve into causal, goal-oriented, and logical rea-
soning (A. C. Graesser & Olde, 2003; A. Graesser, Ozuru,
& Sullins, 2009). Such questions are linked to understand-
ing, problem-solving, reasoning, creativity, and other cog-
nitive processes. They encourage learners to engage more
profoundly with the material, enhancing learning and literacy
(Macagno, 2023; Otero & Graesser, 2001).

Finding a solid and nominal criterion for good questions is
challenging outside of pedagogy. Indeed, in the everyday life
of humans, defining the exact and acute question is not al-
ways significant. However, defining what constitutes good or
bad questions in the context of QG is essential. Thus, individ-
ual research efforts often define their own criteria to evaluate
questions, reflecting the complex and diverse requirements of
questioning tasks in different contexts.

In Battleship, a strategy guessing game, good questions
target valuable information about the hidden configuration
of the game board. The question should be specific to the
context and aimed at resolving uncertainties about ship size

and position (Rothe, Lake, & Gureckis, 2017). A proposal of
the Questioning Turing Test emphasizes that questioning pro-
vides a more nuanced measure of Al than passive respond-
ing. The study suggests three evaluation criteria: human-
likeness, correctness (i.e., whether the entity fulfills the in-
quiry), and strategicness (i.e., accessing goal by fewer ques-
tions) (Damassino, 2020).

Among various criteria, question diversity is underscored
as a beneficial index of good questioning in improving QA
results and user engagement. Diverse questions can cover
broader topics, content, and difficulty levels, which is crucial
for comprehensive understanding and assessment in learning
contexts (Sultan, Chandel, Fernandez Astudillo, & Castelli,
2020). Studies have shown that when questions have var-
ied types, syntax, and content, they require diverse answers,
enhancing learning and evaluation processes (Yoon & Bak,
2023). Another study revealed the number of unique ques-
tions and novelty are positively related to the performance of
a visual QG system regarding engagement and effectiveness
(Jain, Zhang, & Schwing, 2017). However, evaluation criteria
for existing research tend to be either excessively mechanical
(e.g., automatic scoring based on similarity) or exceedingly
subjective (e.g., ranked by human annotators).

Dataset Design

Based on the flow of the uncertainty resolution process in hu-
mans, as presented in Fig. 1, we suggest a dataset that aims
to emulate epistemic curiosity. Briefly, when we encounter
uncertainty, we first identify missing information and use a
suitable thinking strategy, including making answerable ques-
tions.

Cognitive Incongruity [Scene Description]

“A creaky old wooden door is now

Feelings of Uncertainty silent when opened.”

Appraisals oflcognltive incongruity

Incomprehensiblel | Comprehensible

[Reasoning]
Inquiry

loop ‘Tt is uncertain how a creaky wooden
door could have been silenced.”

. |
Wishing to\ J [Questions]
resolve _the ? “How did a creaky wooden door become
uncertainty, quiet?”
“Has someone recently oiled the hinges
to make the door silent?”

’ “Will the silence of the door make
. surprise a character in the scene?”

a A/Deciding to

abandon
the inquiry

Figure 1: The main concept of the CAUS dataset aligned
with human cognition. The uncertain Scene Description
provides a context that causes “epistemic curiosity.” The
Reasoning sentences point out the uncertain point in a given
scene. And the Questions represent efforts to resolve the
uncertainty.

The CAUS dataset consists of 1K of scene description
sentences, 1K of reasoning sentences, and 5K of inquisitive
question sentences, which are all written in English. The data
configuration is presented in Table 1, and the entire process
of building the dataset is illustrated in Fig. 2.
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Table 1: Example of configuration for each uncertainty class in the dataset. For detailed explanations of K-type and Q-type,
refer to the Question Classification section, and (Shin et al., 2023)

Uncertain
ty Class | Contents
{Scene Description}: A hand mirror is seen on the kitchen counter.
{Reasoning}: It’s unclear why a hand mirror would be found on the kitchen counter, a place typically
reserved for cooking utensils and ingredients.
{Questions}: [K-type] [Q-type]
Object Why is a hand mirror on the kitchen counter? Causality Intention disclosure
Who left the mirror there? Identity Concept completion
Was it used for a specific purpose in the kitchen? Intention Verification
Is it common for this mirror to be misplaced? Attributes Verification
What is the usual location of this mirror? Spatial layout Concept completion
{Scene Description}: A classmate sits alone during lunch breaks and avoids social interactions.
{Reasoning}: It’s unclear why the classmate chooses to sit alone and avoid social interactions during
lunch breaks.
{Questions}: [K-type] [Q-type]
Intention Why c.loes the classmate prefer soli'tude during lunch br.eaks? ' Intention Inteqtion disclosure
What is the classmate’s general attitude towards social interactions? Internal state Judging
Are there any observable factors contributing to the classmate’s iso-  Causality Cause elucidation
lation?
Has the classmate always behaved this way or is it a recent change? Temporal relation Case specification
How do other classmates react to this individual’s behavior? Internal state Result account
{Scene Description}: The bottom-ranked team now holds the championship trophy.
{Reasoning}: It’s unclear how the bottom-ranked team, who were presumably underperforming, managed
to secure the championship trophy.
{Questions}: [K-type] [Q-type]
Event How did the bottom-ranked team manage to win the championship? Procedure Method explication
What strategies did they employ to overcome their ranking? Procedure Method explication
Who were the key players in their victory? Identity Concept completion
What was the reaction of the top-ranked teams? Internal state Result account
How will this victory impact the team’s future performance? Causality Expectation

Reasoning

i
e BN By
. Question | Question
G t N PP
eneration ™
! =
Ps) | Human
By
I
i
1

I

Human
Validation

List of Scene
Descriptions

Data Evaluation

@ python

[E) chatepr

W Langchain Human annotator

Figure 2: The pipeline for creating a dataset involves col-
lecting, classifying, and evaluating potential questions evoked
from scene descriptions. Symbols in the bottom box represent
frameworks used in the pipeline.

Scene Description Generation

We crafted scene description texts containing intentional in-
consistencies. These inconsistencies were designed to cre-
ate objective information gaps and cognitive disequilibrium
without involving any social dynamics. The texts provide a

context that elicits epistemic curiosity and encourages explo-
ration beyond the surface level.

Three uncertainty classes were established within scenes
for the following reasons: 1) To avoid any bias towards lim-
ited features in the scene generation, and 2) To validate the
capability to appropriately interpret and respond to nuances
of different types of uncertainty.

We first carefully inspected the Situation Model (Zwaan,
1999) and the Event-Indexing Model (Zwaan, Langston, &
Graesser, 1995) in order to refer to the well-formed structural
framework for understanding narratives and examine the var-
ious elements they suggest (e.g., events, time, location, char-
acters, objects, causality, motives, purposes, and plans). We
then decided to focus on three distinct classes based on key
elements of uncertainty: Object, Intention, and Event uncer-
tainty. Object uncertainty refers to instances where objects
in a scene are contextually out of place. Intention uncer-
tainty addresses situations with unclear motivations behind
a character’s actions. Event uncertainty involves ambiguity
in a specific stage of an event within the scene. This tripar-
tite classification allows for a comprehensive elucidation of
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Table 2: K-type category

# Categories # Categories
K1 Identity K7  Contents

K2 Class K8  Procedure
K3  Attributes K9  Causality
K4  Quantities K10 Intention

K5 Spatial layout K11 Internal state
K6 Temporal relation

various uncertainties in scene interpretation.

We used the GPT-4 API released from OpenAl® to gen-
erate diverse scene descriptions. We provided the model
with zero-shot instructions and set the temperature to 0.7
and 1, which is recommended for diverse outcomes (OpenAl
Community, 2023). After gaining excessive sentences, we
checked for similar sentences using the cosine similarity al-
gorithm, and two researchers reviewed them to remove du-
plicates. The deduplicated list still required active human
curation. Two researchers deleted or modified 1) inappro-
priate scenes involving biases on occupation, gender, etc., 2)
unrealistic scenes that do not follow the laws of physics, 3)
scenes in which uncertainty was diminished by subtext, and
4) scenes that lacked unexpectedness. The filtered list was
then finalized by a third researcher to establish a list of scenes
that contained uncertainty. After the meticulous inspection,
we attained 1,000 scene description sentences, of which 328
were object-related, 364 were intention-related, and 308 were
event-related uncertainties.

Reasoning and Query Generation

Reasoning Humans appraise uncertainty at a metacognitive
level during the initial phase of resolution process (Fig. 1).
We implemented the core function of uncertainty resolution
by generating sentences that point out unclear aspects of the
given scene through inferring. For the inference process,
we adopted the GPT-4-0613 model, which demonstrated
the highest test performance, with a temperature setting
of 0 to produce deterministic outcomes. The reasoning
process is carried out with the main instruction: "Point out
something unclear or uncertain from the scene

in one statement using a relation pronoun (who,
what, where, when, how, or why)".

Query Generation To implement the essential efforts
for uncertainty resolution, asking questions, we presented
the scene description to the GPT-4-0613 model and in-
structed it to generate questions addressing these uncertain
aspects. As with the reasoning phase, we leveraged a model
demonstrating the highest performance in tests. We also
set the temperature to 0 to generate deterministic outcomes.
To ensure a diverse range of questions, we instructed the
model to sequentially create questions, starting from those

Zhttps://openai.com/

Table 3: Q-type category

# Categories #
Q1  Verification Q8
Q2 Case specification Q9
Q3 Concept completion | Q10
Q4  Feature specification | Q11

Categories
Interpretation
Cause elucidation
Intention disclosure
Result account

Q5  Quantification QI2 Method explication
Q6  Definition Q13 Expectation
Q7 Comparison Q14 Judging

spotting the most uncertain feature to those exploring the
situation. In addition, no additional constraints were placed
to allow us to observe the model’s question-generating
behavior. This approach aimed to capture a wide spectrum
of inquiry types, reflecting the context of the scenes de-
scribed. The questioning process is carried out with the main
instruction: "Create five different terse questions
that can be derived from a scene, from directly
targeting the uncertain aspect to gathering

additional information from the situation."

Question Classification

Alongside the query generation, we conducted 2-dimensional
classifications of the generated questions referring to our
prior work (Shin et al., 2023). The first dimension is knowl-
edge type (K-type), which identifies missing information that
can be the source or target of inquiry. Table 2 shows eleven
different K-type categories that specify the potential class of
missing information in interactive situations. These K-types
range from simple and objective to complex and subjective as
the number increases.

The second dimension of question classification is question
type (Q-type), which represents the issue of how to express
the inquiry. Table 3 displays fourteen different Q-type cate-
gories that classify inquiry expressions based on pragmatics.
As the number grows, the questions become more profound
and subjective, like the K-type categories.

In question classification, we utilized the GPT-4-0613
model and the Langchain library? by providing detailed in-
struction prompts for categorizing questions into different
types. Although we fixed the model’s temperature to O to
achieve deterministic outcomes, slight variations were ob-
served in the classification results with each iteration due to
the inherent nature of LLMs. To mitigate this problem, we re-
peated the process three times and adopted the model’s clas-
sification if at least two out of three repetitions agreed. De-
spite having more than ten category options for both K-type
and Q-type, the model showed consistent classification per-
formance. Across all three iterations, a majority of questions

3An open-source Python package that offers a most stan-
dardized interface for various LLM applications compatible
with experimenting with different ideas, prompts, and models.
https://python.langchain.com/
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2nd generated question

1stgenerated question

Object
Uncertainty

Intention
Uncertainty

Event
Uncertainty

s
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“nu 10

Instruction | spotting the most uncertain feature

3@ generated question

4th generated question 5% generated question

Frequency

Frequency

Frequency

exploring the situation

Figure 3: Question classification results. Each row indicates the scene class (i.e., (Top)Object Uncertainty. (Middle)Intention
Uncertainty. (Bottom)Event Uncertainty.). Each column shows the generation order of the question. In each plot, the position of
the bars corresponds to the question category, coordinated by k-type and g-type. The height of the bars indicates the frequency

of the question for that type pair.

(90.6% for K-type, 91.4% for Q-type) were categorized iden-
tically, and most of the remaining questions (9.1% for K-type,
8.3% for Q-type) were made two same results out of three
iterations. In very rare cases (~ 0.3%) where all three out-
comes differed, we labeled the outcome ‘O, Undetermined.’
The classification results collected from each condition were
displayed in a question space (Fig. 3, further detailed in the
Experimental Results section). The meaning of each posi-
tion within the question space is summarized in Fig. 4.

Figure 4: Denoting the question space for displaying question
classification

Evaluation

Reasoning A random sample of 100 inferences, represent-
ing 10% of the dataset, was taken. Two researchers re-
viewed the generated inference sentences separately to de-
termine whether they accurately pointed to the uncertainty in
the scene. Then, the results of the reviews were consolidated
and discussed to assess accuracy.

Question Classification We evaluated the classification re-
sults of 500 questions from 100 randomly selected scene de-
scriptions leveraging the GPT model. The 500 questions rep-
resent 10% of the dataset. Two researchers created human-
generated ground truth according to the definition of K-type
and Q-type criteria. In creating the ground truth, researchers
achieved an 85% inter-rater agreement, and discrepancies
were resolved through discussion.

Experimental Results
Question Classification Results

Fig. 3 shows the distribution of queries, categorizing ques-
tions into K-type and Q-type. Five questions were generated
for each scene description sentence, labeled with K-type and
Q-type criteria, and plotted in the question spaces according
to their labels. The plots were organized according to the
generation order of each sentence.
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The leftmost column shows classification result of the first
generated questions, resulting in a highly clustered pattern.
This concentration toward specific types reflects the instruc-
tion intended to spot the uncertain aspect directly. Most clus-
ters fall under the Causality Reasoning area, focusing on in-
quiring about the antecedents or intentions behind the event.
At the same time, a few pertain to Factual Clarification, fo-
cusing on identifying the subject of the action. However, in
intention uncertainty (blue bars in the middle row), it is ob-
served that almost all questions fall within the Causality Rea-
soning region, reflecting contexts where verifying the subject
of the action is unnecessary.

On the other hand, those sets toward the right are more
diverse and spread evenly throughout the question space, re-
flecting the instruction to gather additional information from
the situation. In the object uncertainty (red bars in the top
row), later questions predominantly belong to the factual
clarification category, focusing on the attributes of objects.
Conversely, for the intention uncertainty (blue bars in the
middle row), the questions commonly aim to infer or clar-
ify the causes or effects of actions. Regarding event uncer-
tainty (green bars in the bottom row), a blend of object-related
and behavior-related uncertainties, there is a tendency for the
aforementioned patterns to intermingle, reflecting a combina-
tion of both attributes and causality.

Evaluation Results

Evaluation on Reasoning Sentences Upon evaluating a
randomly sampled set of 100 inference sentences, it was de-
termined that over 90% of the sentences were deemed appro-
priate. Sixty-one sentences were inferred within the scope
of the words presented in the scene (e.g., “It’s unclear why
the colleague always keeps their office door closed.”), while
thirty sentences incorporated contextual cues for inference
(e.g., “It’s unclear why a renowned painter, who typically ex-
hibits in galleries or museums, is selling his pieces on the
street.”’). However, a minority of nine sentences constituted
inappropriate inferences. These inappropriate inferences dis-
torted the content by introducing irrelevant clues or departed
from the laws of physics (e.g., “It’s unclear how a refrigerator
magnet is attached to a car door, which is typically made of
materials not receptive to magnets.”).

Evaluation on Question Classification We recorded the
number of matches with the human-generated ground truth to
evaluate the model-generated question classification. There
was an 83.2% match (416 questions) between the model and
human ground truth for the K-type questions. Similarly, for
Q-type questions, an 83.6% match (418 questions) was ob-
served. We noted that items yielding different outcomes in all
three iterations were challenging even for human evaluators
to categorize into a single type. Additionally, in cases where
two out of three iterations produced the same result, the dif-
fering third outcome tended to be semantically adjacent to the
other types.

Discussion

In this study, we designed a novel dataset based on human
cognition, along with a pipeline generating human-like ques-
tions and question classification structures. Our approach
leveraged cutting-edge tools such as the GPT-4 model, and
we performed in-depth evaluations to assess its performance.
We made the controlled uncertainty with scene descriptions
that offer a text version of Out Of Distribution (OOD). The
uncertainty was fine-tuned to remain predictable, though not
as tightly structured as in a game context. The main focus
was understanding the LLM’s capability to identify and in-
quire about uncertain elements within a given context. We
also explored whether LLM can capture the nuanced content
and format of given questions by the question classification.

To wrap up, we revisit the two questions posed at the out-
set. Firstly, we asked: Are LLMs inherently incompetent at
asking questions? Our findings challenge this prevailing idea,
demonstrating that LLMs can generate appropriate questions
with proper context and instruction. Moreover, LLM’s high
question classification performance also revealed that LLM is
good at predicting the properties of questions, as if the model
understands the questioner’s purpose and motivation. In con-
clusion, LLMs seem to have the potential to ask and grasp the
nuance.

Secondly, we considered: Can Al models be improved
by implementing human questioning strategies when dealing
with uncertainty? While this specific question was not di-
rectly addressed in our study, the findings offer a promising
outlook on the potential applicability of such strategies. As
motivated by the Vicuna model, which effectively enhanced
the capabilities of a 13 billion parameter small LLM through
fine-tuning for multi-round and long conversations (Chiang et
al., 2023), it is evident that the strategic application of appro-
priate datasets can significantly bolster the utility of LLMs
for specific purposes.

Acknowledging the limitations of our research, it is im-
portant to note that our work is highly sensitive to the spe-
cific prompting used. Our procedure, while optimized for the
GPT-4 model, may not yield consistent results in the ques-
tion classification phase with different models. Currently,
this exploratory approach, aiming for optimal outcomes, is
commonly seen in other studies involving LLMs (Reynolds
& McDonell, 2021; Webson & Pavlick, 2022). However, this
sensitivity underscores the necessity for developing more ro-
bust and model-agnostic prompting techniques. We also ac-
knowledge an aspect in our hypothetical work that remains
unaddressed, yet is crucial in human questioning: the role of
desires and social interactions. This omission points to the
need for further research integrating these human factors into
the study of question generation and its application.

In summary, our research suggests that LLMs are not fun-
damentally limited in their ability to ask questions, and the
application of human-like questioning strategies in Al mod-
els, particularly in dealing with uncertainties, holds substan-
tial promise for future advancements.
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