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Tritium accumulation in nuclear fusion reactor materials is a major concern

for practical and safe fusion energy. This work examines hydrogen isotope exchange

as a tritium removal technique, analyzes the e�ects of neutron damage using high

energy copper ion beams, and introduces a di�usion coe�cient that is a function

of the concentration of trapped atoms.

Tungsten samples were irradiated with high energy (0.5 - 5 MeV) copper

ions for controlled levels of damage - 10-3 to 10-1 displacements per atom (dpa) -

at room temperature. Samples were then exposed to deuterium plasma at con-

stant temperature (∼380 K) to a high �uence of ≥ 1024 ions/m2, where retention

is at is maximized (i.e. saturated). By then subsequently exposing these samples

to fractions of this �uence with hydrogen plasma, isotope exchange rates were ob-

served. The resulting deuterium still trapped in the tungsten is then measured post

mortem. Nuclear reaction analysis (NRA) gives the depth resolved deuterium re-

tention pro�le with the 3He(D,p)4He reaction, and thermal desorption spectroscopy

(TDS) gives the total amount of deuterium trapped in the tungsten by heating a

xxiii



sample in vacuum up to 1200 K and measuring the evaporated gas molecules with

a residual gas analyzer.

Isotope exchange data show that hydrogen atoms can displace trapped deu-

terium atoms e�ciently only up to the �rst few microns, but does not a�ect the

atoms trapped at greater depths. In ion damaged tungsten, measurements showed

a signi�cant increase in retention in the damage region ∝ dpa0.66, which results in

a signi�cant spike in total retention, and isotope exchange in damaged samples is

still ine�ective at depths greater than a few microns. Thus, isotope exchange is

not an a�ective tritium removal technique; however, these experiments have shown

that trapping in material defects greatly a�ects di�usion.

These experiments lead to a simpli�ed di�usion model with defect densi-

ties as the only free parameter. After examining the rate limiting processes, it is

observed that trapped and solute atoms reach equilibrium concentrations before

atoms di�use further. This ultimately leads to the derivation of a di�usion coef-

�cient that has a non-linear dependence on the concentration of trapped atoms,

and this new coe�cient can resolve discrepancies of di�usivity measurements in

the literature.
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Chapter 1

Introduction

1.1 Nuclear fusion as an energy source

One of the most abundant sources of energy in our universe comes from

nuclear fusion, and harnessing its power would solve many of mankind's energy

concerns. Nuclear fusion occurs in the core of stars where atomic nuclei are under

so much pressure and heat that they can fuse together. The energy released from

fusion keeps stars shining bright for billions of years. Comparing our current energy

sources to the energy produced by the sun, they are neither as long-lasting nor as

reliable.

Since the dawn of the Industrial Age, producing energy in large quanti-

ties has been of critical importance to sustaining our ever growing population and

economy. Burning oil, coal, and natural gas have historically been the most re-

liable forms of energy. Unfortunately these energy resources may soon no longer

be available. The proven fossil fuel reserves at current consumption rates will last

about 50 years for oil, 55 years for natural gas, and 110 years for coal [1]. One

alternative to burning fossil fuels is renewables, such as solar and wind power,

and have been gaining in popularity. Although these sources are e�ectively inex-

1
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haustible and supplement traditional power plants, they are intermittent due to

weather conditions and often inaccessible by many populated regions on the globe.

Another alternative is nuclear �ssion, which is a reliable and long-lasting energy

source, but political and social concerns due to nuclear weapon proliferation and

population safety have prevented �ssion from being more widely adopted.

Nuclear fusion as an energy source has none of the shortcomings of other

energy sources and has other bene�tial side-e�ects. The main ingredient of fusion

- an isotope of hydrogen called deuterium - can be found in seawater, so fusion

is essentially an inexaustible resource. This will end humanity's dependence on

fossil fuels, and as a consquence, will reduce political con�icts over energy. An

�unlimited� energy source can allow an increase in desalination plants, providing

drinkable water to all coastal populations. The fusion of hydrogen isotopes pro-

duce no atmospheric pollutants. A catastrophic event to the reactor would not

permanently damage the surrounding environment. Fusion products cannot be

proliferated and turned into weapons. Power plants do not have geographical limi-

tations and are not e�ected by the weather. Therefore fusion energy is convenient,

safe for the environment, and virtually unlimited. If fusion energy technology is

obtained, then humanity's energy needs can be met for the forseeable future.

In this chapter, the basic technologies of nuclear fusion and its current chal-

lenges are summarized. Since magnetically con�ned fusion is the most promising

and more developed reactor design to date, discussion will be limited to only the

Magnetic Fusion Experiment (MFE) concept. There are a few engineering hur-

dles that will be summarized, but among the many challenges needed to achieve

a working reactor, the issues raised by plasma-material interactions (PMI) will be

emphasized because it is the focus of this dissertation.
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1.2 Controlled fusion reactor environment

Nuclear fusion occurs when the nuclei of two atoms are close enough so that

they overcome Coloumb repulsion and the nuclear strong force fuses them together

to form a heavier nucleus. This newly formed nucleus is in an excited state and is

unstable; therefore, the nucleus decays into a energetically stable state, transfering

its stored energy to the reaction products. The energy of the reaction products is

proportional to the rest mass energy de�ned by Einstein in his famous equation

E = mc2. Energy from a fusion reactor will be a result of the following fusion

reactions due to their large collision cross-sections [2]

2
1D +3

1 T→4
2 He(3.5 MeV) + n0(14.1 MeV) (1.1)

2
1D + 2

1D→3
1 T(1.01 MeV) + p+(3.02 MeV) (1.2)

2
1D + 2

1D→3
2 He(0.82 MeV) + n0(2.45 MeV) (1.3)

2
1D + 3

2He→4
2 He(3.6 MeV) + p+(14.7 MeV) (1.4)

Equation (1.1) is the most promising fusion reaction for energy production has been

demonstrated by experiments in the U.S. [3] and in Europe [4] by magnetically

con�ning a hot, dense plasma made up of deuterium (D) and tritium (T). The

reaction in (1.1) produces an energetic 14.1 MeV neutron, and a future power

plant will harness this energy into steam to turn turbines and generate electricity.

In order for fusion reactions to occur with su�cient reliability, the plasma

ions must have a su�cient density n, have a very high temperature T , and be

con�ned long enough for reactions to occur τE (i.e. the energy con�nement time).

In a D-T plasma for the reaction (1.1), su�cient values for these parameters must
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Figure 1.1: An ideal case of a single ion con�ned in a uniform magnetic �eld
without an applied electric �eld [7].

satisfy the triple product [5]

nTτE ≥ 3× 1021 keV s/m3, (1.5)

based on the work done by Lawson [6]. Energy con�nement time is de�ned by

how quickly the system loses energy to its surroundings. Typically τE is quanti�ed

by the ratio of the total stored energy of the system W to the energy loss rate

Ploss: τE = W/Ploss. For reference, the minimum plasma temperature required for

continuous self-heating (i.e. reactions providing energy to the plasma) in a D-T

plasma is over 10 keV (100 million degrees C), and realistic plasma densities are

above 1019 m-3. Thus con�nement times need to be on the order of 10 seconds

or higher. At any rate, experimental reactors study the physics that will allow

satisfaction of this criterion to produce energy from fusion.

The way charged particles are con�ned by magnetic �elds can be seen in

�gure 1.1. The ion has an orbit perpendicular to the �eld direction and is con�ned;

however, the ion is not con�ned in the directions parallel to the �eld. This can be

seen in a simpli�ed equation of motion for a particle with mass m, charge q, and

velociy ~v balanced by the Lorentz force in a uniform magnetic �eld ~B = Bẑ and

no electric �eld

m
d~v

dt
= q~v × ~B. (1.6)
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Figure 1.2: Principle schematic of magnetic �eld geometry in a tokamak with the
magnetic �eld directions indicated by the arrows [7].

The nonzero components of the force are in the x and y directions, con�ning the

velocity to orbit around the �eld lines at the cyclotron frequency

ωc =
|q|B
m

. (1.7)

However in the ẑ direction, the particle is not con�ned. In order to con�ne the

plasma parallel to the magnetic �eld, the �eld lines are bent around in a torroidal

shape so that they close on themselves.

The most highly developed and most promising technique for using mag-

netic �elds to con�ne plasma is in a machine called a tokamak [8]. Figure 1.2 is a

schematic of the �eld line geometry of a tokamak. The toroidal �eld coils produce

the magnetic �elds that close along the toroidal axis (round blue arrow), and the
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poloidal �eld coils along with the plasma current produce the magnetic �elds that

close along the poloidal direction (�at green arrows). However, there is only a

�nite radius where the poloidal �eld lines are closed, and the open �eld lines have

to intersect the vacuum vessel materials. In large MFE experiments, open �eld

lines are directed to a region in the tokamak called the divertor by the poloidal

�eld coils. To get a more realistic picture of what a tokamak looks like, �gure

1.3(a) is a cut-away of the �agship tokamak device, ITER, that is being built in

Cadarache, France, and the divertor is at the bottom of the poloidal cross-section

of the ITER vacuum chamber 1.3(b). Figure 1.4 is a poloidal cross-section of a

tokamak that illustrates these �eld lines, called �magnetic �ux surfaces�. The last

closed �ux surface (LCFS) de�nes the boundary, called the separatrix, between

the core plasma and the plasma along open �eld lines, called the scrape-o� layer

(SOL). Although it may seem from equation (1.6) that closed magnetic �eld lines

may be enough to con�ne the core plasma, the reality is that the SOL is continu-

ously supplied by particles from the plasma core that drift perpendicular to these

�eld lines. Plasma in the SOL will either be guided to the divertor along the �eld

lines or will di�use out to the �rst wall [9]. In either case, plasma will interact

with solid materials.

The physics that allow core plasma to drift out into the SOL can be seen by

examining other forces in the system. There are velocity components perpendicular

to the magnetic �eld, even when the �eld is straight and uniform. The �uid

momentum equation of a plasma species with mass m, number density n, charge

q, and velociy ~v is

mn
d~v

dt
= qn

(
~E + ~v × ~B

)
−∇p, (1.8)

where the plasma feels forces from the Lorentz force with electric �eld ~E and

magnetic �eld ~B and a pressure gradient ∇p. To show the component of velocity
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(a) (b)

Figure 1.3: Drawing of the �agship fusion test reactor ITER (a) and a correspond-
ing poloidal cross-section of the vacuum chamber (b), illustrating the plasma facing
walls and divertor [10].

Figure 1.4: Poloidal cross-section of a typical tokamak, illustrating the open mag-
netic �eld lines in the scrape-o� layer (SOL) region [11].
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perpendicular to the magnetic �eld, let us cross (1.8) with ~B and solve for the

component ~v⊥

~v⊥ =
~E × ~B

B2
− ∇p×

~B

qnB2
± 1

ωcB

d~v⊥
dt
× ~B, (1.9)

where ~v⊥ is de�ned as the drift velocity perpendicular to the magnetic �eld and the

± is for either a postive or negative charge, respectivly. In tokamaks, the �rst term

on the right hand side of is dominant [5], so that d~v⊥
dt
≈ d

dt

(
~E× ~B
B2

)
. Substituting in

for d~v⊥
dt

in equation (1.9), assuming ~B does not vary in time, we obtain

~v⊥ =
~E × ~B

B2
− ∇p×

~B

qnB2
± 1

ωcB

d~E⊥
dt

, (1.10)

where ~E⊥ is the electric �eld perpendicular to ~B. The �rst term is a drift velocity

arising from the existance of an electric �eld and is independent of charge and

mass. The second term, called the diamagnetic drift, is a �uid velicity showing

that when there is pressure gradient, more particles are gyrating in one direction

through a side of a reference surface than the other, causing a net �uid drift. The

third term is a particle drift due to electric �elds perpendicular to ~B arising from

charge polarization in the plasma, which can ultimately lead to �uid instabilities

since this velocity is in opposite directions for ions and electrons.

The physical picture becomes even more complicated in a tokamak, where

additional forces can e�ect the perpendicular velocity. The centrifugal force is

~Fcf = mv2‖
~Rc

R2
c
arising from curved magnetic �eld lines, where v2‖ is the average

square of the random thermal velocity along the magnetic �eld lines and Rc is the

radius of curvature. We can �nd the perpendicular velocity due to ~Fcf by using the

equation of motion and taking the cross product with ~B to obtain the curvature

drift

~vR =
mv2‖
qB2

~Rc × ~B

R2
c

. (1.11)
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When the magnetic �eld strength is stronger on one side of the particle's orbit than

the other, then a particle drift can arise due to ∇B because the particle's orbit is

larger on the weaker �eld side. This means that after averaging over the particle's

orbit, the net force felt by the particle is calculated to be 〈~F 〉 = ∓q v
2
⊥

2ωc
∇B, and

the resulting perpendicular velocity is

~v∇B = ± v2⊥
2ωc

~B ×∇B
B2

, (1.12)

where the constant v⊥ is determined by the initial conditions on the equation

of motion. More details about drift velocities can be found in plasma physics

textbooks [5, 12].

The plasma leaving the core and interacting with the walls and divertors is

the issue that has motivated this research, but there are certiainly other challenges

to obtain fusion energy. The core and edge/SOL plasma is subject to turbulent

dynamics, and as a result, heat, particle and power transport occurs from the hot

core plasma out to the edge and SOL region [13]. The energy of the plasma in the

SOL can be a�ected by injecting neutral gas or changing the magnetic �eld geome-

tries near the divertor [9]. But ultimately, the plasma imposes severe heat �ux and

particle �uxes on the �rst wall and divertor targets, resulting in engineering issues

a�ecting practical implementation of fusion technology. The structural materials

of a reactor - the �rst wall, divertor target, vacuum vessel, and blanket - will be un-

der intense structural loads, high temperatures, and/or signi�cant neutron �uxes.

Thus, the challenges are to optimize the strength and tensile properties of mate-

rials e�ected by the cyclical temperature extremes of a pulsed fusion device and

to understand the impact of microstructural damage e�ects in neutron irradiated

materials [14] on material thermomechanical properties and on the interaction and

retention of D, T, and He. In particular, one of the biggest science and engineering
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challenges for a practical fusion energy device is the interaction of the edge/SOL

plasma with the �rst wall and divertor target materials.

1.3 Engineering issues with plasma material inter-

actions

Plasma-material interactions (PMI) is a subject of very active research be-

cause the materials need to withstand extreme conditions and a�ect the plasma as

little as possible. Although plasma in the SOL has very di�erent properties from

the core plasma with reletively low temperature (∼ 10 eV) and density (> 1018

m-3), these plasma conditions can majorly a�ect the materials, which in turn, will

a�ect the plasma as well.

What makes PMI research interesting is the multiscale and synergistic

physics that govern each phenomena one wants to study. Here is a short overview

of these challenges. Plasma signi�cantly increases the temperatures of the divertor

and �rst wall materials. It is expected in ITER that the W divertor will operate in

the range 800 to 1200 K with a heat load greater than 10 MW/m2, and the Be �rst

wall can expect temperatures greater than 500 K [10]. This heat can change bulk

properties such as tensile strength, but the material's ability to reliably conduct

heat to the coolant is of great concern. Thus there is a need for active study on

the issue of thermal conductivity in this environment [15]. Plasma ions cause the

materials to sputter neutral atoms into the plasma. If these atoms become ionized,

then they can possibly poison the core plasma or be re-deposited elsewhere in the

chamber. The implanted plasma ions can accumulate in the material surface, caus-

ing stresses and morphological changes to the material interface. In some instances,

like the He induced nano �fuzz� structures that can form on W surfaces, the change
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of morphology greatly changes the material properties on the surface [16]. Some

implanted atoms can di�use deeper into the materials and be trapped in material

defects. This is an issue regarding the retention of radioactive H isotopes, which is

a safety issue and can a�ect the tritium (T) fuel cycle. Complicating these issues

further, high energy neutrons colliding with the materials cause damage cascades

in the material lattice, increasing the number of defects that can trap T as well

as changing bulk properties of the material. Releasing high energy particles from

the core due to turbulent instabilities add transient �uxes of heat and plasma to

the complicated PMI repertoire. Current research on these issues is summarized

in the next chapter to show the current status of relevant PMI research and to

identify key issues for further study.



Chapter 2

Previous experimental research on

plasma material interactions

2.1 Basic Processes

This chapter explores the current landscape of plasma-material interactions

(PMI) research. There are many topics of interest to the PMI �eld because it is

a complex, synergistic, and multiscale problem. The simple picture of a ballistic

ion impacting the surface of a perfectly ordered crystal does not explain all the

phenomina observed in plasma-material interactions (�gure 2.1). On the microm-

eter to milimeter scale, the plasma-facing component (PFC) surface and plasma

can encounter many di�erent physical processes. Some PFCs can react chemically

with H isotopes and be chemically eroded. For instance, a C material can form

methane by bonding to implanted H atoms. Low energy ions can be re�ected by

the material surface, transfering some of its energy to the lattice and picking up

an electron. Physical sputtering of lattice atoms also occurs and can inject impu-

rity atoms into the SOL and edge plasma. There the impurities can be excited

by the plasma, which removes energy from and cools the plasma, be ionized by

12
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the plasma, move through the plasma, and then be redeposited elsewhere on the

surface. This redeposition can occur over relatively long ranges. In some cases,

redeposited PFC atoms can form amorphous layers and be co-deposited with H

isotopes. Implanted H isotopes on the surface can recombine into molecules and

evaporate back into the plasma. Once in the plasma, the molecules can dissociate,

re-ionize, and either be implanted again or be recycled back into the plasma. All

of these processes can happen in fusion environment, making it very di�cult to

conduct systematic experiments focusing on one phenomina.

These are the processes that occur on the surface, which is only half of

the problem! At the atomic to micrometer scale, the physics of implanted plasma

atoms are an important topic of study due to inventory build up in the material,

and this inventory can also a�ect the bulk properties of the PFCs. Figure 2.2

shows a potential energy diagram of an H isotope in a material, like W, where

thermal energy is required for an atom to migrate through the lattice (i.e. in

solution with W) by overcoming various potential wells. To initially enter solution

the ion must be implanted with an energy ≥ ES + ED, overcoming the potential

barrier at the surface. Once this occurs, H/D/T (hydrogen/deuterium/tritium)

fuel in solution with the PFC can saturate this implant region, which is de�ned

by the ion stopping depth due to the inelastic collisions with electrons (i.e. near

the Bragg peak). Atoms that acquire the activation energy for di�usion (ED in

�gure 2.2), by thermal vibrations, can jump to another lattice site. If the atom

jumps into a defect site, such as a lattice vacancy or void where the potential well

(i.e. ET) is much greater than ED, then the atom requires more energy to jump to

another lattice site. This is why some atoms become trapped in defects and can

accumulate there, as illustrated by the �fuel trapping at defects� schematic shown

in �gure 2.1. In this way, implanted atoms can accumulate in large amounts to
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Figure 2.1: Schematic of the complex, synergistic material interface exposed to
plasma, where the simpli�ed ion-atom interaction is not su�cient to explain the
multiscale physics of plasma-facing components (PFCs) [17].

form bubbles and blisters in the lattice. PFC defect densites can increase with

irradiation from fusion neutrons causing damage cascades in the lattice, which in

turn can provide more trapping sites for H isotopes.

The leading PFC candidates, W and Be, have been chosen primarily because

of their material properties when exposed to the plasma environment. Be is a

good candidate is because it has great O2 gettering abilities, presents low core

plasma contamination risks because it is a low Z material, and will retain low T

inventory. W is a good candidate because it has a very low sputtering yield and

high sputtering threshold energy, does not chemically sputter with H isotopes, does

not co-deposit with H isotopes, and has very low T retention properties [11]. Since

the divertor and �rst wall materials of the �agship nuclear fusion test reactor ITER

will be comprised of W and Be [10], the focus of this chapter will be mainly on the

PMI experiments with these materials. The experiments in the following chapters

only use W samples because, unlike Be, it is non-toxic, which is experimentally

more accessible. However, note that other materials such as C composites or steel

have been extensively studied, so relevant results from these materials may also be
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Figure 2.2: Potential energy diagram for H in an endothermic material, where the
implanted atom's thermal energy is requried to jump over the potential barriers
between lattice sites. ES is the solubility activation energy, ED is the activation
energy for di�usion, and ET is the activation energy to escape a trap due to a
material defect [18].

included in this section.

2.2 Erosion of materials due to plasma exposure

The conditions in a fusion plasma environment are su�cient for the plasma

to e�ect the structure of the plasma facing material from the atomic level up to

macroscopic levels. At the atomic level, energetic ions can cause the material to

eject a lattice atom into the plasma, a phenomenon called sputtering. Implanted

atoms can stress the lattice enough to change its structure, creating nano and micro

scale morphology changes, and in some cases, these small features can continue to

grow so that they e�ect macroscopic material properties. This section will review

the plasma and material conditions for various morphological e�ects to occur.

Erosion of the divertor and �rst wall materials caused by physical sputtering

needs to be avoided. Not only is erosion an issue but also the sputtered atom can

ionize, which could e�ect properties of the core plasma as well as e�ect other

materials in the vacuum vessel. In ITER, energetic plasma ions bombard the walls



16

with projected energies of 100-500 eV and the divertor with energies on the order

of 1 eV [11]. Physical sputtering yields are a function of the mass ratios of the

incident particle to the surface atom and the binding energy of an atom in the

surrounding lattice, so yield is reduced in materials with higher mass. Figure

2.3 shows measurements of the sputtering yields versus ion energy in Be, C, and

W. The yields are calculated by weight loss measurements. W has the highest

resistance to sputtering, having yields less than 10-3 atoms/ion for fusion relevant

plasma ion energies. Be not only has higher yields (> 10-2) but also has a lower

sputtering threshold; therefore, erosion is one of the biggest disadvantages for

using Be. The data for the sputtering yields for C do not match the theoretical

prediction because of chemical erosion e�ects with D and O [19]. From weight loss

measurements the net erosion is really what is observed. Under realistic divertor

conditions, the neutral surface atom ejected into the divertor plasma can be ionized

and redeposited approximately within the length of the gyroradius [20], reducing

the net erosion. However, sputtered atoms have been observed to contaminate the

core plasma [21] causing radiative energy losses and possibly disruptions. To reduce

core contamination from heavy ions like W, ITER is planned to have a W divertor

and use Be as the �rst wall material [22]. The JET tokamak has observed that Be

can mix with other plasma facing materials after sputtered Be atoms are ionized

and redeposited on C [23]. Looking at �gure 2.4, the baking temperature of the

mixed materials must exceed 623 K to remove the excess trapped hydrogen isotopes

[24], so mixed co-deposits on plasma facing materials resulting from sputtering is

an active research area.



17

Figure 2.3: Measured (points) and theoretical (lines) physical sputtering yields on
Be (�lled squares), C (open squares), and W (upside-down triangles) due to D
plasma bombardment [19].
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Figure 2.4: D remaining after baking samples at 623 K in Be-containing samples
as a function of each impurity (W or C) concentration in Be [24].

2.3 Surface Morphology Evolution

Over the range of material temperatures that plasma facing materials can have,

D plasmas have been shown to change the surface features of various materials.

Plasma ions that are implanted in the surface of materials can �nd lattice defects

and be trapped in the material, where accumulation of D atoms in the defect can

stress the lattice. When this stress becomes large enough, these cavities can grow

into larger cavities creating dislocations, which in turn can then capture more D

atoms. When these D �lled cavities populate across the material surface, they

can become interconnected and coalesce, forming visible blisters on the surface

and can even lead to exfoliation of the overlaying layers [11]. Figure 2.5 shows

the resulting morphology change to a W sample exposed to 100 eV D plasma in a

divertor simulator device called PISCES-B, where the W sample is at nearly room

temperature and 673 K. Blistering in W has been observed to occur in a wide
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Figure 2.5: SEM images of blistered W with 100 eV D+ ions at 333 K (a) and 673
K (b), taken from experiments in [26].

range of temperatures from about room temperature to 873 K [25]. Blister density

is signi�cantly lower at lower temperatures and also can be a�ected by the way

the W samples are created [26]. Above 873 K, the retention of D atoms in W is

reduced, preventing the nucleation of D atoms to form blisters. Blister formation

in Be and stainless steel have also been observed, where ideal temperatures for

formation are less than 500 K for Be [27] and less than 150 K for stainless steel

[28]. At any rate, blistering will inevitably occur in the W divertor in ITER due

to the anticipated high temperatures. Simulations in [29] (see �gure 2.6) have

predicted that blisters will accumulate over tens of centimeters along the divertor.

He is a product of the D-T reaction in a fusion environment, and therefore

PMI due to He and D-He mixed plasmas must be understood. The e�ect that

He plasma has on materials has produced a vast amount of experimental interest,

namely due the drastic morphology changes shown to happen in W and Be. Under

the right material temperature and plasma conditions, He plasma implanted in

the surface can nucleate in defects, stress the lattice, and introduce unique surface
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Figure 2.6: Simulation results of temperature distributions on the W divertor in
ITER [29], where the conditions for H isotope blistering and He induced �fuzz� are
labeled [25].

features. In the case of W, He nucleates to form bubbles under the surface, and

after some threshold �uence of plasma, nanometer sized tendril-like structures

begin to form on the surface, often called W �fuzz� [16, 30]. The requirements for

fuzz to form span the temperature range 900-2000 K and ion energy greater than

20 eV, for a su�cient dose of He plasma. These structures are expected to appear

over a signi�cant portion of the ITER divertor (see �gure 2.6). Fuzz thickness can

exceed several microns as seen in �gure 2.7(a). Above roughly 2000 K, W nears its

recrystalization temperature, and He �lled cavities can burst, leaving pits and holes

on the surface. In either case, He induced structures leave W with poor thermal

conductivity and mechanical properties [25]; however, the advantage of fuzz is that

it signi�cantly reduces H isotopes from entering into the bulk of W, reducing T

inventory [31]. Be also forms nano-sized structures on its surface. These nearly

identical cone-like formations appear on Be with a wide range of temperatures

300-770 K due to He and even D plasmas with ion energies around roughly 100 eV

[32] (see �gure 2.7(b)). The complicated physics of the origin and growth of these
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(a) (b)

Figure 2.7: SEM images of He induced W �fuzz� [33] (a) and He induced Be cone
structures [32] (b).

structures are still not well understood, but the conditions for occurence have been

well documented and are a contining active area of research.

2.4 Retention of hydrogen isotopes in tungsten

This section will review the general results of D retention in W. Retention

in other materials has also been extensively studied [34]. However, retention in W

is the primary material for this dissertation, so the scope of the discussion here

will be narrowed to primarily discuss the research progress on this material.

The retention of the radioactive tritium (T) isotope in the materials of a

fusion device create important concerns regarding practicality and safety. For prac-

tical operation of a fusion facility, any sinks to the T fuel cycle need to be mitigated,

and the primary sink of H atoms in a tokamak are from accumlating inside plasma

facing materials. Since T is radioactive, there are governmental safety guidlines

that also need to be addressed. A limit of 1 kg of irremovable T is imposed on the

future ITER device in order to avoid a catastrophic incident requiring the evacu-

ation of the population around the facility. Therefore, a 700 g measurement of T
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Figure 2.8: Predicted T inventory in ITER for various plasma facing materials
with the 700 g administrative T limit indicated by the dashed line [34].

is the likely administrative limit due to measurement uncertanties. Accounting for

some T mitigation, this limit will be reached in W after an estimated 25,000 ITER

discharges that last about six minutes each (�gure 2.8), or much less, if the mate-

rials are heavily damaged by fusion neutrons. Thus, understanding and mitigating

T retention is a great engineering problem that needs to be solved for practical

power plant operation. Current research progress on the basic retention features

of W, the development of T removal techniques, and the e�ect neutrons have on

H isotope retention in W will be discussed. Note that many experiments use the

D isotope instead of T. This is because handling activated materials is di�cult, T

is not widely available, and since they have the same number of protons in their

nucleus, they interact with electric potential wells similarly and therefore have the

similar trapping properties [35, 36, 37].
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2.4.1 Signi�cant variation in retention measurements

Hydrogenic retention can vary over a wide variety of material and plasma param-

eters. The plasma �uence (i.e. total dose), the material temperature, the material

composition and lattice structure, and even the ratio of di�erent plasma species

all play a role in the amount of atoms that are ultimately retained. Comparing

the dose of plasma (i.e. �uence) to the amount of atoms retained, there appears

to be a saturation limit in W. Depending on the temperature, this saturation can

range 1020-1022 atoms/m2 [38]. However, increased temperature introduces mor-

phology e�ects to the W, shown in the previous section. Figure 2.9 displays a

non-monatonic behavior across temperature, looking at the measurements result-

ing from various plasma devices. Some measurements increase to a maximum with

exposure temperatures around 500-600 K, where enhanced blister growth could

explain the increase in retention. The retention values from all experiments then

tend to decrease with W temperatures greater than 673 K, where blisters can still

occur, but the thermal energy of the system may reduce the e�ectiveness of atomic

trapping in defects. Figure 2.9 also shows the wide variance in retention measure-

ments, making it quite a challenge to create accurate predictive models. One of

the drawbacks to having Be as plasma facing material is its ability to accumulate

co-deposits around the tokamak [23]. Fortunately, H isotopes do not appear to be

accumulated in redeposited W, and therefore does not add to the trapped inven-

tory via a codeposition mechanism [11]. However there has been research that has

studied possible W-Ta alloys to reduce the W material's brittleness. The alloy's

retention is lower than in pure tungsten, possibly due to the alloy's abililty to

prevent blister growth [39], but implimentation of an alloy in ITER or a next step

device still requires further research [40]. The creation of transmutants like Re and

Os from fusion neutrons also reduce retention, possibly due to a reduction in H
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Figure 2.9: Temperature dependence of hydrogenic (either D or T) retention in
W, measured after exposure to ions at various �uxes and �uences [38].

trapping defects in a W-Re alloy [41]. Realistically, He ash will form a signi�cant

fraction of the ion population in a burning fusion plasma. Implanted He atoms

have been shown to reduce the e�ectiveness of D atoms di�using into the bulk of

W, reducing the trapped D inventory [42]. This is all somewhat good news for

mitigating retention, but again, there is still signi�cant di�culty in incorporating

these e�ects into a predictive model of retention.

2.4.2 Tritium removal techniques

During the lifetime of ITER or a future working reactor, the T inventory

limit will certainly be reached (�gure 2.8) unless e�ective T recovery techniques

are implemented. Several techniques have been proposed that can slow the build

up of T in the walls and divertors. However, it is yet to be seen how e�ective some

of these removal strategies will be in real fusion reactor conditions. There is also a
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�ne balance weighing the technique's ease of T removal against its impact on the

overall energy e�ciency of the reactor.

To get the T out of the plasma facing materials, an array of methods have

shown to reduce trapped inventory. The JET tokamak introduced T in an exper-

imental campaign and tested several conditioning techniques after its conclusion

[43]. These included running plasma shots with D and H plasmas, pressurizing the

vaccum chamber with D gas to �soak� the vessel overnight, and baking tiles with

exposure to N2 and air during venting procedures so that molecular recombination

on the material surfaces would be enhanced, increasing evaporation. Be co-deposits

will consequently be the largest storehouse of trapped T in the machine. To re-

move T from these co-deposits, experiments at JET show e�cient removal of D

from co-deposits by baking the tiles at 673 K in an O2 rich environment [44]. With

W being the only plasma facing material, there will be no co-deposits, and a lower

baking temperature of about 500-550 K could be su�cient [45]. This is, however,

not taking into account the e�ect of neutron damage, which increases the defect

density in W, so this baking technique requires further validation in a more realistic

fusion environment. Unfortunately, heating up the tiles to su�ciently high tem-

peratures may be di�cult. Localized heating from lasers can ablate co-deposited

layers [46] as well as high T accumulated regions in the divertor [47] has shown it

that in principle it can extract a signi�cant amount of T in a tokamak. However,

a very signi�cant hardware development e�ort would be needed to implement a

laser that can scan across the entire inner and outer divertor in order to remove T.

Flash lamps have also been used to heat slightly larger regions approximately 15

cm2 with reasonable T removal rates [48], but again, large scale implementation is

still a signi�cant hurdle.

Isotope exchange is a proposed technique that is neither localized to small



26

regions in the tokamak nor as energetically wasteful as baking the wall and divertor

tiles. This technique could be implemented in a tokamak as a part of their wall

conditioning protocals after a D-T plasma campaign. Isotope exchange has been

studied by sequentially exposing D then H ion by way of ion beam [49] or a linear

plasma device [50] and measuring the resulting D retained. During D ion exposure,

the implanted D atoms can di�use into the W and accumulate in traps. Then the

D ion source is turned o�, and the pure H ion source bombards the sample. In this

H plasma phase, the implanted H atoms compete for available trapping sites with

the D atoms that have been released from traps due to the thermal vibrations of

the lattice. To achieve a signi�cant amount of isotope replacement in the material,

equal or greater �uences of the exchanging plasma species is required (�gure 2.10).

The general conclusion, unfortunately, is that isotope-exchange is ine�ective at re-

placing trapped inventory at depths greater than a few microns. However, isotope

exchange does lend itself to interesting basic retention studies that can provide

benchmarks for simulation. In this work, isotope exchange experiments were car-

ried out in W samples that were subjected to ion beam displacement damage, and

used the results to develop and test a model of hydrogenic di�usion, trapping, and

exchange.

2.4.3 Retention after displacement damage from energetic

neutrons

The fusion reaction will produce 14.1 MeV neutrons that are not only es-

sential for energy production but also an engineering nuisance due to its impact

on reactor materials. Unlike plasma ions, the paths of neutrons cannot by con-

trolled by magnetic �elds, and therefore the entire device will be bombarded with

neutrons. To quantify the damage that is produced in materials by energetic par-
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Figure 2.10: D concentration depth pro�les with W temperatures of 320 K (a) and
450 K (b). Each curve shows the D remaining after a given H plasma �uence [50].
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ticles, the displacements per atom (dpa) unit is used, where it is a measure of the

fraction of lattice atoms that have been displaced from their initial lattice site. It

is projected that over the lifetime of the ITER device the divertor will su�er 0.6

dpa, and the �rst wall will su�er 1 dpa [51]. Here, 1 dpa means that 100 percent

of atoms will have been displaced from their original lattice site at least one time.

Each time a neutron collides with a lattice atom it induces a damage cascade in

which the displaced atom has so much energy that it can then collide and displace

other atoms. Binary-collision models have shown that energetic particles cause a

chaotic sequence of collisions due to recoiling atoms causing additional collisions

[52], and molecular dynamic (MD) simulations show that a liquid-like zone can

form in the center of a collision cascade [53] that quenches to form an amorphous

structure [54]. The result of an MD damage cascade can be seen in �gure 2.11,

which is an MD simulation of ∼180 Cu ions with 50 keV impinging on a Cu lattice

[55]. Even with this small dose of energetic ions, this result qualitatively shows

how disordered the lattice structure can become. The response of damaged mate-

rials to tokamak plasma conditions is clearly an issue that needs to be addressed

for long term operation of a reactor, when damage reaches large dpa values. A

summary of results regarding the W material will be given here.

Neutron induced displacement damage creates additional defects in the ma-

terial that changes material properties and enhances the retention capacity for

T. The biggest material property change observed in n-irradiated W samples is

embrittlement. The ductile to brittle transition temperatures (DBTT) were sig-

ni�cantly reduced under irradiation [56]. The work by [57] argued that swelling

was not an issue and that there is not a su�cient amount of work to discount the

e�ects of the changes to thermal conductivity. Recent studies have shown, how-

ever, that thermal conductivity is signi�cantly reduced after displacement damage
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Figure 2.11: MD simulation of 50 keV Cu ions on a Cu lattice. The purple spheres
are Cu atoms and the blue lines connect the initial and �nal position of one atom
[55].

[15]. Additionally, work done by [57] showed that pure W embrittles much less

than W-10%Re alloys, which have been preferred due to their low retention prop-

erties. The dominant defect introduced by neutron damage at relevant material

temperatures is point defect vacancies [58]. These new vacancies are distributed

uniformly throughout the lattice and provide more trapping sites for T, increasing

the retention capacity of W [59].

Neutrons produce samples that are activated, which are di�cult to obtain

and handle. However, the use of high energy high Z ions have been used as fusion

neutron surrogates. At the damage levels studied here, the e�ects of transmuta-

tions should be fairly small [58], so the e�ects of retention and some mechanical

property changes can be mimmicked by heavy ion damage cascades. Ions have

much higher stopping power in materials and can only a�ect the near surface.

However D retention pro�les from the surface in to the peak of the computed ion
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(a) (b)

Figure 2.12: D concentration depth pro�les in W with neutron induced damage
up to 0.3 dpa (a) and with ion induced damage at 0.5 dpa (b). Retention of the
0.3 dpa neutron damage data - black squares in (a) - is comparable to the 0.5 dpa
ion damage data - open circles in (b) - up to the depth where peak ion damage
is reached, ∼ 1.5µm, indicated by the dashed line in (b). The neutron irradiated
samples were exposed to D plasma at 473 K, and the ion irradiated samples were
treated with D neutrals at 473 K. Experimental details of neutral D adsorption
can be found in [59], where these �gures were obtained.

Figure 2.13: D retention in W for increasing levels of W ion induced damage, where
retention saturates beyond 0.2 dpa [60].
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damage pro�le compares well with n-irradiated samples with similar dpa values

(�gure 2.12). Also, the change in plasticity is very similar to the n-irradiated case

[61]. For these reasons heavy ion irradiation has become an acceptable means to

study displacement damage. There are a few other drawbacks to using heavy ions,

but are managable under certain experimental controls. For instance, the e�ect of

contamination by using ion species, such as Fe [62] or Si [63] instead of W, could

a�ect measurements, but this can be mitigated by keeping the added impurity

content at or below the intrinsic level of impurities present from manufacturing.

The e�ect of damage saturation, seen in �gure 2.13, shows that damage over 0.2

dpa may not change the retention capacity in W. This phenomena has yet to be

con�rmed with neutron damage, which introduces transmutants and damages uni-

formly in the material. However, damage levels below this value are still of concern

for ITER and other nuclear-grade fusion devices. Therefore in this dissertation,

heavy ions were used to induce displacement damage, keeping these limitations in

mind.

2.5 Impact of tritium retention in PFCs on the tri-

tium fuel cycle

In order to put the importance of T (tritium) retention into perspective,

we can estimate the probability for an injected T atom to become trapped in the

device and compare that to the impact this has on the regulatory T inventory limits

for ITER. Referring to �gure 2.14, the mass balance at the wall of the device can

be de�ned as

Ṁ inj
T = Ṁburn

T + (1−R) Ṁwall
T , (2.1)
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where Ṁ inj
T is the rate of T mass injection into the plasma, Ṁburn

T is the total T

mass burn-up rate from fusion reactions, R is the recycling coe�cient, which is the

probability that a T atom will be recycled back into the plasma from the wall, and

Ṁwall
T is the rate of total T mass arriving at the divertor and �rst wall. Equation

(2.1) says that each T atom injected into the plasma will either be burned up or

will ultimately be move into the wall or pumping system. In the core plasma, the

mass balance can be written as

pburnηfuelṀ
inj
T = Ṁburn

T , (2.2)

where pburn is the probability that a T atom will fuse before being lost from the

plasma and ηfuel is the T fueling e�ciency de�ned as the ratio of the rate of T+

production in the core normalized by Ṁ inj
T . If the tritium breeding ratio (TBR)

is greater than one, meaning that more T is being made in the blankets than is

burned up, then the rate of T mass production, ∆ṀT, is given as

∆ṀT = (TBR− 1) Ṁburn
T . (2.3)

Now we seek to estimate the maximum allowable trapping probability of

an injected T atom and still have TBR>1. This probability can be written as

ptrapped =
Ṁ trapped

T

Ṁwall
T

, (2.4)

where Ṁ trapped
T is the rate at which T is trapped in wall/divertor material surface

and substrates and Ṁwall
T has been de�ned above. For TBR>1 we obviously require

that Ṁ trapped
T � ∆ṀT. Using this de�nition of ptrapped and the expression for ∆ṀT,
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Figure 2.14: Schematic cross-section of a tokamak plasma where locations of the
tritium mass rates are indicated [64].

we can write

ptrappedṀ
wall
T � (TBR− 1) Ṁburn

T . (2.5)

We proceed by solving equation (2.2) for Ṁ inj
T and use the result in equation (2.1).

After re-arranging terms we then have

Ṁburn
T

(1−R)

(
1− pburnηfuel
pburnηfuel

)
= Ṁwall

T . (2.6)

Substituting this expression into the inequality given by equation (2.5) and re-

arranging terms, we can then write that, for TBR>1, we require that

ptrapped � (TBR− 1) (1−R)
pburnηfuel

1− pburnηfuel
. (2.7)

We can estimate TBR ∼ 1.05, R ∼ 0.99 − 0.999, pburn ∼ 0.05, and ηfuel ∼

20−30% to give ptrapped ∼ 10−6−10−7 [64]. With an expected ∼ 1024 ions/m2/s T

�ux to the ITER divertor with an exposure area of∼2-10 m2 [65], an expected 105−6

kg of T will have impacted divertor materials after one year of plasma exposure.

In other words, the 1 kg T inventory limit will be reached in one year of operation

if ptrapped ∼ 10−6. This is of course assuming that once a T atom is trapped it will
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never di�use back out of the material, which is why understanding trapping and

di�usion in PFCs are so very important to fusion science.

This probability calculation motivates the need to study retention because

it is a the �rst major hurdle to overcome T inventory restrictions in next step fusion

devices. The experiments in this dissertation re�ect this need to understand the

basic governing principles behind retention and the physical processes that a�ect

it. Therefore the following experiments attempt to control some the interrelated

complexities on the material surface and focus on understanding the key physics

of trapping and di�usion. For instance, in most experiments in the chapters that

follow, the temperatures of the W samples during plasma exposure will be much

lower than relevant fusion PFCs, since we see that surface morphology changes

can cause signi�cant variation in retention measurements and introduce additional

parameters a�ecting trapping and di�usion that complicate modeling. Isotope

exchange and ion induced displacement damage experiments were done to tease

out additional features of trapping physics, like how atoms compete for traps and

how defect densities e�ect di�usion. With focused experiments, a simple model

is created in order to build a predictive framework that can illuminate empirical

measurements and determine what can be predicted with only a small number

of free parameters (i.e. defect densities). The model is benchmarked against the

control samples and extrapolated to understand the phenomena observed in isotope

exchange and ion induced displacement damage experiments.

The rest of the dissertation is organized in the following way. Chapter 3 de-

scribes the experimental tools and methods used to gather retention data. Chap-

ters 4-7 are publications (ch. 7 is currently being submitted) that display each

incremental step in the process to create a simpli�ed di�usion model. The �rst ex-

periments (ch. 4-5) are retention studies with W having temperatures relevant to
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�rst-wall and divertor temperatures. Some of the samples were irradiated with high

energy ion beams to create displacement damage, then these samples were exposed

to D plasma or sequential D then H plasmas for H-D isotope exchange studies. In

these experiments we not only produced novel results for isotope exchange in the

face of displacement damage but also learned that high material temperatures

present modeling di�culties. This then motivated subsequent studies discussed in

chapters 6-7, which present plasma exposures at low material temperatures (∼370

K), where the temperature is high enough for signi�cant H isotope di�usion but

low enough to avoid the impact of surface morphology e�ects such as blistering or

erosion from physical sputtering. Chapter 6 brie�y introduces a simpli�ed di�u-

sion model and extrapolates predictions to isotope exchange measurements with

qualitative agreement with the data. Chapter 7 presents experiments on the dif-

fusion and trapping of D in low-temperature W that is subjected to ion-beam

displacement damage. This chapter then presents the derivation of a di�usion

model suitable for damaged W, which can reproduce the observed trapping in ion

damaged samples. Finally, chapter 7 presents a model that can account for the

descrepancies in measured di�usion coe�cients across a range of temperatures.

Finally, chapter 8 will summarize all of the �ndings in this work and discuss future

experiments and modeling studies.



Chapter 3

Experimental methods and data

acquisition

3.1 Tungsten materials and sample preparation

The polycrystalline W samples used in our experiments were purchased

either from the PLANSEE Composite Materials GmbH manufacturer in Germany

[66] with above 99.97 % purity or from Midwest Tungsten Services, Inc. with 99.95

% purity. PLANSEE is currently the same manufacturer for the divertor for the

ITER project [67]. To optimize the thermal and mechanical properties, PLANSEE

(and Midwest Tungsten Services, Inc.) uses the powder metallurgy process for W.

The W powder comes from hydrogen reduction of the WO3 raw material with

temperatures above 973 K. Sintering of the �ne grain powder occurs at 2273 -

2773 K, well below the W melting point (3695 K), and is pressed in a mold. These

sintered blanks are then drawn into bars at temperatures around 1873 K. The 9.5

mm diameter bars are then cut and shaped.

Our samples are machined according to the speci�cations in �gure 3.1,

where the units in the �gure are in inches. These W �buttons� have a leading edge

36
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Figure 3.1: Drawing of the machining speci�cations for the W samples, where
the units in the �gure are in inches. Looking at the side view of the drawing
(upper �gure), the sample has a total thickness of 1.7 mm and the leading edge is
0.69 mm. The cross-section (lower �gure) shows that the diameter of the plasma
exposed surface is 6 mm, and the total diameter that includes the leading edge is
7.6 mm. Machining errors are ±0.05 mm.

that is held down by the sample holder in our plasma device, so that the inner

diameter of the sample (i.e. the plasma exposed surface) is approximately �ush

with sample holder. The samples are cut to speci�cation with the electron-beam

machining (EBM) technique, where high velocity electrons heat and vaporize hard

refractory metals with high accuracy.

The machined button sample is then polished mechanically and cleaned to

produce a uniform plasma facing surface. An automated grinder-polisher is used

to polish the all of the samples simultaneously with three grades of sand paper

up to 1200 grit. The result is a mirror-like surface. Using a scanning tunneling

microscope at Los Alamos National Laboratory, we observe that the root mean

squared surface roughness is 140 nm after polishing. Samples are then chemically

cleaned to remove the dust particles and water from the polished surface and the

acrylic resin remaining on the back of the samples that was used to attach the

samples to the polishing stage. First the samples are placed in an ultrasonic bath

of acetone for �ve minutes, which removes the resin. Then the samples are put in
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an ultrasonic bath of an ethanol solution for �ve minutes to clean o� any other

oils or particles on the surface. Finally, we anneal the samples at 1273 K for one

hour to remove additional impurities remaining from the machining process, such

as Cu impurities on the surface from the EBM technique, and ethanol adsorbed

on the surface. The samples were held in vacuum with base pressure 4× 10−6 Pa

and heated with infrared lamps outside the quartz tube vacuum chamber. The

temperature was measured with a thermocouple inside the vacuum chamber next

to the samples.

3.2 Plasma-material experiments simulating a fu-

sion reactor environment

This section will present the experimental devices and procedures for ion

beam irradiation, plasma exposure, and isotope exchange. Each experimental cam-

paign included various combinations of heavy ion beam speci�cations for displace-

ment damage and various combinations plasma exposure conditions. However, the

experimental procedures were the same. There are four stages in each campaign

that was repeated in the experiments presented in the following chapters. Samples

were �rst damaged with high Z ions at the Ion Beam Materials Laboratory at Los

Alamos National Laboratory (LANL). Then plasma exposure was conducted at

the UC San Diego PISCES laboratory. Returning to LANL, the plasma exposed

samples were analyzed with nuclear reaction analysis (NRA). Finally, thermal des-

orption spectroscopy (TDS) was conducted back at UCSD. There was about a

week of time for travel between San Diego and Los Alamos for each stage of the

experiment.
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Figure 3.2: Ion Beam Materials Laboratory at LANL. Two sources chambers (A)
for either gas or sputtered ion sources are accelerated with the 3 MV tandem (B)
and irradiate samples in the general purpose analysis chamber (C).

3.2.1 Tandem ion accelerator

An ion accelerator facility at LANL was used in our experiments to simulate

neutron displacement damage and to measure D concentration pro�les in W. This

Ion Beam Materials Laboratory is a user facility that supports various experiments

dedicated to the characterization and modi�cation of materials with ion beams.

In our experiments, we used the 3 MV NEC tandem accelerator for both heavy

ion irradiation and 3He NRA. Ion energies can range from keV to 9 MeV for 3He

or 18 MeV for heavy ions, with beam currents up to a few mA. Figure 3.2 is a

schematic of the ion beam laboratory. There are two ion source chambers (�g.

3.2-A) from a gas or sputtered source that share the same tandem beam line (�g.

3.2-B). Multiple endstations are available in this facility for a series of ion beam

analysis techniques, but only the general purpose chamber (�g. 3.2-C) was needed

for this work.

The tandem ion accelerator accelerates ions electrostatically by using the
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Figure 3.3: Simple schematic of the ion accelerator. The ion is accelerated twice,
�rst as a negative ion and then as a positive ion after electrons are stripped o� by
colliding with N2 gas. Then the beam is steered to the analysis chamber.

same electric potential twice (�g. 3.3): �rstly on the negative anion and secondly,

after stripping electrons o� the anion, on the positively charged cations. Anions

accelerate to the high voltage terminal impinging on N2 gas, where electrons are

stripped o� and proceed towards the second terminal. The anions in both the

3He and heavy ion experiments have a -1 charge state, so the energy of the ions

emerging from the tandem is E = (1 + q)V , where q is the charge state after two

or more electrons are stripped o� the anion and V is the electrostatic potential

energy. These energetic ions are then focused with an Einzel lens and guided to

the analysis chamber with magnetic �elds.

Both the gas and sputtering sources are used for these experiments, but

the irradiation procedures were similar in either case. For the high Z ion beam

irradiations, the sputtering source is used to produce the anions. In this source, Cs+

plasma ions are accelerated towards a Cu (or W) cathode and sputter negative Cu

(or W) ions directly. This Cu- (or W-) ion is then accelerated through the tandem
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via the process described above. The beam spot size is about 3-6 mm2, which

is smaller than the 28 mm2 area of our samples. We therefore rastered the high

Z ion beam across the samples at 512 Hz in the x direction and 64 Hz in the y

direction to obtain a relatively uniform exposure to the ions. For the 3He ion beam

irradiations, a 3He plasma produced from a radio frequency (rf) source is extracted

into a Ru vapor chamber. A small fraction of 3He ions gain electrons through

charge exchange by colliding with Ru to form 3He- and are accelerated through

the tandem. After the desired total ion beam current (ion �uence) is collected on

the sample, a Faraday cup intersects the beam path, and a new sample is prepared

for irradiation.

3.2.2 Heavy ion induced displacement damage

Since the stopping of ions in matter cannot be calculated analytically, dis-

placement damage experiments were designed using the Stopping and Range of

Ions in Matter (SRIM) software. SRIM uses a Monte Carlo simulation with the

binary collision approximation [68] to calculate the path of the energetic ion in

the target material. An impact parameter is randomly selected for the ion-atom

screened Coulumb collision at the surface of the target and the software then pro-

ceeds to calculate the ion-atom interactions that follow until the ion comes to rest.

Target atoms displaced from their initial lattice site can cause damage cascades

that displace additional target atoms [69]. This sofware has been veri�ed by hun-

dreds of experiments that measure stopping powers and ion implantation ranges

[70]. Since the stopping calculations are largely based on binary-collision theory,

SRIM calculations are commonly relied upon in the literature to interpolate ion-

solid interactions that have not been experimentaly veri�ed, especially with novel

multi-layered targets.
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Figure 3.4: Snapshot of the SRIM simulation of 5 MeV Cu ions through 2 µm of
a W target.

The data from the SRIM simulation is used to calculate the displacements

per atom (dpa), which is a unitless parameter used to quantify damage, as well as

the total number of vacancies, and a spatially resolved density of the implanted

ions. The �detailed calculation with full damage cascades� option was selected for

the SRIM simulations, and the displacement damage threshold energy (i.e. the

energy to displace a W lattice atom far enough from its lattice site so it does not

fall back into this lattice vacancy) was set to 90 eV as recommended in [71]. Figure

3.4 shows a snapshot of a simulation of 5 MeV Cu ions on a W target. Each line

shows the path of a single ion through a pristine W target within the �rst 2 µm,

where collision events are marked with green and orange points along the path.

An important limitation for this type of calculation is that SRIM simulates

ion-atom collisions without considering temperature e�ects. Essentially the sim-

ulation is done at 0 K, so that the damage cascade is �frozen in� [69]. Metals,

however, can easily recover from displacement damage at elevated temperatures

[72] by having mobile interstitials that �nd and occupy vacancies, which annihilates

the Frenkel pair, or by having mobile vacancies that migrate to a grain boundary.

For W, interstitials are mobile beyond 27 K, so this e�ect can be expected with ir-
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radiations at room temperature [73]. Therefore the SRIM results over-estimate the

displacement damage remaining in the material before plasma exposure. Molecular

dynamic (MD) simulations can take temperature into account, but the intensive

calculation needed to simulate high �uences of Cu (or W) ion irradiation in W

and the resulting interstitial migration in order to calculate the number of atomic

displacements and vacancies in our experiments is not available at this time.

The important outputs from the SRIM simulation are number of displace-

ments and vacancies resulting from the damage cascades introduced by ion-atom

collisions and the spatially resolved density of implanted atoms after irradiation.

Collision event data shown in �gure 3.5a is the sum of primary knock-on (PKO) va-

cancies left by atoms recoiling due to collision with the ion, W vacancies caused by

recoiling W atoms displacing other W atoms from their lattice sites, and replace-

ment collisions where recoiling W atoms displace other W atoms from their lattice

site and �ll the resulting vacancy. These data give the number of displacments,

Ndisplacment

(
1

ions·m

)
, of W lattice atoms used to calculate dpa

dpa =
Ndisplacementφ

NW

, (3.1)

where φ
(
ions
m2

)
is the �uence of the ions and NW

(
at
m3

)
is the atomic density of

W. By instead adding together the number vacancies and subtracting the number

of replacement collisions, we can calculate the total number of vacancies, which

will be useful in the di�usion model in damaged W proposed in chapter 7. Using

equation (3.1) and the peak value of Ndisplacement, the ion beam �uence is chosen

to achieve the desired peak dpa value. Figure 3.5b shows the average depth where

the impinging ion comes to rest in the target, where the y-axis gives the average

density per ion �uence. Using the ion �uence chosen for the desired dpa value, we

relied on this ion ranges data to quantify Cu contamination. When using Cu ions to
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(a) (b)

Figure 3.5: SRIM histogram outputs resulting from 5000 simulation ions of 5 MeV
Cu on a W target. The collision events (a) are used for dpa calculation, and the ion
ranges (b) are used to estimate the amount of Cu contamination after irradiation.

irradiate a W target, the amount of Cu contamination is a concern because we want

to study how pure W responds to plasma exposure after displacement damage. Our

W samples, however, do have 10 ppm Cu intrinsic impurities associated with the

manufacturing process [66]. Chapter 5 will present data showing that if the added

contamination is of the same order of magnitude as the intrinsic Cu contamination

or lower, then D retention is una�ected by the additional contaminants.

3.2.3 PISCES steady-state plasma devices

The experiments in chapters 4-5 used the Plasma-Surface Interaction Ex-

perimental Station A (PISCES-A) for plasma exposures [74]. A layout of the

device is given in �gure 3.6. The vacuum chamber is a ∼1.5 m long by 20 cm

diameter cylinder. A uniform magnetic �eld 0.08 to 0.24 T contains a cylindri-

cal plasma up to about 10 cm in diameter. The plasma is created in the source

region by re�ex arc discharge, driving a current from the negatively biased LaB6

cathode disk - heated to emit electrons and ionize the gas injected near the source
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Figure 3.6: Schematic of the PISCES-A plasma device, showing the source region,
the target region, and the probe and sample locations.

- to the grounded anode ring downstream. A 4.8 cm diameter �oating Cu ba�e

tube allows gas pressure in the target chamber to vary from 0.1-4 Pa while source

conditions remain constant. Electron densities can range 1018-19 m-3, and electron

temperatures are typically 5-7 eV. The target at the end of chamber can be nega-

tively biased so that ions will be accelerated by its sheath potential and impact the

target with high energies. We can estimate ion energies impinging on the target by

subtracting the bias of the target from the plasma potential, which is typically 10-

20 eV. Characterization of PISCES plasmas has shown that target gas pressures

less than 0.67 Pa, which is the operating pressure range in these experiments,

produce predominantly molecular ions D+
2 or H+

2 [75]. Ion �uxes measured by a

swept Langmuir probe in front of the target remain constant at 1.5 (±0.3)× 1022

ions/m2/s over the entire operational time. The target is heated by the plasma

and cooled by pressurized air contained within the sample manipulator. Sample

temperatures are measured with a thermal couple pressed to the back sided of the

sample, isolated from the plasma.
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Controlled sample temperatures around 370 K were achieved using the

MORITM-200 plasma device after adapting its silicon wafer handling stage to ac-

commodate our small W samples [76]. Experiments in chapters 6 and 7 used this

plasma etcher, referred to here as �PISCES-E�, to obtain lower sample tempera-

tures and lower �uxes. PISCES-E is shown schematically in �gure 3.7. Plasmas are

created with a helicon wave excited by the radio frequency (rf) antenna wrapped

around the bell jar at the top of the device. Diverging magnetic �eld lines draw

the plasma down into the �eld-free target/process chamber below, impacting the

negatively biased stage and sample. The 1200 W input power to the antenna

and 0.35 Pa neutral D2 (or H2) pressure in the target chamber results in constant

plasma parameters for the entire exposure: electron densities in the 1016 m-3 range,

electron temperatures around 5 eV, ion �uxes in the 1020 m-2s-1 range, and plasma

potentials around 15 eV. These plasma parameters were measured by sweeping

a Langmuir probe in front of the sample. PISCES-E samples are heated by the

plasma and cooled by pressurized air insided of the sample manipulator. Sample

temperatures are measured with a thermal couple that is isolated from the plasma

and pressed against the back side of the sample.

Plasma densities, energies, and �uxes were based on Langmuir probe mea-

surements. The Langmuir probe sweeps through negative to positive voltages with

a function generator and collects plasma currents that diagnose various plasma

parameters. The basic physics are as follows. At large negative voltages, the ion

current collected by the probe reaches a saturation value called the ion saturation

current. This means that the ions form a Debye sheath around the probe to shield

the probe's negative potential so that the drift velocity of ions, ui, passing through

the sheath must satisfy the Bohm criterion, ui >
√

Te
mi

[12]. Here, Te is the electron

temperature in energy units, which is assumed to be much greater than the ion
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Figure 3.7: Schematic view of the MORITM-200 plasma etcher, �PISCES-E�. The
antenna at the top of the device excites a helicon radio frequency (rf) wave that
produces plasma, guided axially downward by diverging magnetic �eld lines into
the �eld-free process chamber where the plasma impacts a biased stage and sample.

temperature, and mi is the ion mass. The ion velocity at the sheath edge is given

by the Bohm sheath criterion to be given as
√

Te
mi
. The ion saturation current is

then calculated by the charge density multiplied by this velocity

ji = 0.6neAe

√
Te
mi

, (3.2)

where the 0.6 factor comes from the drop in the ion density in the pre-sheath

region [12], ne is the electron density and Ae is the total collected charge over

the area, A, of the probe tip. The ion �ux reported in these experiments was

taken to be the ion saturation current. Making the voltage more positive increases

the electron current to the probe (see �g 3.8b). Assuming the electrons have a

Maxwell-Boltzmann distribution, the current of electrons to the probe is given by

je = 0.6neAe
√

Te
2πme

exp
(
−eV
Te

)
= ji

√
mi

2πme
exp

(
−eV
Te

)
.

(3.3)
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Therefore the total current collected by the probe at any voltage is the sum of the

ion and electron currents

j = ji

(
−1 +

√
mi

2πme

exp

(
−eV
Te

))
, (3.4)

where we have used the convention that the current from the probe into the plasma

is positive.

At large negative voltages, the potential drop across the sheath, V , is large

so that the current measured, j, from equation (3.4) gives the ion saturation cur-

rent, ji (see �gure 3.8a). At large positive voltages, the sheath is nearly stripped

away when probe potential is greater than the plasma potential so that electrons

are no longer re�ected away from the probe. This is where the current begins to

saturate (see �gure 3.8b green line). In between these two saturation regimes, the

slope of equation (3.4) provides the electron temperature, Te (�gure 3.8b red line).

The electron density can now be calculated with equation (3.2). We calculate the

plasma potential as the voltage where electron saturation begins to dominate. This

is taken to be the intersection of equation (3.4) and the electron saturation current

(�gure 3.8b dashed line).

3.3 Retention data acquisition and analysis

After W samples have been exposed to plasma, we measure the retention

properties of D atoms (as well as H atoms in some cases). We have two techniques

that independently measure the total amount of retention, but both techniques

also provide unique insights into retention properties. Nuclear reaction analysis

(NRA) probes from the surface into the �rst ∼10 µm of the sample to give the

D concentration pro�le versus depth. This can provide a quantitative measure of
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(a)

(b)

Figure 3.8: Raw data taken by a Langmuir probe (in blue) with inferred values from
�tting the data (straight lines). The �gures show a typical ion saturation current
at negative voltages (a) as well as the change of the current as the voltage increases
to larger positive values (b), where information about the electron temperature,
electron density, and plasma potential is gleaned.
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the atomic D di�usion in W after plasma exposure. NRA is a non-destructive

diagnostic [77], which means very little of the retained D was a�ected by this

measurement. Thus the same sample can be subsequently measured by thermal

desorption spectroscopy (TDS). In addition to the total retention value, TDS pro-

vides qualitative information about the energy of the D trapping sites in the W

sample by the shape of the �ux vs temperature pro�le. This is especially impor-

tant in chapter 5 when comparing the displacement damage defects created by Cu

and W ion beams, which showed the limits of the Cu ion dose before retention is

a�ected by contamination.

3.3.1 Nuclear reaction analysis (NRA)

NRA is a technique that can measure depth pro�les of low Z impurities

in solids. The experiments presented here probe the depth pro�les of D atoms

in W specimens using high energy (0.6-4.5 MeV) 3He ion beams. When the 3He

ion overcomes the Coulumb barrier and hits the nucleus of target atom, D, this

newly formed nucleus is in an excited state and decays into a more stable nucleus,

4He, emitting a proton. This nuclear reaction is usually written as D(3He,p)4He.

Knowing the incident ion �uence, the number of measured protons should be pro-

portional to the number of D atoms in the sample. By analyzing the kinematics of

the system, the energy of the measured protons also reveal the depth from which

the reaction took place so that a depth pro�le can be determined. Since this

measurement relies on the measurement of emitted particles out of the material,

reliable measurements can only be taken near the surface of the material up to

several microns [78].

Reaction kinematics are key to determining the depth pro�le. The energy

released from the nucleus going from its excited state decaying into its ground
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Figure 3.9: Diagram of the D(3He,p)4He reaction collision. The 3He and D nuclei
combine then decay into a 4He nucleus, emitting a proton.

state can be calculated from Einstein's E = mc2 and is referred to as the Q-value

of the reaction. This Q-value is a constant that is useful in balancing the kinetic

energies of the emitted particles (see �gure 3.9)

E1 +Q = E3 + E4 = ET , (3.5)

where E1 is the energy with mass M1 of the impinging particle (i.e. 3He), E3 is

the energy with mass M3 of the emitted particle (i.e. proton), E4 is the energy

with mass M4 of the recoiling nucleus (i.e.
4He), and ET is the total energy. Using

equation (3.5) and momentum conservation with these energies and masses, along

with the angles described in �gure 3.9, we can derive the energy of the emitted

particle with respect to the total energy [79]

E3

ET
= A

[
cosθ ±

√
B

A
− sin2θ

]2
(3.6)

with

A = M1M3

(M1+M2)(M3+M4)
E1

ET

B = M2M4

(M1+M2)(M3+M4)

(
1 + M1Q

M2ET

)
,

(3.7)



52

Figure 3.10: Detector set-up for NRA experiments [81]. A schematic of the detector
positioning relative to the sample is shown on the left, and a face-on view of the
slit aperature is shown on the right with units in mm.

where M2 is the mass of target atom (i.e. D). The incident 3He ion loses energy

through collisions as it travels into the material. Therefore, the measured proton

energy will di�er depending on the 3He energy. The change in energy of the emitted

proton with respect to depth is de�ned

dE3

dx
= Nεnr, (3.8)

where N is the density of the material and εnr is the e�ective nuclear reaction

stopping cross-section that is proportional to the sum of the stopping cross-sections

of the incoming particle and emitted proton [78]. For non-resonant NRA equation

(3.8) simpli�es to the di�erence in energy of the measured proton emerging at

depth, x, from the energy of a proton created at the surface

E3,measured − E3,surface = xNεnr. (3.9)

The stopping cross-sections for the D(3He,p)4He reaction at θ = 135o have been

analyzed by [80], so the relationship between measured energy and depth is estab-

lished.
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The tandem accelerator at LANL irradiated the damaged and D+ plasma

implanted W samples with 3He ions in the general purpose analysis chamber (�gure

3.2C). Proton energy spectra, E3,measured, were measured with a 300 mm2 aperature

2 mm thick Si surface barrier detector at a 135o scattering angle and 45 mm away

from the sample (�gure 3.10). A 12 µm thick Al foil was placed in front of the

detector to stop elastically scattered 3He ions, and a 3 mm curved slit aperature in

front of the detector reduced measurement errors due to geometrical straggling [81].

In addition to the geometrical straggling occuring largely in the top 250 nm, the

experiments in [81] have noted that there is an energy spread for E3,measured largely

due to multiple small angle scattering of the incoming 3He ions for larger depths

in W. To decrease this energy spread, multiple ion energies were used to produce

mulitple proton spectra. Deconvolving these spectra provide better resolution of

E3,measured as we have scanned the optimal (i.e. maximum) stopping cross-section

deeper in the material with increasing 3He ion energy. In our experiments, we

chose seven energies ranging from 0.6-4.5 MeV to probe up to ∼ 8 µm in depth,

resulting in depth resolutions better than 1 µm.

The proton spectra resulting from the D-3He reaction were simulated with

the SIMNRA v6.80 software [82]. In this analysis, the simulated target is divided

into thin slabs of uniform impurity concentration and constant cross-section/stopping

power. By changing the compositions in each layer and taking the experimental

set-up, ion �uence, and reaction kinematics - equations (3.6) and (3.9) - into ac-

count, the simulated spectra can be �tted to the data. The concentrations in these

layers are the resulting depth pro�le of D in W. Samples of typical proton spectra

measurements are shown in �gure 3.11 for two di�erent 3He ion energies, where

the measured proton energy spectra are the red curves and the simulated specta

are the blue curves. By simulating the spectrum of a standard sample with known
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Figure 3.11: Measured (red points) and simulated (blue curve) proton spectra
from a 600 keV (a) and a 2550 keV (b) 3He ion beam on a D plasma exposed W
sample. The layer (depth) of origin of the measured protons with their respective
energies are indicated by the highlighted regions on the upper x-axis. Spectra were
simulated with SIMNRA v6.80 software [82].
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Figure 3.12: Resulting NRA concentration pro�le, after �tting the proton spectra
as in �gure 3.11.
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thickness and uniform D concentration, the channel axis (lower x-axis) can be di-

rectly converted to energy (top axis). We used an amorphous C sample 264 nm

thick with a uniform 35 at.% concentration of D. The layer (depth) of origin of the

measured protons with their respective energies are indicated by the highlighted

regions on the upper x-axis of �gure 3.11, which illustrates the need to use larger

ion energies in order to measure the concentrations of D at greater depths. The

simulated proton spectra in our W samples can be made to have the same counts

as the measured data by changing the composition in each layer. After �tting the

proton spectra resulting from each 3He energy with the same D compositions, the

most accurate depth pro�le was deconvolved (�gure 3.12).

3.3.2 Thermal desorption spectroscopy (TDS)

The TDS technique liberates D atoms trapped in W lattice defects by heat-

ing the W sample in vacuum and measuring the partial pressures of D2, HD, and

H2 molecules that desorb out of the sample. When the thermal energy of the

sample becomes comparable to the binding energy of a D (or H) atom to a trap-

ping site, the trapped atom goes into solution and di�uses to the surface where

it can �nd another D (or H) atom to form a molecule and evaporate [83]. The

temperature is ramped up slowly so that the entire sample reaches an equilibrium

temperature for each measurement. Then it is assumed that the change in partial

pressure (i.e. �ux out of the sample) of the measured molecules correlates with

the temperature with which the atoms are released from trapping sites. This gives

a qualitative description of the energies and densities of trapping sites in the W

samples. After ramping the temperature up until the partial pressures return to

background levels, integration of the partial pressure (i.e. molecular �ux) pro�le

gives the total retention value.
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Figure 3.13: Experimental set-up for thermal desorption spectroscopy. Samples
are placed in vacuum within the quartz tube, surrounded by the infrared light
heater. The partial pressures are measured at the end of the vacuum chamber
with a QMS and is calibrated by a standard D2 leak.

A schematic of the TDS hardware is given in �gure 3.13. The W sample is

heated from room temperature to 1273 K with an initial background pressure of

4× 10−5 Pa at 0.5 K/s with infrared heating lamps outside of the quartz tube vac-

uum chamber. Sample temperature is measured with a thermal couple in vacuum

sitting next to the W sample. A MKS instrumentTM quadrupole mass spectrome-

ter (QMS) measures the partial pressures of molecular H isotopes throughout the

temperature ramp. We calibrate the QMS after each experimental campaign with

a standard D2 leak in mols/s at the same background pressure. This calibration

allows us to convert partial pressure into �ux.

Accounting for the area of the sample and using the D2 and HD data, a D

atom �ux can be measured versus the sample temperature (�gure 3.14). The �ux

peaks at 500 K and 800 K qualitatively describe two dominant trapping energies

or possibly two clusters of trapping energies with nearly the same value. The
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Figure 3.14: A TDS pro�le with two predominant �ux peaks. This W sample was
damaged with Cu ions to 0.1 dpa and exposed to D plasma to a �uence of 1024

ions/m2.

amplitude of these peaks describe the trap density di�erences due to the amount

of D released. Since the temperature is increased at a controlled rate of 0.5 K/s, we

can integrate the �ux over temperature to obtain the total �uence (m-2) of atoms

out of the W sample, which gives the total amount of D retained.



Chapter 4

Initial isotope exchange experiments

in displacement damaged tungsten

4.1 Introduction

As long pulse torroidally con�ned plasma devices such as ITER and DEMO

edge closer, tritium inventory in the walls raises radiation safety concerns because

of increased radioactive inventory in plasma facing components (PFCs) [11, 84, 85].

Isotope exchange has been proposed as a removal technique in W [49]. It can be

studied by exposing a metal surface to a D plasma and then subsequently exposing

the same sample to H plasma. Some of the H atoms will then displace trapped D

atoms which then di�use out to the surface and escape. In this chapter, the goal of

these isotope exchange experiments is to gain an understanding of how implanted

isotopes move through trap sites in the material and/or can be exchanged out of

the material, which may lead to an increase in the operational time before a major

component exchange is necessary.

In a working fusion reactor, 14.1 MeV neutrons can impact the walls caus-

ing atomic displacement damage cascades throughout the material. Enhanced

59
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hydrogen isotope retention and degraded material properties have been observed

as a result of neutron bombardment [85, 57, 58, 86, 62, 87, 88]. Because energetic

neutron irradiation is not possible with present facilities and handling activated

samples is di�cult, heavy ion beams have been used [62, 61, 89, 63, 90] to simu-

late neutron induced displacement damage e�ects. Note that neutrons can cause

defects throughout the material [62]; whereas, heavy ion irradiation only a�ects

the �rst few microns of the exposed surface. But the increase in defects and trap

sites for implanted H isotopes due to heavy ion irradiation adds an interesting and

realistic complication to retention in PFCs.

In this chapter, PISCES-A was used to investigate H isotope exchange in

W with low-energy (100 eV) and relevant �ux (>1022 ions/m2/s) plasmas at low

temperatures while varying H �uence and ion irradiation damage levels.

4.2 Experimental

4.2.1 Materials

The materials used in these experiments were polycrystalline Plansee ITER

Grade W samples 6 mm in diameter and 2 mm thick. The surfaces were mechani-

cally polished to a mirror �nish, and then the samples were cleaned in an acetone

ultrasonic bath and annealed at 1273 K for 1 h to decrease the amount of intrinsic

defects and remove impurities from the surface region.

4.2.2 Damage production in W through Cu ion irradiation

The tandem ion accelerator at Ion Beam Materials Laboratory (IBML) in

Los Alamos National Laboratory (LANL) was used to produce irradiation damage

in room temperature W by exposing samples to a 2.5 MeV Cu2+ ion beam. The
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ion �uences used for irradiation in W were 1.25×1018, 1.25×1019, and 1.25×1020

Cu2+/m2. These �uences correlate to 0.4, 4, and 40 dpa (displacements per atom),

respectively, by peak damage concentrations calculated with

dpapeak =
Ndisplacementφ

NW

, (4.1)

where Ndisplacement

(
1

ions·m

)
is the peak number of displacements per Cu ion, φ

(
ions
m2

)
is the Cu ion �uence, and NW

(
at
m3

)
is the atomic density of W. The number of

displacements were calculated by the SRIM-2012 simulation code [70] with the �full

damage cascade option� and a displacement threshold energy in W of 90 eV, as

recommended in [71], which resulted in a Cu implantation depth of 520 nm. The

SRIM damage pro�le and ion range pro�le of 2.5 MeV Cu in W is shown in �gure

4.1. A more detailed discussion of the SRIM model was given in section 3.2.2. The

impurity level of Cu in W was calculated to increase to nearly 0.004, 0.04, and 0.4

at% near the peak damage region for the three levels of increasing Cu ion �uence.

The highest Cu impurity level may have a�ected D retention, but the data below

suggest larger trap densities play a more important role in retention.

4.2.3 Plasma treatment

Both Cu ion beam displacement damaged as well as undamaged W samples

were bombarded with D plasma to a �uence of 1026 ions/m2 to saturation [91],

where retention reaches a maximum value. Undamaged samples were subsequently

exposed to H plasma �uences of 0, 8.4×1023, 6.6×1024, 5×1025, and 1026 ions/m2

and Cu irradiated samples had H plasma �uences of 0, 5×1025, and 1026 ions/m2.

Fluxes in PISCES-A for both plasma species were 1.5 (±0.3) × 1022 ions/m2/s.

The beam diameter is greater than 4 cm, so we expect radial uniformity on our 6
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Figure 4.1: SRIM-2012 simulation of depth resolved collision events and ion ranges
of Cu in W.

mm diameter samples. All experiments were conducted using ion energy of 100 eV

per D+
2 or H

+
2 . The ion energy was calculated by subtracting the bias of the target

(-110 V) from the plasma potential measured from a swept Langmuir probe. Note

that the dominant species in our experiments with neutral gas pressures below

0.67 Pa are molecular ions [75]. The temperature of our samples was measured

with a thermocouple pressed against the non-plasma facing side. We performed

plasma exposures using temperatures below 373 K, decreasing the complications

of enhanced blister formation. We certainly cannot avoid blister formation, even

at the low temperatures of our experiments [26]. But we want to emphasize the

focus these experiments on the behavior of atomic D to simplify the problem as

much as possible.
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4.2.4 Deuterium retention measurements

After the plasma exposures, concentration depth pro�les of D in W were

obtained with nuclear reaction analysis (NRA) up to 3.5 µm by the D(3He, p)4He

nuclear reaction with a constant 2.5 MeV 3He ion beam normal to the surface of

the sample. The measured energy of protons that escape through the surface de-

termines the depth into W from which the reaction took place [92], details of which

are provided in the discussion of the NRA technique in chapter 3. A 2 mm thick Si

surface barrier detector, with a 300 mm2 aperture and 46.5 mm from the sample

at a 30 degree angle relative to the beam, was covered by 12 µm thick Al foil to

stop elastically scattered 3He particles to isolate the proton energy measurement.

Because we see a drastic di�erence between near surface inventory and bulk inven-

tory, we focused our attention to these two regions. Analysis software SIMNRA

[82] was employed to convert the yield versus energy spectra given from the detec-

tor into concentration versus depth pro�les using two equally spaced W/D layers

over our measurement range of 3.5 µm. The �rst layer we will call the �surface

region�, and the other the �bulk region�.

After NRA, total D retention in the W was measured post mortem with

thermal desorption spectroscopy (TDS). Each sample was heated from room tem-

perature to 1273 K in vacuum with a background pressure of 4.1× 10−6 Pa at 0.5

K/s with infrared heating lamps. A quadrupole mass spectrometer (QMS) tracked

the signals of D2 and HD molecules as they were released from the sample. The

QMS was calibrated by a standard D2 leak after each analysis.
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4.3 Results and discussion

Concentrations of D in W from NRA are shown in table 4.1, and TDS

bulk retention measurements are shown in �gure 4.2. Both measurements are in

good agreement. Undamaged samples (0 dpa) exposed to �ve di�erent doses of

H, including no H exposure, have signi�cantly di�erent depth pro�le retention

characteristics. We suspect that the saturation of the surface region is the reason

we see a higher percentage of D there. This saturation probably occurs in the �rst

few hundred nm [49] of the 0 H ions/m2 pro�le where close to all trap sites are

�lled with D [91]. Since our NRA does not show an equal distribution of D in both

the �surface region� layer (0-1.75 µm) and the �bulk region� layer (1.75-3.5 µm),

the D pro�le beyond the surface layer must be a result of di�usion during the 2

hour D plasma exposure in PISCES. As a result, the surface region inventory is

depleted more quickly during isotope exchange because H atoms can di�use to a

trapping site and exchange with D in the surface region sooner than di�use to a D

�lled trapping site in the bulk region. The D concentration in undamaged W was

eventually depleted beyond the NRA detection limit after an H �uence of 5× 1025

ions/m2. The bulk retention measurements after 5×1025 H ions/m2 also show that

the D signals are within the background noise of the detector, indicating almost

all of the D was exchanged out.

When displacement damage is introduced, both NRA and TDS show an

increased amount of retained D inventory. Bulk retention (Figure 4.2) shows an

increase of 5�7 times more D than the undamaged sample without isotope ex-

change. The surface region contains most of the D concentration (Table 4.1), even

as H �uence increases. This higher inventory is presumably a result of more trap

sites created by Cu ion irradiation causing more vacancies and dislocations. Con-

centrations of D after isotope exchange seem to correlate with the change in the
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Figure 4.2: Total retention of D as a function of H plasma �uence for each level of
damage.

concentrations in the surface region, indicated by the higher fraction of D in the

surface region even while the inventory is being depleted. During isotope exchange,

displacement damage allows more D to be retained near the surface because the ex-

changed D atoms can more easily re-trap before di�using. After 5×1025 H ions/m2,

TDS shows an 80% reduction in inventory for all damage levels. It appears that

the remaining 20% of D inventory is exchanged out of the 0.4 dpa sample, but with

higher damage we were still able to detect measurable amounts of D concentration

after high H �uences. The increased number of trap sites in the surface hinders

the e�ciency of isotope exchange by inhibiting the di�usion of H atoms and by

re-trapping the exchanged D. We perhaps would have to expose damaged samples

to plasma on even longer time scales to purge the entire D inventory.

Figure 4.3 shows the TDS emission of the undamaged W samples. These

results shed more light on how the D inventory is a�ected by isotope exchange.
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Figure 4.3: Thermal desorption pro�les of the undamaged W samples after D
plasma treatment and varying doses of H plasma.

Without isotope exchange, the peak desorption occurs around 490 K, and the slope

of the curve on the low temperature side indicates that much of the inventory was

released quickly, relative to our temperature ramp. On the other hand, the samples

with exposures to H plasma have release peaks ranging from 700 to 790 K, and the

slopes of these curves on the low temperature side show a slower rate of desorption.

Release peaks at higher temperatures may indicate that the released D originated

from higher energy traps, and the slower rates of desorption may indicate that

the D atoms took longer to di�use to the surface, originating deeper within the

sample. Table 4.1 also indicates that most of the remaining D inventory is in the

bulk region as H �uence increases. This would mean that most D atoms have

exchanged out of the traps in the surface region during H plasma treatment.

Desorption pro�les for each damage level without isotope exchange show

rapid release starting around 400 K (Figure 4.4). Irradiated samples, however,

have higher temperature release peaks. The release peaks at higher temperature
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Figure 4.4: Thermal desorption pro�les of W after D plasma treatment and varying
doses of H plasma for each damage level.

are possibly due to the increase of the number of higher energy vacancy traps

caused by the introduction these defects by irradiation. There is a similarity in

the 0 and 0.4 dpa samples after the 5 × 1025 H ions/m2 dose: a release peak

at higher temperature and a slower rate of desorption. This may show that D

inventory in the 0.4 dpa sample can still easily di�use deeper within the sample

after being exchanged out of traps. This is not inconsistent with table 4.1, since

the surface region loses 15% of the total inventory to the bulk after exchange. At

higher damage (4 and 40 dpa) with isotope exchange, D begins to desorb at the

same low temperature as in the non-exchanged case and seems to desorb at a slow

and almost constant rate during the temperature ramp. Most of the D inventory

remained in the surface region according to NRA, so this slow desorption rate is

probably a result of di�usion being inhibited by a higher density of traps.
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4.4 Summary

We exposed undamaged and Cu irradiated W samples at room temperature

to low-energy, constant-�ux D plasmas at plasma �uences that were su�cient

to saturate the samples and sequentially exposed them to H plasma at varying

�uences. TDS and NRA data both show that isotope exchange reduces D inventory

in W signi�cantly. When displacement damage is introduced in W by way of

Cu ion irradiations, concentration pro�les of implanted D show that increased

retention nearer to the surface is favored over di�usion into the bulk. We see that

high damage levels (4 and 40 dpa) tend to keep more of the inventory nearer to

the surface and reduce the e�ciency of isotope exchange, presumably because of

increased trap site densities.

High dpa levels in the W lattice have shown us that isotope exchange is not

e�cient at removing the entire D inventory. With the combination of the increased

number of trap sites and plasma recycling in front of the target (a complication

not experienced in ion beam isotope exchange experiments), isotope exchange is

too slow a process for practical tritium removal after long exposures to fusion

neutrons. However, this initial work suggests that isotope exchange experiments

could provide a useful tool to study D trapping in damaged W. In chapter 6, we

model NRA data in order to understand how the trapping energies and densities

of these traps a�ect H isotope migration in materials. Higher resolution NRA D

pro�les that provide more than two layers would quantify this phenomena better.
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Chapter 5

Deuterium retention in tungsten

after heavy ion damage and

hydrogen isotope exchange in

PISCES

5.1 Introduction

Tritium retained in the plasma facing components (PFCs) of large magnet-

ically con�ned nuclear fusion test reactors, such as ITER, pose concerns regarding

loss of fusion fuel and radiation safety [11, 84, 85]. Methods to reduce trapped H

isotopes have been tested [49, 50, 93] by exposing D doped W materials to H ions

in order to see the e�ect of D displacement. The goal is to preserve the tokamak

walls and divertor plates from reaching the tritium contamination limit [34]. How-

ever, isotope exchange experiments also provide an interesting new insight into the

atomic migration paradigm that trapping e�ects reduce hydrogenic di�usion.

71
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DT fusion reactions produce 14.1 MeV neutrons, which can impact the

PFCs of a working fusion reactor. These high energy collisions cause damage

cascades in the lattice that can change the retention properties of the material

[59, 62]. Since present facilities available cannot replicate neutron bombardment in

a fusion reactor and because handling neutron irradiated samples is di�cult, heavy

ion beams have been used to mimic neutron damage [59, 62, 90, 60]. However, using

ions as surrogates for neutrons do not fully replicate the uniform damage pro�les

that neutrons can provide, but within the penetration depth of these heavy ions,

they model the retention characteristics of damaged PFC materials reasonably

well [59]. The other issue with using heavy ions to create damage is that it allows

the possibility of impurity build-up in the material. Some experiments have used

self-damage, i.e. W ions on W, to avoid contamination [59, 60], but W ions have

a very shallow stopping distance in W (about an average of 500 nm with a 6 MeV

beam [70]); in addition, creating a W ion beam has complications of its own. Cu

ions have been used to create damage in W [93, 62], and they can produce similar

damage pro�les as W ions. Therefore we want to determine when contamination

from impurity Cu ions start to play a role in changing retention characteristics in

W.

This chapter again examines H isotope exchange in W by measuring the

remaining D retention, but motivated by the results of chapter 4, we made sev-

eral modi�cations to the experimental procedures. We simulate realistic material

properties after neutron irradiation in a fusion reactor with heavy ion irradiation,

but this time we compare Cu ion versus W ion irradiation to see what levels of

Cu contamination signi�cantly a�ect D retention. The plasma exposure tempera-

tures are carried out at 100 K higher than in the results of chapter 4. In addition,

we improved the NRA measurement resolution by implementing multiple 3He ion
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beam energies. At any rate, the isotope exchange data presented in this chapter

are consistant with the D retention characteristics in the �surface region� and �bulk

region� de�ned in chapter 4.

5.2 Experimental

5.2.1 Materials

Plansee [66] polycrystalline W samples 6 mm in diameter and 2 mm thick

� machined from W rods � were used in these experiments. The surfaces were

mechanically polished to a mirror �nish, and were cleaned in an acetone ultrasonic

bath. To decrease the amount of intrinsic defects and remove impurities, the

samples were then annealed at 1273 K for 1 h.

5.2.2 Damage production in W with Cu and W ions

The tandem ion accelerator at the Ion Beam Materials Laboratory (IBML)

in Los Alamos National Laboratory (LANL) was used to produce 2 MeV Cu+

and a 6 MeV W2+ ion beams to create displacement damage in our W samples.

Damage pro�les were simulated with the SRIM-2012 simulation code [70], with the

�detailed calculation with full damage cascades� option turned on and a displace-

ment damage threshold of 90 eV for W as recommended in [71]. The computed

damage pro�les and ion stopping ranges are shown in �gure 5.1. The left-hand

vertical axis shows the distribution of displacements per atom (dpa) from Cu and

W ions to produce 1.0 dpa at its peak, and the right-hand vertical axis shows the

stopping range of these ions. Peak dpa were calculated in the same way as chapter

4 with equation 4.1. Since Cu ions have signi�cantly lower mass than W ions and

therefore have a lower number of displacements per incoming ion, Cu ion �uences
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Figure 5.1: SRIM simulated damage pro�les and ion concentration in W (90 eV
displacement threshold) for 2 MeV Cu and 6 MeV W ions.

had to be increased to 3.5 times the W ion �uence to represent a similar damage

pro�le in order to compare retention characteristics. The ion stopping ranges are

quite similar, but it is important to note that Cu contamination occurs only in the

�rst 1 µm. In order to produce 0.01, 0.1, and 1.0 dpa in our W samples, we applied

Cu ion �uences of 4.2×1016, 4.2×1017, and 4.2×1018 ions/m2, respectively, where

the W ion doses were 3.5 times lower.

5.2.3 Plasma treatment

Undamaged as well as Cu irradiated and W irradiated samples were ex-

posed to plasma in the PISCES linear plasma device at UCSD. Fluxes in the

PISCES-A device for both D and H plasmas were 1.5 (±0.3)×1022 ions/m2/s. We

expect radial uniformity in the plasma wetted area of our 6 mm diameter samples
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because our beam diameter is greater than 4 cm. The ion energies were 150 eV

per D+
2 or H+

2 , calculated by subtracting the bias voltage of the sample holder

(160 V) from the plasma potential measured from a swept Langmuir probe. In

our experiments, neutral gas pressures entering the vacuum chamber below 0.67

Pa produce molecular D+
2 ions as the dominant plasma species [75]. We kept the

W sample temperature at a constant 473 K, measured by a thermocouple pressed

against the sample back side, isolated from the plasma. All samples were treated

with D plasma to 1026 ions/m2, which is a �uence well into the saturation regime

[38]. Undamaged samples used for isotope exchange were subsequently exposed to

H plasma �uences of 2.6 × 1024, 5 × 1025, or 1026 ions/m2; and isotope exchange

experiments with Cu irradiated samples were also exposed to H plasma to �uences

of 5× 1025 or 1026 ions/m2.

5.2.4 Nuclear reaction analysis and thermal desorption spec-

troscopy

Pro�les of D concentration as a function of depth were obtained by nuclear

reaction analysis (NRA) up to 7.7 µm by the D(3He,p)4He nuclear reaction and

measurement methods described in [81]. The measured energy of protons that

escape through the surface determines the depth into W from which the reaction

took place [94]. A 2 mm thick Si surface barrier detector, with a 300 mm2 aperture

and located 45 mm from the sample at a 135 degree scattering angle, was covered

by 24 µm thick Al foil to stop elastically scattered 3He particles as well as a 3

mm curved slit aperture, as in [81], to isolate the proton energy measurement.

To increase the precision and spatial resolution of our measurements, we used 3He

beam energies of 0.8, 2, 2.75, 3.5, and 4.5 MeV, where greater energies provide con-

�dence in resolution at greater depths as the penetration distance of 3He increases
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before it reacts with D. The analysis software SIMNRA [82] was employed to �t

the yield versus energy spectra to extract concentration versus depth pro�les. The

simulation inputs assume constant concentration of D per W layer, where each

layer thickness can be varied.

The total amount of D retained in W was measured with thermal desorption

spectroscopy (TDS). Samples were heated from room temperature to 1273 K at a

rate of 0.5 K/s with infrared heating lamps and a background pressure of 1.1×10−5

Pa. A quadrupole mass spectrometer (QMS) measured the D2 and HD pressure

signals as the temperature increased and released these molecules from the sample.

After each analysis, the QMS was calibrated with a standard D2 leak to convert

the measured partial pressure data to molecular �ux. Integrating the signals over

the temperature ramp gives the �uence, which is total amount retained.

5.3 Results and discussion

Subsequent exposure of the damaged and plasma-implanted D samples to

150 eV/H+
2 plasma at various �uences and a 473 K sample temperature decreased

the amount of D atoms saturated in the W samples by exchanging H with the im-

planted D. The concentration pro�les in �gure 5.2 shows a signi�cant decrease in

inventory in the �rst 2 µm from the surface with increasing �uences of H plasma.

Measured D inventory deeper within the bulk also decreases as H atoms di�use

inward and displace the trapped D atoms there. These results are in good agree-

ment with [49, 50], which found the inventory in the �rst few microns decreasing

signi�cantly and concentrations deeper than 3 µm within the sample remaining

somewhat una�ected. At the high �uences achieved by this experiment, we can

see an interesting phenomena occur. Comparing the D retention pro�les of the

sample exposed to 3 × 1024 H/m2 to the sample exposed to 5 × 1025 H/m2, the
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Figure 5.2: Depth distributions of D in W after exposure to 1026 D ions/m2 plasma
and various �uences of H plasma. The connecting lines are only to guide the eye,
and the grey vertical lines show the thickness of the W layer that was simulated.

increase of D concentration at depths greater than 1 µm as H plasma �uence in-

creases may be an indication that although some D is displaced and migrates to

the surface, some of the displaced D migrates deeper into the bulk. This can be

seen by the peak of concentration moving inward, where at that same depth the

concentration was lower with less exposure to H plasma. But overall, the entire D

inventory is reduced with increasing H �uence.

Heavy ion irradiation on W causes an increased number of trapping sites

with ion induced vacancies, voids, and interstitials stressing the lattice. Therefore

we expected to see an increase in D inventory in our damaged W samples. Figure

5.3 shows a signi�cant increase in D concentrations within the �rst micron, i.e.

the damaged region, but follow a similar trend as the undamaged samples beyond
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the damaged region. Even though there is an increase in trapping sites in the

material, which may reduce di�usion to greater depths, this saturation condition

at high �uences of D plasma can allow di�usion past them.

Damaged samples with H plasma �uences of 5×1025 and 1026 ions/m2 could

not be accurately measured, possibly because of some experimental limitations.

The sample holder for all other samples had broken, so a di�erent sample holder

was used for these six samples. This new sample holder is di�erent in that the

thermal couple contacts the sample holder and not the samples. It is possible that

during the H plasma treatment of these damaged samples that they did not have

good thermal contact with the heat sink, and since temperature was measured from

the sample holder, accurate sample temperatures may not have been measured. If

the sample temperature was higher than reported, di�usion of H isotopes could

have been more rapid and could explain the greater decrease in D inventory. Due

to more defects in the material as a result of damage, we would have expected less

e�cient di�usion of H isotopes. These phenomena will be investigated in future

experiments.

Looking at �gure 5.3, the W ion damage samples seem to be indistinguish-

able from the Cu ion damaged samples at 0.01 and 0.1 dpa; however, it seems that

Cu impurities begin to play a role in a�ecting retention at higher dpa. There is

about 3 times more D in the damaged region of the Cu irradiated 1 dpa sample

than the W irradiated 1 dpa sample. The impurity level in this case is 65 atomic

parts per million (appm), where the inherent impurity of Cu from the manufacturer

is around 10 appm [66]. So it makes sense that we see a change in the attributes

of our samples at this high �uence of Cu. High �uences of Cu ions may not even

be necessary to mimic W ion damage, since heavy ion induced damage to the lat-

tice may have already reached �damage saturation� around 0.1 dpa [60]. Neutron
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Figure 5.3: Depth distributions of D for (a) 0.01 dpa, (b) 0.1 dpa, and (c) 1.0 dpa
in W after exposure D plasma and various �uences of H plasma. Open symbols
represent samples irradiated with W ions.
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induced damage, however, may not reach this damage saturation because trans-

mutated W atoms could play a role in creating additional trapping sites. Since ion

damage does not produce transmutations, this phenomenon is not observed here.

The total amount of D retained as a function of H plasma �uence is shown

in �gure 5.4. At even lower sample temperature (373 K) where Cu ion damage

a�ects the e�ciency of isotope exchange [93], damage seems to have no e�ect

on the e�ciency of isotope exchange carried out at 473 K. However, as mentioned

above, the temperature measurement may have been compromised on the damaged

isotope exchanged samples. The error bars on �gure 5.4 represent their signal

to noise ratio from the molecular background �uctuations in the QMS. So the

large error bars on the high H �uence samples indicate that there is almost no

measureable amount of D remaining in the samples. In other words, only trace

amounts of D remain after exposure to high �uences of H plasma.

There seems to be little di�erence in retention of D, when comparing Cu

and W ion damage with total retention in �gure 5.4. The TDS temperature traces

(Figure 5.5) shows similar out-gassing rates of D2 and HD, except at 1.0 dpa,

where again we see that these high Cu contamination levels seem to a�ect D

uptake. The Cu irradiated sample releases D molecules at a lower temperature

(energy) and has a broader spectrum than the W irradiated sample at 1 dpa. We

can speculate that the Cu contamination produces a wider array of di�erent energy

trap sites due to di�ering amounts of Cu contamination within the damage layers.

Thermal desorption from lower temperatures may be from D originating from lower

energy traps, and desorption at higher temperatures may be D desorbing after a

random walk of escaping from a higher energy trap and falling into other traps until

reaching the surface. These TDS spectra also give a surprising result. Although

the NRA concentration pro�les for the damaged samples show only di�erences in
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Figure 5.4: Total retention of D as a function of H plasma �uence for each dpa
level. Error bars in this case represent the ability to discern the signal from the
background �uctuations measured by the QMS.
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Figure 5.5: TDS temperature traces, after exposure to only D plasma, of the D2

and HD molecules comparing the molecular release rates due to damage created
by Cu or W ions with (a) no damage and 0.01 dpa, (b) 0.1 dpa, and (c) 1.0 dpa.

the amount of D retained as a result of the level of damage they received, the TDS

temperature trace pro�les vary signi�cantly. The damaged samples had increased

D inventory closer to the surface where the damage occurred, so these di�ering

TDS pro�les may display changes in the trapping mechanisms as the damage level

increases, possibly due to di�erent distributions of atoms in vacancies caused by

regions of the lattice that are stressed by interstitials or voids in the lattice [91, 95].
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5.4 Summary

W samples were exposed to high �uences of D and H plasmas sequentially

after being irradiated by high energy Cu or W ions to varying levels of displacement

damage in order to investigate H isotope replacement in W. The higher 473 K

plasma exposure temperature of the W samples allowed more rapid di�usion of

H isotopes, regardless of dpa level. As a result, the H atoms were able to reduce

the D inventory down to trace levels. This observed H exchange e�ciency may

be due to possible temperature control issues, because higher temperatures could

have allowed more rapid di�usion of H and subsiquent isotope exchange in our

damaged samples. There seems to be no discernible di�erence between Cu induced

ion damage and W ion damage at 0.01 and 0.1 dpa, where concentrations of Cu

are below intrinsic Cu impurity levels. At 1.0 dpa (4.2 × 1018 Cu ions/m2 or

65 appm in the �rst 1 µm) Cu contamination a�ected D concentrations in the

damaged region and may have di�erent trapping mechanisms compared to 1.0 dpa

W without contamination. Isotope exchange can reduce tritium inventory, but it

is expected that tritium can exchange equally as well with other H isotopes and

can reestablish itself in W PFCs [50]. We can thus conclude that this method of

isotope removal will at least extend operation time before major interventions are

needed.

Some models exist, such as [96], which model atomic trapping and di�usion,

where atoms are released from traps only by thermal activated release. Currently,

no model exists where atomic exchange in trapping sites is taken into account.

We (and others [95]) have observed that trapping mechanisms may change with

the level of damage in the material, so this atomic exchange from traps may af-

fect the di�usion of H isotopes di�erently as damage is increased. Understanding

the physical process of atomic exchange will not only increase our understanding
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of atomic migration in fusion materials but also may provide precision in future

modeling endeavors to understand trapping processes. In the following chapter, we

introduce a model of the isotope exchange process and compare it to experimental

results.

Acknowledgements

This work was supported by the U.S. Department of Energy under DE-

SC0001999 and DE-FG02-07ER54912 and the University of California O�ce of

President Research Fund under Award Number 12-LR-237801. The ion irradiation

and ion beam analysis work at the ion beams materials laboratory was supported

by a LANL new program development grant in support of its MaRIE signature

facility.

This chapter, including text and data, is a reprint of the material as it

appears in J. L. Barton, Y. Q.Wang, T. Dittmar, R. P. Doerner, G. R. Tynan,

Deuterium retention in tungsten after heavy ion damage and hydrogen isotope

exchange in pisces, Nucl. Instrum. Methods Phys. Res., Sect. B 332 (2014)

275279. The dissertation author was the primary investigator and author of this

paper.



Chapter 6

Analytical di�usion model for

hydrogen isotope exchange in

tungsten

6.1 Introduction

Hydrogenic species retention in plasma facing materials (PFCs) is a ma-

jor concern for practical operation of magnetically con�ned fusion reactors [34].

Tritium fuel accumulates in PFCs di�using well beyond their implantation depth

of 2�5 nm, raising both safety and tritium self-su�ciency concerns. The isotope

exchange technique will be useful in prolonging the lifetime of PFCs because much

of the trapped tritium fuel in PFCs can be recycled back into the plasma. By

treating a PFC that has H isotopes retained within it using a plasma of another

H isotope, we showed in chapters 4-5 and others have also shown [97, 50, 49] that

the retained H isotopes can be exchanged out of the material, at depths that are

well beyond the ion implantation depth of a few nanometers. An isotope exchange

85
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model was proposed [98] that depended on the ion implantation energy for mate-

rials like Si, C, and other Ti composites. However, there is no predictive model

for the isotope exchange rate in materials like W, where the arrival rate of the

exchanging H isotope at depths beyond the ion implantation zone is due to H iso-

tope di�usion and not energetic deposition. This chapter introduces a model for

H retention depth pro�les in W and attempts to model how this pro�le changes

due to isotope exchange.

6.2 Experimental

The metal samples used in the experiments used in this chapter were 2 mm

thick by 6 mm diameter hot-rolled tungsten with purity of 99.97 wt.% manufac-

tured by PLANSEE [66]. These samples were polished mechanically to a mirror-

like �nish, cleaned in an acetone and ethanol ultrasonic bath, and annealed at 1200

K for one hour to remove any impurities and reduce other intrinsic defects.

A radio frequency (rf) helicon wave plasma source, characterized in [76],

was used to treat the W samples with D and H plasmas. With an input power

of 1.2 kW, plasma densities range from 6 − 9 × 1016 m-3 , and plasma �uxes are

1.5 (±.2)× 1020 ions/m2/s, both measured by sweeping a Langmuir probe in front

of the sample. The �ux was also veri�ed by measuring the current to the sample

holder. The ion energy in these experiments was 100 eV, which was estimated

from subtracting the negative bias on the sample holder from the measured plasma

potential. Note that since the �uxes here are considerably lower than the �uxes

achieved in PISCES-A, each W sample was treated with D plasma to a �uence of

1024 ions/m2. This �uence is still su�cient to saturate the W samples [38], and the

total plasma exposure time was the same as in chapters 4-5. The vacuum chamber

was then pumped down for 5 min, the gas inlet lines were purged with H2 gas, and
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the sample was treated with H plasma to a �uence of either 1022, 5 × 1022, 1023,

or 1024 ions/m2, except the control sample which was not exposed to H plasma.

The temperature of the samples during plasma treatment was measured using a

thermocouple pressed to back of the sample, insulated from the plasma. Samples

were held at a constant 370 K throughout plasma exposure.

The retained D concentration pro�le was subsequently measured using nu-

clear reaction analysis (NRA) by the D(3He,p)4He reaction at the Ion Beams Ma-

terials Laboratory (IBML) at Los Alamos National Laboratory (LANL). The mea-

surement technique is described in more detail in chapter 3 and in the literature

[81]. Tungsten samples were irradiated with a 3He ion beam at room temperature

with energies of 0.5, 0.8, 2, 2.75, 3.5, and 4.5 MeV to produce a D depth pro�le

with a depth resolution of less than one micron up to a depth of 7.7 µm, similar

to [97].

6.3 Model

We have developed a model for plasma ion implantation, di�usion, and

trapping as well as for the exchange and removal of hydrogen species. Here we

introduce the key elements of the model and then compare it against the experi-

mental results.

6.3.1 Retention

H isotopes are retained in defects in the crystalline lattice as they di�use

in solution through W into the bulk region, which is de�ned as greater than the

implantation zone of the plasma ions. The di�usion of H in solution has been

studied extensively through modeling and experiment [18], but we want to study
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how particular types of defects, such as dislocations or vacancies, accumulate an

inventory of H as it di�uses through W. We will assume that these defects do not

migrate so that the arrival rate of atoms to a trap site (i.e. the �lling evolution

of the trap site) will be related to the measured di�usion coe�cient of solute H

in W. Formulating the problem as the evolution of �lled trap site concentrations,

as opposed to the di�usion of solute atoms explicitly, allows for easy comparison

to the trapped D spatial pro�le in NRA experiments. H atom interactions with

defects will be de�ned by a trapping and release rate, similar to the di�usion code

TMAP [96]. We take the trapping rate for each di�using atom to the ith trap site

to be given as

αt,i =
Ds

λ2

(
C0
t,i − Ct,i
NW

)
, (6.1)

where the subscript i refers to the trapping energy of the ith type of trap as

discussed below; Ds is the di�usion coe�cient of atoms through solution de�ned

by [99]; λ is the lattice parameter; C0
t,i is the total concentration of traps of type i,

which we will assume to be uniformly distributed in the material without space or

time dependence; Ct,i is the concentration of �lled traps of type i and does depend

on space and time; and NW is the atomic density of W. The choice of the value of

Ds, the Frauenfelder coe�cient, is worthy of mention because we seek to decouple

the e�ects of trapping from solute di�usion. Frauenfelder's measurement of Ds at

temperatures greater than 1000 K is assumed to have little trapping e�ects. In our

work here, we extrapolated this value of Ds to lower temperatures to re�ect only

the solute di�usion and treat trapping separately. The coe�cient of (6.1) de�nes

the lattice jump rate of H in W, and this is multiplied by the probability of �nding

an empty trap of type i. This probability is not constant because Ct,i increases

until it equals C0
t,i, at which point the trapping rate is reduced to zero.
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The release rate of the ith trap site is taken as

αr,i = νDe
−Et,i/T , (6.2)

where νD is the maximum frequency of oscillations in one dimension due to thermal

vibrations (Debye frequency) of the trapped atom, Et,i is the energy the trapped

atom has to gain to escape the trap site, and T is the temperature of W in energy

units. These rate coe�cients (6.1) and (6.2) can be used to model one atom in each

trap. However, density functional theory (DFT) models have shown [35, 36, 37]

that trapping defects in W can trap more than one H atom. For instance, it has

been modeled that a monovacancy defect in W can accumulate up to 10 H atoms

[35]. This work also shows that as the defect accumulates more atoms, the energy

Et,i that the trapped atom must gain to escape the trap decreases (i.e. a single

H atom in a monovacancy must gain more energy to escape than an H atom with

nine other H atoms in that vacancy). We handle these various trapping energies by

treating them as distinct and separate trapping types. Thus a vacancy with no H

atoms is treated as a separate trap from a vacancy with 1 trapped H atom, which

is separate from a vacancy with 2 trapped H atoms and so on. The trapping energy

must then be a function of the number of trapped atoms and will be estimated

from the DFT models. In this way, we can include the fact that defects in W

can hold more than one H atom. By treating each trapping energy as a separate

trapping site, we can use the trapping and release rates to model one atom in each

trap site.

Since H isotopes must �rst di�use through solution to reach a trap site, we

treat the concentration of each partially �lled trap site as a di�usive process,

∂Ct,i
∂t

= Ds
∂2Ct,i
∂x2

− ∂C local
s

∂t
, (6.3)
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where the use of Ds in this equation is motivated by the fact that the evolution of

the �lled trap site concentrations, Ct,i, depends on the arrival rate of solute atoms

and C local
s is the local concentration of this H isotope in solution. Eq. (6.3) de�nes

the time evolution of the concentration of a partially �lled trap of type i in terms

of a one dimensional di�usion process, combined with a volumetric loss rate due to

the escape of trapped atoms which enter into solution. The sum of all the solutions

of (6.3) over all of the i trap types will then give the total retention pro�le that

can be compared to NRA data. We can determine C local
s by comparing the rates of

trapping and release to the rate of di�usion through solution over a relevant length

scale. Fig. 6.1 shows the estimated values for trapping, release, and di�usion of

H in W samples for a relevant range of sample temperatures. We see that the

di�usion rate (over a length scale of 10 µm) is much less than the release rate

(with a trapping energy of 1 eV, similar to a vacancy trap [35]) and the trapping

rate over all temperature ranges for fusion related plasma-material experiments. As

the concentration of �lled traps increases toward saturation (i.e. Ct,i/C0
t,i → 1), the

trapping rate decreases, approaching the di�usion rate. However, the release rate is

constant with constant material temperature, making the trapping rate's approach

to saturation slow as the release rate becomes much greater than the trapping rate.

Motivated by these estimated rates, we can assume that the trapping and release

rates are always much greater than the di�usion rate throughout the simulation. As

a result, a local equilibrium condition exists between the concentration of trapped

atoms and the local concentration of atoms in solution, and this is given as

αt,iC
local
s = αr,iCt,i. (6.4)

Solving this equation for C local
s with the de�nitions (6.1) and (6.2) and using it in

Eq. (6.3), we can then �nd the rate at which the concentration of atoms in trap
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Figure 6.1: Di�usion rate much lower than trapping and release rates for all rele-
vant experimental temperatures.

type i �lls throughout the material.

Solutions for each trap type i of Eq. (6.3) require initial and boundary

conditions. Initially the concentration of trapped D (or H) is assumed to be zero

throughout the domain, i.e. we assume initially that Ct,i = 0 for all i and all

position x. The boundary conditions are then

Ct,i (x = 0, t > 0) = C0
t,i, (6.5)

Ct,i (x→∞, t > 0) = 0. (6.6)

Condition (6.5) states that, on the surface, trap type i becomes completely satu-

rated, which is reasonable given the high �uxes in most plasma experiments. For

convenience, we will assume that the NRA measurement is taken instantaneously

after the plasma is turned o� (i.e. the trapped concentrations are frozen in at the
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end of the experiment) so that the transport of atoms after plasma exposure are

not calculated. H isotopes can di�use to the surface and desorb after plasma treat-

ment, but we are taking this e�ect to be small. Frauenfelder's di�usion coe�cient

[99] at our experimental temperatures estimates that the deepest penetration of

hydrogen isotopes through solution is 90 µm, and our sample thickness is 2 mm.

So it is reasonable to have boundary condition (6.6) such that no traps are �lled

for very large depths. By writing the initial and boundary conditions in this way,

we can combine the space and time variables into one variable, and hence solve an

ordinary di�erential equation, using the Boltzmann transformation

y =
x

2
√
Dt

, (6.7)

where D = Ds/
(
1+

αr,iλ
2NW

DsC
0
t,i

)
is the e�ective di�usion coe�cient. This e�ective

di�usion coe�cient re�ects the decoupling of solute di�usion from the e�ects of

trapping. Eq. (6.3) can now be solved using a simple numerical method because of

the non-linearity caused by the non-constant value of the trapping rate. Fig. 6.2

shows the numerical solution for one trap type after exposure to D plasma (blue

curve) for t = 5000 s. For small values of Ct,i, to �rst order, the trapping rate is

constant. In that case, the solutions of (6.3) are complementary error functions.

To model our NRA data, we include three trap types with a total of 21

trapping energies. According to Liu's DFT work [35], a monovacancy within a

grain (or bulk vacancy) needs to be modeled with 10 trapping energies because

up to 10 atoms can occupy this defect. Dislocation defects can hold up to 6

atoms and therefore have 6 trapping energies, according to a model proposed by

Xiao [36]. Finally, Zhou [37] proposes 5 types of grain boundary (GB) vacancies

that can hold only 1 atom each but have di�erent trapping energies based on

the lattice con�guration. We will take the trapping energies from these published
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Figure 6.2: The solution for one trapping type before (blue curve) and after (green
curve) isotope exchange.

DFT models and treat them as �xed parameters in our model. Because all of the

trapping energies are de�ned, the release rate is therefore completely constrained.

We then de�ne the distribution of these 3 defect types
(
C0
t,i

)
as �tting parameters

for the retention data. We chose uniform distributions of 0.04, 1.3 × 10−3, and

5 × 10−4 at.% for GB, dislocation, and bulk vacancy traps, respectively, which

qualitatively represent the occurrence of these defects. We chose GB defects to be

the most prominent inherent defect in our polycrystalline W material, then chose

dislocations as the next largest defect due to the �ndings in another retention model

[100], and inherent bulk vacancies were chosen as the least prominent defect. All

parameters (trap concentrations and energies) are now �xed when used to calculate

the isotope exchange rate.
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6.3.2 Isotope exchange modeling

An isotope exchange model was proposed by Doyle [98] in which the ion

implantation energy of H isotopes into Si, C, and other Ti composites was the

key variable that governed the trapping physics. Since experiments with W have

shown that isotope exchange happens at micrometers into the bulk, which is much

greater than plasma ion implantation depth of a few nanometers [97, 50, 49], this

model needs to be modi�ed for the case in which the di�usion of an atom resulting

from ion implantation is included. Doyle's model assumes that each isotope has

an equal probability of being trapped, and whichever atom is not trapped then

disappears from the material. The loss rate of D being exchanged by H,
∂CD

t,i

∂t
, is

proportional to the probability of H taking the D �lled trap multiplied by the rate

of H arrival at an ith trap that is �lled with a D atom. Therefore, we have

∂CD
t,i

∂t
= −1

2

CD
t,i

C0
t,i

∂CH,local
s

∂t
, (6.8)

where the D and H superscripts indicate either trapped concentrations of D or H,

respectively. The one half in (6.8) is the probability that H will exchange with

D, since our model states that only one atom can occupy each trap site and has

two competing atoms. The second ratio is the fraction of traps of type i that

are �lled by D. The local equilibrium condition (6.4) relies on the fact that atoms

are trapped and released orders magnitude faster than they can di�use through

solution. This is true for both isotopes, and thus the equilibrium holds for both H

and D. During the isotope exchange phase, we only consider the di�usion of the

exchanging isotope (H). We do not consider the di�usion of D atoms during the H

plasma treatment, but we do consider trapped D atoms to be in equilibrium with

solution as before. Eq. (6.4) still applies to D atoms that have not been exchanged,
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but if an H atom has di�used to that trap site, an H atom has a 50% chance of

occupying trap instead. We could alternatively model how D atoms di�use and

are re-trapped during isotope exchange by solving the reaction�di�usion equations

for both species simultaneously. However, this �rst simple model attempts to

extract some of the basic physics of isotope exchange. Due to the �ood of H atoms

occupying solution during the exchange phase, we assume that D atoms are not

trapped again after exchanging and instead escape from the sample. Eq. (6.8) can

then be solved directly to �nd the concentration of D after isotope exchange with

H

CD
t,i = CD,init

t,i exp

A
1−

(
1−

CH
t,i

C0
t,i

)−1 , (6.9)

where CD,init
t,i = Ct,i (x, t = tD) is the D �lled trap pro�le after exposure to D plasma

for time tD, A =
αr,iλ

2NW

2DsC0
t,i

, and CH
t,i = Ct,i (x, t = tH) is the H �lled trap pro�le after

exposure to H plasma for time tH. Fig. 6.2 shows C
D
t,i after isotope exchange (green

curve) with tD = 5000 s and tH = 3000 s. To obtain the total D pro�le after isotope

exchange, the sum of all i solutions to (6.9) represent the remaining D inventory.

6.4 Results and discussion

The observed D retention pro�le (Fig. 6.3) is similar to other retention

experiments with this W material and plasma exposure [97]. To replicate the

NRA data with the model, the solutions of Eq. (6.3) with (t = tD, the D exposure

time) for each trap site energy (de�ned by 1 of 3 �tting parameters for each defect

type, C0
t,i, and literature values of Et,i for the ith trapping energy) were added

together to obtain the total D retention pro�le. Comparing the individual �lled

trap concentration pro�les, the model indicates that GB traps �ll much slower than

the higher energy traps in dislocation and bulk vacancies even though there is a
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Figure 6.3: D retention NRA data in W after a D �uence of 1024 ions/m2 and mod-
eled by the sum of all of the partially �lled trap concentrations for each trapping
type: grain boundaries (5 types uniformly distributed 0.04 at.%), dislocations (6
types uniformly distributed 1.3 × 10−3 at.%), and bulk vacancies (10 types uni-
formly distributed 5× 10−4 at.%).

higher GB trap density throughout the material. This is because the low trapping

energies of the GB traps have higher release rates, so these traps take more time

to �ll. Higher energy traps �ll throughout the material much faster because it is

rarer for an atom to escape due to thermal vibrations in the lattice.

Although the distribution of trap concentrations were free parameters used

for �tting, we observe in Fig. 6.3 that the model represents the D depth pro�le

data well. If these defect concentrations could be estimated accurately or measured

elsewhere, this model could provide a fully predictive model for retention. However,
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exact knowledge of the material's defect history is not available at this point in

time. Having �t the model to the D depth pro�le obtained for the D plasma

exposed sample, the parameters C0
t,i are now �xed and can be used to model the

e�ects of H isotope exchange.

We use Eqs. (6.3) and (6.9) to estimate the loss of D after exposure to

H plasma. Fig. 6.4 shows the D depth pro�le after various �uences of H plasma

as well as the resulting model predictions. The expected experimental result [97,

50, 49] of D inventory decreasing with increasing H �uence is again observed here.

The model follows the isotope exchange data within the experimental error of the

measurements with the two lowest H �uences, except for the data point closest to

the surface which could be accounted for by blistering or other surface morphology

e�ects not considered in the model. For the highest H �uences, the model predicts

that H di�uses deeper in the material and thus exchanges with more trapped D

than what is measured. The overestimation could be due to the assumption that

an exchanged D disappears immediately from the material, where realistically it

could be re-trapped before reaching the surface.

Atoms can escape more easily (i.e. exchange atoms more e�ciently) from

lower energy traps, and we observe this in the model. The D concentration pro�les

resulting from lower energy traps are reduced more rapidly during isotope exchange

than the concentration pro�les from higher energy traps. These rapidly exchanging

D pro�les produce an odd result for the total predicted D concentration pro�le near

the surface by appearing to create oscillating features. Because each trapping site is

treated separately in the model, these features arise after the resulting solutions of

each trap type are added together to calculate the total concentration. Physically,

these trapped concentration pro�les are not independent of each other: D atoms

released from a low energy trap could then be re-trapped by a higher energy trap.
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Figure 6.4: Deuterium retention pro�les after isotope exchange and the corre-
sponding isotope exchange model prediction, where tH is calculated from the �ux
and �uence of the H plasma. The D pro�le for the non-isotope exchanged sample
is also plotted for reference.
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Re-trapping of the exchanged solute D atoms during H plasma exposure need to be

included in the model in order to have better agreement with the data. Overall this

model gives qualitative agreement with what is experimentally observed, namely

that isotope exchange is ine�cient at replacing the implanted isotopes at depths

greater than 1 µm.

6.5 Summary

A retention model is proposed that models how trapping sites, de�ned by

their trapping energy and their distribution in the material, �ll up as H isotopes

di�use through solution. Three defect types are used in the development of the

model: grain boundary vacancies, dislocations, and bulk vacancies. The trapping

energies are de�ned by published DFT modeling [35, 36, 37]. We assume these 3

defect types are uniformly distributed in the material, and since exact knowledge

of their distributions are not known, we consider their values as 3 free parameters.

Each trapping site is treated separately allowing insight into how each site accu-

mulates and exchanges inventory with isotopes. Another advantage of the model is

that it is now feasible to include any number of trapping types, which will allow us

to include defects not intrinsic in the material like ion or neutron damage induced

vacancies. We reproduce the experimental D retention data well and capture the

main physics of isotope exchange with the model. This recasting of the Doyle iso-

tope exchange model [98] with a H di�usion arrival rate seems to agree well with

the data at low H �uences, but seems to overestimate the isotope exchange rate at

high H �uences. Future modeling work should include the possibility of D atoms

being re-trapped in the material after an exchange event.
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Chapter 7

Plasma implanted hydrogenic

di�usion and trapping in ion beam

damaged tungsten

7.1 Introduction

Retention of H isotopes in W and other materials is a subject of major inter-

est due to tritium accumulation in plasma-facing components (PFCs) in magneti-

cally con�ned fusion reactors [34, 85, 11, 84]. H isotopes di�use well beyond their

ion implantation depth (ranging 2-5nm for 100 eV ions), which raise tritium safety

and self-su�ciency concerns. Experiments have shown [100, 88, 58, 57, 86, 87] that

displacement damage from neutrons in PFCs enhance H retention and can have

a signi�cant impact on the long term operation of a reactor. Displacement dam-

age experiments using energetic (∼1-10 MeV) heavy ions as surrogates for fusion

neutrons have been used to study these long term material and retention e�ects in

short time frames [101, 97, 95, 59, 93, 60, 61, 89, 62, 90]; however unlike neutrons,

101
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ion irradiation can only damage the near surface due to the short mean-free path

of the heavy ions in the lattice. The experiments in this chapter will examine

D retention in W with the e�ects of an ion-beam induced peaked damage pro�le

and a uniform damage pro�le, created with multiple ion energies, up to 0.8 µm in

depth.

Most plasma-material studies lack a uni�ed theoretical model on which to

make predictions other than from empirical studies alone. This di�culty in creating

theoretical models occurs in part due to the multi-scale nature of the problem.

There are not only the quantum e�ects of atomic trapping within vacancies [36,

37, 35] but also morphology e�ects on the material surface like D-�lled blisters

[95, 26] or changes to bulk material properties like thermal conductivity [15] that

occur over macroscopic scales. In this chapter, we address this problem, focusing

our attention on the D retention pro�le at depths greater than the ion implantation

zone and consider surface e�ects separately. We endeavor to create a simpli�ed

model that strips away many of the complicated interrelated morphological e�ects,

like blistering or sputtering, from the problem with the idea to add them back in

later. Motivated by these considerations, the plasma treatments in this work were

conducted at low temperature (380 K), to ensure that D �lled blister growth and W

defect migrations would be avoided. This simpli�ed model of retention allows the

identi�cation of the dominant physics of trapping and di�usion so that empirical

data can be extrapolated to make predictions in more extreme environments not

available with current experimental facilities.

This chapter will discuss D retention experiments in W samples with con-

trolled levels of displacement damage. A Cu ion beam is used to induce damage

at room temperature, thus avoiding the migration of monovacancies to form larger

vacancies at temperatures larger than 570K [102]. The samples are then exposed
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to a D plasma with a sample temperature of 380 K in which D retention is known

to be signi�cant [38]. Overall, the retention increases with increasing dpa, and

the shape of the damage pro�le does not seem to signi�cantly a�ect the shape of

the retention pro�les or total retention, even though the uniformly damaged sam-

ples have slightly more total displacements than the peaked damage pro�le. We

develop a continuum model for trapping and di�usion, which will culminate with

the calculation of a di�usion coe�cient for hydrogenic atoms in solution with W

that is dependent on the concentration of trapped atoms. Our simpli�ed model

captures most of the measured D retention pro�le for all damage levels. From this

we can extract a di�usion coe�cient that successfully captures the results found

in previous measurements of H di�usion in W.

7.2 Experimental

The metal samples used in these measurements were 2 mm thick by 6 mm

diameter hot-rolled W with purity 99.95 wt.% manufactured by Midwest Tungsten

Services, Inc. These samples were polished mechanically to a mirror-like �nish,

cleaned with acetone and ethanol ultrasonic baths, and annealed at 1200 K for one

hour to remove any impurities and reduce other intrinsic defects.

Samples were then irradiated with Cu ions at the Ion Beams Materials

Laboratory (IBML) at Los Alamos National Laboratory (LANL). The SRIM-2012

[70] code was used to simulate the number of W lattice atom displacements per

Cu ion and the stopping range of the Cu ions for ion energies of 0.5, 2, and 5 MeV

(�g 7.1). We used 5000 simulation ions with the "detailed calculation with full

damage cascades� option turned on with a displacement damage threshold of 90

eV for W [71]. The displacements per atom (dpa) are calculated from the �uence
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Figure 7.1: SRIM predictions (a) of dpa for Cu ion beams with energies of 0.5, 2
and 5 MeV as well as the sum of these e�ects on a W target, and (b) the resulting
Cu concentration pro�le added by Cu ion beams with energies of 0.5, 2 and 5 MeV
as well as the sum of these e�ects on a W target.
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at a given energy as

dpa =
Ndisplacementsφ

NW

,

whereNdisplacements (ions ·m)−1 is the number of displacements after ion beam expo-

sure and damage cascade relaxation given by the SRIM simulation, φ (ions ·m−2)

is the ion beam �uence, and NW (m−3) is the atomic density of W. Two irradi-

ation methods at room temperature were used. One produced samples with a

damage pro�le peaked at 0.8 µm and the other a uniform damage pro�le up to

0.8 µm depth. We irradiated at room temperature to reduce the amount of defect

migrations to grain boundaries, so that the vacancy defect densities and distribu-

tions would not change before plasma exposure. Figure 7.1 illustrates the �uences

needed to produce a 10-1 dpa pro�le and the resulting Cu contamination pro�le.

The peaked damage pro�le for 10-1 dpa was obtained with a single Cu ion �uence of

5.6×1017 ions/m2 at 5 MeV, and the 10-1 dpa uniform damage pro�le was obtained

with the sequential ion �uences of 5.6×1017 ions/m2 at 5 MeV, 2.2×1017 ions/m2

at 2 MeV, and 1.1×1017 ions/m2 at 0.5 MeV. The SRIM calculation shows (�g 7.1)

that the uniform damage pro�le displaces a total of 30% more W atoms than the

peaked pro�le, integrated over the damage pro�le. The total Cu contamination

in the uniform damage pro�le is increased by 57% compared to peaked pro�le;

however, the maximum contamination in both peaked or uniform damage pro�les

is never signi�cantly greater than the intrinsic ∼10 ppm Cu from the manufac-

turer [103]. The added Cu contamination at this �uence is not thought to a�ect

retention, since [97] showed no di�erence in retention from self-damaging for 10-1

dpa and below. Using these methods we produced peaked and uniform damage

pro�les at 10-1 dpa, and by reducing the Cu ion �uences by 10 or 100, we also pro-

duced samples with 10-2 and 10-3 dpa, respectively. SRIM calculates the vacancy

pro�le after damage cascade relaxation per unit Cu ion �uence, which we will use



106

as inputs to our retention model to calculate retention after ion damage.

These ion-beam damaged samples, as well as a control sample with no

damage, were then exposed to D plasma. A radio frequency (rf) helicon wave

plasma source, characterized in [76], was used for plasma exposure. With an input

power of 1.2 kW, plasma densities range from 6−9×1016 m-3, and constant plasma

�uxes are 4(±.2)× 1020 ions/m2/s, both measured by sweeping a Langmuir probe

in front of the sample. The �ux was also continuously monitored by measuring

the current to the sample holder. The ion energy in these experiments was 100 eV,

which was estimated by subtracting the negative bias on the sample holder from

the measured plasma potential. Each W sample was treated with D plasma to a

�uence of 1024 ions/m2. The temperature of the samples during plasma treatment

was measured using a thermocouple pressed to the back of the sample, insulated

from the plasma. Samples were held at a constant 380 K throughout the plasma

exposure, heated by the plasma and cooled by pressurized air inside the sample

holder. This temperature is high enough so that solute D atoms can still di�use

but low enough to avoid D �lled blister growth on the surface [26] as well as avoid

the migration of vacancy defects [102].

The retained D concentration pro�le was measured using nuclear reaction

analysis (NRA) by the D(3He,p)4He reaction at IBML about a week after plasma

exposure at UC San Diego. The measurement technique is similar to [81], where

multiple 3He ion beam energies are used on each sample to produce several proton

spectra to increase resolution at greater depths. The proton spectra were simulated

with SIMNRA [82], where the free parameters are W layer thicknesses of uniform

concentration and the fraction of D in those layers. All of the proton spectra

need to be �t simultaneously in order to deconvolve the total D depth pro�le. A

code applying Bayesian statistics [104] was used to �nd the most probable layer
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thicknesses, given the ion beam data. Ion energies of 0.6, 0.8, 1.2, 1.6, 2, 2.5,

and 3.5 MeV were used for a depth resolution of less than 1 µm up to a depth of

5.7 µm.

Total D retention in W was subsequently measured with thermal desorption

spectroscopy (TDS). Each sample was heated from room temperature to 1273 K in

vacuum with a background pressure of 4×10−5 Pa at 0.5 K/s with infrared heating

lamps. A quadrupole mass spectrometer (QMS) tracked the signals of D2 and HD

molecules as the sample was heated. The QMS was calibrated by a standard D2

leak after the analysis.

7.3 Retention model

Hydrogen isotopes di�using in solution with W beyond the implantation

zone [92] can be trapped in lattice defects. We want to study how in-grain mono-

vacancy, dislocation, and grain boundary (GB) vacancy defects accumulate H iso-

topes. In this section we will brie�y analyze a retention model that has been

used to model D retention in W and �nd that we can propose a more simpli�ed

retention model by examining the rate limiting processes. This simpli�ed model

can replicate D retention after displacement damage and quantify the reduction of

hydrogenic di�usion due to trapping e�ects.

A 1-D continuum model for di�usion with a sink term due to trapping

e�ects [96] has been used to calculate the concentration of solute D atoms, Cs(x, t),

in W by modeling the migration of D atoms during plasma exposure and TDS

analysis. The trapping e�ects are described by the rate of change of the trapped

concentration

∂Ct,i
∂t

= αt,iCs − αr,iCt,i, (7.1)
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where Ct,i (m
-3) is the concentration of �lled traps of the ith trap type, αt,i (s

-1)

is the trapping rate of the ith trap type, and αr,i (s
-1) is the release rate of the

ith trap type. In this published model [96], a �trap type� is de�ned by the density

of this trap in the material, where it is assumed that each trap has a one D atom

capacity, and its trapping energy. αt,i is related to the trap density, and αr,i is

related to the trapping energy. The rate of change of the trapped concentration

in the ith trap type given by (7.1) is de�ned by di�erence between the rate of

solute atoms falling into traps and the rate at which trapped atoms escape back

into solution.

The simulation code [96] allows for the de�nition of three trap types. This

simulation is �t to TDS data by de�ning the trapping energies and densities of

trapping sites in the material. Trapping energies are thought to scale with the

temperature at which the peaks of the thermal desorption �ux occur in the TDS

data. This is because the release rate increases as the temperature increases. Thus

the probabilities of atoms escaping from high energy traps increases at higher tem-

peratures. The trap densities are thought to correlate to the amplitude of these

peaks. However, there are limitations to this type of analysis. First, the solution

is not unique. For instance, say the measurement of the thermal desorption �ux

versus temperature has one peak. This data could be �t by one trapping energy

and trap density or could equivalently be �t using three trapping energies with

lower trap densities. Secondly, we cannot discern whether each trap type is a

vacancy, dislocation, or otherwise because the trapping energies are free parame-

ters. Thirdly, we know from DFT models [36, 35] that defects like vacancies and

dislocations can trap more than one atom, and the depth of the potential well of

the trap decreases as additional atoms fall into the trap. The trap is then �lled

when the potential well depth decreases until it is comparable to the activation
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energy of an atom di�using in a perfect lattice. This means that allowing only

three trap types are not su�cient to capture the underlying physics of retention.

Finally, the temperature of the W sample during TDS analysis increases beyond

570 K at which vacancy defects are mobile [102]. Mobile vacancies can merge with

other vacancies to create defects with larger potential wells, meaning that traps

need to be de�ned dynamically if the temperature of the sample is not constant

and is greater than 570 K.

The model developed here still incorporates equation (7.1), but we seek

to remove these other limitations. In order to do this, we �rst treat the trapping

energies as �xed parameters given by the DFT literature, which reduces the number

of free parameters and allows us to associate trapping energies with a certain defect.

Second, we treat each trap type as a single occupancy trap, but we account for

defects that have multiple atom capacities by treating each trapping energy given

from DFT as a unique, single occupancy trap. Adding or removing an atom from

the trap then changes the trap well depth and in turn changes the trap index

i. Third, our measured NRA D concentration pro�le provides the total trapped

concentration pro�le, Ctot =
∑
i

Ct,i, that will be the benchmark for our simulation.

This data is acquired without having to raise the sample temperature so that we

do not have to simulate the e�ects of mobile vacancies merging to form new multi-

vacancy defects. Comparing our computed pro�le to NRA data then provides a

test of the ability of the model to capture the trapping physics. The simpli�ed set

of equations to calculate Ct,i are justi�ed by �rst considering the relative timescales

for trapping, release, and di�usion for typical experimental conditions.

There are three relevant time scales in this model de�ned by the trapping

rate, release rate, and di�usion rate. The trapping rate due to trap type i in W is
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taken to be given as

αt,i =
D

λ2

(
C0
t,i − Ct,i
NW

)
, (7.2)

where D (m2/s) is the measured Frauenfelder di�usion coe�cient of solute atoms

[99] and is a function of temperature, λ (3.16× 10−10 m) is the W lattice spacing

parameter, C0
t,i (m

-3) is the density of trap type i in W, and NW (m-3) is the atomic

density of W. The fraction D
λ2

describes the jump rate of H isotopes within the W

lattice and is multiplied by the probability of �nding an empty trap, given by the

term in parentheses. This probability decreases the value of αt,i as the trapped

concentration, Ct,i, approaches the total density of this trap type in the material,

C0
t,i, until it is saturated (Ct,i = C0

t,i). The release rate from a trap is de�ned as

αr,i = ν exp (−Et,i/T) , (7.3)

where ν is the maximum frequency of oscillations of an impurity in the W lattice

estimated in a similar way as in [105], Et,i (eV) is the energy a trapped atom must

gain to escape the ith trap type, and T (eV) is the material temperature in energy

units. The defect densities, C0
t,i, and trapping energies, Et,i, de�ne each trap type.

The di�usion rate between traps is estimated from the mean free path between

traps, lmfp =
(
C0
t,iσ
)−1

. We take the defect cross-section, σ, to be a circle with a

radius the size of the lattice parameter, which is a conservative estimate for defects

smaller than vacancy clusters. The di�usion rate is D/l2mfp = D
(
C0
t,iπλ

2
)2
. After

de�ning the values of Et,i and C
0
t,i, we can reveal the rate limiting process.

DFT models have shown that dislocations and vacancies in W can trap

more than one D atom [36, 35], with the trapping energy of the defect decreas-

ing with each additional atom occupying the trap. In other words, the trapping

energy of a defect is a function of the number of D atoms occupying it. Grain
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Figure 7.2: DFT calculated trapping energies from the literature. Dislocations [36]
and vacancies [35] are a function of n, the number of atoms occupying the defect.
GB defects have single occupancy [37], but have di�erent energies depending on
geometery of the defect and are included in this �gure for comparison. These
energies are �xed parameters in our model.

boundary (GB) defects are thought to have the capacity to trap only one D atom.

However, depending on the lattice structure around the GB defect, published work

[37] suggests �ve di�erent trapping energies exist for single occupancy GB traps.

Figure 7.2 shows the trapping energy versus n, the number of atoms occupying

a dislocation or monovacancy defect. The GB trapping energies were included

in �gure 7.2 for comparison. We will therefore use the index i in our model to

uniquely index each trapping energy of the �ve GB trapping energies (1 ≤ i ≤ 5),

the six dislocation trapping energies (6 ≤ i ≤ 11), and the ten monovacancy trap-

ping energies(12 ≤ i ≤ 21). Since the multiple occupancy defects change their

trapping energy when another D atom is added to or escapes from the defect, each

i trap type is treated as a unique, single occupancy trap. Thus, Ct,i describes the

trapped concentration in a trap with a known energy Et,i and an unknown total

trap density of C0
t,i. Having 21 trap types is how we capture the e�ect that some
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defects can be occupied by multiple atoms.

It is of course completely impractical to consider a model with such a large

number of unknowns, but fortunately the model can be simpli�ed drastically by

noting that we do not need to de�ne 21 independent trap densities, C0
t,i. First,

we note that DFT calculations indicate that ten D atoms can be trapped in a

monovacancy [35]. Therefore, the in-grain monovacancy defect density will be the

same for all ten trapping energies, and thus for this defect all C0
t,i have the same

value C0
t,i = Cvac for i = 12 to 21, where Cvac denotes the monovacancy density. In

the same way, the dislocation density, C0
t,i = Cdis, has one value for all dislocation

trap energies (6 ≤ i ≤ 11). The GB vacancy densities can in principle have 5

di�erent values, since the trapping energies are related to the W atom con�gura-

tion around the defect. Here, the simplest GB vacancy density model is used by

assuming equal GB vacancy densities, i.e. we take C0
t,i = Cgb for i = 1 to 5. All

defect densities in our pristine W samples are assumed to be uniformly distributed

in the material as well as immobile, which essentially means that annealing e�ects

are negligible. Note that we have 21 trap types in all, but they are de�ned by one

of three defect densities and literature values for the trapping energies. Because

the trapping energies are completely de�ned by independent DFT reports, we only

have three free parameters given by three defect densities Cgb, Cdis, and Cvac to �t

to the NRA retention data. This is contrasted with the model proposed by [96],

which has six free parameters: three trapping energies and three defect densities.

Furthermore, we cannot justify changing Cgb and Cdis after radiation damage at

room temperature, so they remain the same value determined from experiments

in undamaged samples.

Now we can examine the signi�cant rate limiting processes of trapping,

releasing (de-trapping), and di�usion. The release rate, αr,i, is completly de�ned
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Figure 7.3: Estimate of trapping (αt,i) and di�usion (D/l2
mfp
) rates if each trap

density, C0
t,i, is 150 ppm and a sample of the release rates (αr,i) resulting from 21

trapping energies. Trapping rates are shown with either 0 percent or 95 percent of
traps �lled, and the yellow band indicates the temperature during plasma exposure
for these experiments.

by the DFT energies above. However, at this point we must estimate αt,i and the

di�usion rate with defect densities used in a previous study. The sum of the defect

densities in [100] (using the simulation code [96]) was determined to be 3200 ppm

for two trap types, after �tting to TDS data. As an a priori estimate, we will use

the same total defect density because we are using the same type of material in

our work. Thus, we take each of the 21 trap types to have the same density of

150 ppm. For such a case seen in �gure 7.3, when Ct,i = 0 (i.e. 0 percent of the

traps are �lled), the trapping rate αt,i is more than 2 orders of magnitude greater

than its di�usion rate D/l2
mfp

and would remain an order of magnitude greater than

D/l2
mfp

even after 95 percent of this trap is �lled. With the exception of the 1.01 eV

trap, the release rates αr,i are either signi�catly slower or faster than D/l2
mfp

at our

experimental temperature, shown by the yellow band in the �gure. In other words,

�gure 7.3 shows that in the time it takes for a solute atom to di�use between traps,
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either A) a trap is likely to never release an atom, αt,i � D/l2
mfp
� αr,i; B) a released

atom is likely to be re-trapped before di�using to the next trap, αt,i ≥ αr,i � D/l2
mfp
;

or C) a trap releases atoms faster than they can be re-trapped, αr,i ≥ αt,i � D/l2
mfp
.

In case A) the trapped concentration, Ct,i, is not likely to lose atoms to solution.

Cases B) and C) imply that changes to Ct,i by releasing to solution and re-trapping

happen at much faster rates than the changes to Ct,i due to the solute di�usion

between traps. All three cases imply that in the time it takes for atoms to di�use

between traps, each Ct,i is essentially constant, and thus
21∑
i=1

∂Ct,i
∂t

= 0. In other

words, we have established an equilibrium relationship between Ct,i and Cs after

each di�usion time step with

21∑
i=1

(αt,iCs − αr,iCt,i) = 0. (7.4)

In this �rst order evaluation of the model, we will calculate each Ct,i sep-

arately as if it were the only trap type in the material, which assumes that each

trapped concentration does not a�ect the others. By doing this, we calculate the

concentration of only one trap type in the material where now
∂Ct,i
∂t

= 0. Then we

have a direct relationship between the total solute concentration and trap type i

αt,iCs = αr,iCt,i. (7.5)

Equation (7.5) is the local equilibrium condition between the solute and trapped

concentrations in the ith trap type. When this approximation is valid, the ith

trapped concentration is a function of the solute concentration and decouples trap-

ping e�ects from di�usion. Having Ct,i de�ned for every di�usion time step is

equivalently de�ning Ct,i as a species that di�uses through the material.

Since the trapping rate, αt,i, decreases as Ct,i increases, the condition αt,i �
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D/l2
mfp

will eventually be violated, since the trapping rate will approach zero for trap

types that are 100 percent occupied. Our rate estimates indicate that the inequality

holds until more than 95 percent of trap type i is �lled (i.e. Ct,i/C0
t,i < 0.95). This

then puts an upper limit constraint on the maximum defect density that can be

modeled using this approximation. We estimate that the defect density for a single

trap type, C0
t,i, has to be much less than 1300 ppm. If this condition on the defect

density is met, then the trapping rates for each of the 21 traps are large compared

to the di�usion rate for the whole simulation, and the local equilibrium condition

given by equation (7.5) should hold.

Unlike the trapping rate, the release rate and the di�usion rate are constant

with constant temperature. The estimate in �gure 7.3 suggests that all but one re-

lease rate satis�es the conditions A), B), or C) for the whole simulation. Therefore

we will ignore, for now, the one release rate in our a priori estimate that does not

satisfy one of the inequalities above, since the defect densities for all trap types are

not yet de�ned. Then we assume that the release rates are either small enough to

release a negligible amount of concentration back into solution, case A), or much

larger than the di�usion rate, cases B) or C).

Equation (7.5) means that the solute concentration, Cs, is a function of

Ct,i because of the local equilibrium condition. The physical picture, after exam-

ining the rate limiting processes, is of a slowly di�using concentration of solute

atoms that achieve an equilibrium value with the trapped concentrations, Ct,i, at

each position in the 1-D problem. In other words, the ith trapped concentration,

Ct,i, can be equivalently described as a di�using species through the material be-

cause equilibrium with Cs is achieved before Cs di�uses further. Motivated by

this physical picture, we propose a di�usion equation for the Ct,i species. Since

we are calculating the Ct,i concentrations separately, the di�usion of the trapped
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concentration of the ith trap type is de�ned as

∂Ct,i
∂t

= D
∂2Ct,i
∂x2

− ∂Cs
∂t

, (7.6)

where the sink term is the rate of the Cs atoms that have been released from the

ith trap type after each di�usion time step. We take the coe�cient D to be the

same Frauenfelder coe�cient for the di�usion of solute atoms because traps are

in equilibrium with the solute atoms arriving to these traps when equation (7.5)

holds. Also note that D is constant with constant temperature, so it has been

pulled outside of the derivative. Formulating the problem in terms of the evolution

of the concentration of occupied traps, Ct,i, allows straightforward comparison of

the model to the trapped inventory depth pro�le from NRA data. This is valid as

long as the trapped inventory pro�le does not change signi�cantly after the plasma

treatment has ended.

Solving equation (7.5) for Cs and using the result in (7.6) with the unitless

values Ci =
Ct,i
C0
t,i

and Ri =
αr,iλ

2NW
DC0

t,i
, we now have, after some simpli�cation,

∂Ci
∂t

= D
∂2Ci
∂x2

− ∂

∂t

(
Ri

Ci
1− Ci

)

∂Ci
∂t

= D
∂2Ci
∂x2

− Ri

(1− Ci)2
∂Ci
∂t(

1 +
Ri

(1− Ci)2

)
∂Ci
∂t

= D
∂2Ci
∂x2

∂Ci
∂t

= Dt,i
∂2Ci
∂x2

(7.7)

Dt,i =
D

1 + Ri/(1−Ci)2
. (7.8)

Equation (7.8) is the e�ective di�usion coe�cient for the di�usion of Ct,i that
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depends on the trapping energy, Et,i, the distribution of the defect density in

the material, C0
t,i, and is a function of the normalized trapped concentration, Ci.

Equation (7.8) indicates that as trap type i approaches saturation (i.e.
Ct,i
C0
t,i

=

Ci → 1), the di�usion of this trap type approaches zero, meaning that, at least

in this idealized model, Ci ceases to di�use. Recalling that our constraint on C0
t,i

requires Ci < 0.95 for the trapping rate to remain much greater than the di�usion

rate which in turn allows the local equilibrium condition to remain valid.

Initial and boundary conditions are required to �nd solutions to (7.7). Ini-

tially, all traps in the material are unoccupied, and the semi-in�nite boundary

conditions are

Ci (x = 0, t > 0) = 1 (7.9)

Ci (x→∞, t > 0) = 0. (7.10)

Condition (7.9) states that instantaneously after the experiment starts, trap type

i is completely �lled at x = 0. It is important to point out that we de�ne x = 0

as the implantation depth of the plasma ions because, as previously mentioned,

we do not want to consider surface e�ects. Therefore, (7.9) is stating that the

defects are saturated in the implantation region throughout the experiment. This

condition is resonable given the large plasma �uxes in our experiments. We can

estimate the cross-sectional area of one trap to be πλ2 and estimate the sum of

the densities from all trap types to range from 103 to 104 ppm. Since the plasma

�ux is 4× 1020 ions/m2/s, then condition (7.9) is satis�ed in our experiment in 0.8

to 8 seconds, where the total time to reach the 1024 ions/m2 �uence used in our

experiments is 2500 sec. Condition (7.10) is applicable in our experiments because

of the thickness of our samples and the temperature during plasma exposure. If we

assume no trapping and extrapolating the Frauenfelder di�usion coe�cient down
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to 380 K, then the maximum distance solute atoms can di�use is about 70 µm

after 2500 sec of plasma exposure. Since our sample thickness is 2 mm, condition

(7.10) is reasonable. These initial and boundary conditions allow for Boltzmann's

transformation ξ = x/2
√
t of the independent variables that simpli�es (7.7) into an

ordinary di�erential equation

Dt,i
d2Ci
dξ2

+ 2ξ
dCi
dξ

= 0. (7.11)

The solution for Ci(x, t) can now be obtained using a simple numerical

method. We use a numerical boundary value problem solver that implements

Simpson's rule that requires an initial approximate solution before numerical inte-

gration. An appropriate initial solution is the complementary error function, which

is the solution of (7.11) when the di�usion coe�cient is constant (i.e. Dt,i = D
1+Ri

in the limit that Ci ∼ 0). Then integration can proceed using Dt,i as de�ned in

(7.8). Once the solutions for all i traps are found, the sum of their solutions will

give the total inventory pro�le

Ctot(x, texp) =
21∑
i=1

Ct,i(x, texp), (7.12)

where t = texp is the plasma exposure time. The concentration Ctot can be com-

pared to NRA D concentration pro�les. Figure 7.4(a) shows the solutions after

some time, texp, using the DFT energies shown in �gure 7.2 and the best �t choices

(explained in section 4.2) for Cgb, Cdis, and Cvac for each GB vacancy, dislocation,

and in-grain monovacancy densities, respectively. The resulting total inventory

pro�le is also shown by the red curve. We will �t the total inventory pro�le to

the NRA data using the defect densities. The higher energy traps �ll much faster
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Figure 7.4: Individual solutions to equation (7.11) for each i trap type and the
total inventory pro�le for: (a) an undamaged sample for best �t choices of Cgb,
Cdis, and Cvac to our data, which is presented in section 4.2; (b) a sample with
a peaked damage pro�le, where Cvac(x) comes from the SRIM calculated spatial
pro�le of vacancies induced by 5 MeV Cu+ for a calculated damage level of 10-2

dpa; and (c) a sample with a uniform damage pro�le, where Cvac(x) here is the
same as in (b) but is taken to be the maximum peak value from the surface up to
0.8 µm. The DFT energies shown in �gure 7.2 are used in all cases.
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because their release rate is smaller, and these traps dominate the inventory pro�le

at larger depths. Lower energy trap types, such as trap types associated with GB

vacancies, �ll much slower.

Displacement damage caused by neutrons can cause the production of new

monovacancies uniformly throughout the W lattice. We assume that the dominant

defects introduced to our samples from ion-beam induced displacement damage

are in-grain monovacancies [106]. At our temperatures, the W interstitials pro-

duced can freely migrate [72]. They can either migrate to a vacancy, removing a

Frenkel pair, or remain as an interstitial, which we will not treat as a trapping

site. Additional defect creation by the migration and merger of monovacancies,

into di-vacancies and larger voids, is neglected because the temperature during

irradiation is well below the stage III recovery temperature in W (570 K) where

monovacancies are able to migrate to form larger vacancy clusters [102]. The in-

creased number of monovacancies is modeled by treating the monovacancy defect

density Cvac as a free parameter. Then the retention in damaged samples can be

modeled with equation (7.11) by simply changing the value of Cvac. However, the

defects caused by ion damage have a spatial variation due to the limitations on

the ion's implantation depth, and thus Cvac (x). We will leave GB vacancy and

dislocation defect densities unchanged from the values determined by �tting the

model to retention pro�les in undamaged samples. Since we expect that there are

no new types of defects introduced by the displacement damage process other than

monovacancies [107], the trapping energies of all trap types are assumed to be un-

changed from the values computed by DFT for undamaged W materials. Thus, the

only free parameter available to model retention after ion damage is the monova-

cancy defect density. The monovacancy density, Cvac, will be calculated by the sum

of Cvac,int, the defect density of intrinsic vacancy traps before ion damage taken
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from the �t to an undamaged sample and Cvac,dam (x), the depth dependent defect

density after ion damage. For the peaked damage pro�le, the Cvac,dam(x) is taken

from the SRIM calculated vacancy distribution. For the uniform damage pro�le,

the same pro�le is used except that Cvac,dam(x) is taken to be the maximum peak

value from the surface up to the distance that peak value is reached, ∼ 0.8 µm.

Figures 7.4(b) and 7.4(c) show the individual solutions and total inventory pro�les

after a calculated displacement damage level of 10-2 dpa for a peaked and uniform

damage pro�le, respectively. The individual GB and dislocation pro�les remain

the same, but the new pro�les for vacancy trap types signi�cantly change the total

inventory pro�le near the surface.

7.4 Results and discussion

7.4.1 Experimental results

The D concentration pro�les obtained from NRA measurements for both

the peaked and uniform damage samples are shown in �gure 7.5. The retention

pro�le of the undamaged W sample for this temperature is similar to previous

NRA experiments [97]. Most of the D inventory for all damage levels is contained

between the surface and a depth of about 1.5 µm; beyond that depth almost all of

the samples have the same concentration pro�le within the experimental error of

±20 percent. Therefore in the region < 1.5 µm in depth, where the retention pro�le

has the largest changes to its concentration from layer to layer, the di�erences of

the D retention pro�les due to displacement damage are observed.

Retention with a peaked damage pro�le caused by a 5 MeV Cu ion beam

increases with dpa, as expected. The samples with uniform damage also have

increased retention with dpa. Figure 7.5 shows the percent increase in retention
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Figure 7.5: D concentration pro�les for peaked (a) and uniform (b) damage with
increasing levels of dpa. The control sample containing no damage is shown in
both cases for reference. Error bars are ±20% due to experimental error.
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Figure 7.6: Comparison of D �ux temperature traces for increasing levels of dpa
for peaked (a) and uniform (b) damage pro�les.
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from the undamaged case. According to these data, a factor of ten increase in

dpa does not increase the retention by a factor of ten, indicating that a linear

relationship may not exist between the increase in retention due to displacement

damage and dpa. The TDS data from the samples (�g 7.6) also reproduces these

NRA retention trends, but the values for the total retention are di�erent for the

two measurement techniques. These di�erences could be explained by the fact that

TDS measurements were taken 1-2 weeks after NRA, where room temperature

desorption at atmospheric pressure could have occured, lowering the D inventory

[108]. The total retention calculated from TDS has an error of about±20 percent as

well, and again we observe a non-linear increase in retention with dpa (i.e. increase

in retention ∝ dpax, x < 1). TDS results from both peaked and uniform damage

cases have signi�cant increase in retention with dpa, and again we see that a factor

of ten increase in dpa does not produce a factor of ten increase in retention. Figure

7.7 shows the non-linear power-law relationship between the percent increase in

total D retention from an undamaged sample and dpa. Taking both the NRA and

TDS measurements into account, the increase in retention for a peaked damage

pro�le is ∝ dpa0.66, and for the uniform damage pro�le, the retention increases

∝ dpa0.65. A non-linear power-law relationship between retention and dpa from

self-damaged W has been previously reported [60] where maximum retention was

reached by 0.2 dpa. If we assume that D occupied vacancies are saturated [38] so

that D retention can be used as a proxy for the number of vacancies induced by

ion damage, then this indicates that the actual number of vacancies per unit Cu

ion �uence is lower than what is calculated by the SRIM code. This relationship

between retention and dpa will a�ect how we use SRIM to calculate the number

of vacancies induced by ion damage, discussed in the next section.

There are two clear peaks in the TDS data in both peaked and uniform
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Figure 7.7: Percent increase in D retention from a pristine W sample with dpa.
Samples that have a peaked damage pro�le are the circles, and samples that have
a uniform damage pro�le are squares. The empty and �lled markers indicate
retention measured by NRA and TDS, respectively. The curves are �ts to the
average value of the percent increase in dpa measured by both NRA and TDS.

damage samples around 500 K and 800 K (�g 7.6) that increase in magnitude as

dpa increases. These peaks may be due to an increase in defect densities, like

in-grain monovacancies, introduced from ion damage. By extending our model

to include non-constant temperature, we could in principle verify which defects

are responsible for these peaks, since trapping energies are �xed in our model.

However, these peaks could also represent other phenomena where traps need to

be de�ned dynamically, since during the TDS procedure, the sample temperature

is raised well beyond 570 K. Empty vacancies are mobile at this temperature and

can merge, and phenomena like the mobility of D �lled traps introduce additional

modeling challenges. We can at least see that these peaks around 500 K and 800

K are consistent with defects where multiple trapping energies are around two

distinct ranges that correspond to the two release temperatures. Looking at the

trapping energies from DFT (�g 7.2), 6 of the monovacancy trapping energies are
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within 10 percent of 1 eV. This close grouping of trapping energies is consistent

with releasing atoms from traps with nearly the same trapping energy at close to

the same temperature during TDS. As the monovacancy density increases with ion

damage, the D �ux peak around this temperature would increase, as observed in

the TDS data.

Comparing samples with uniform damage to the analgous peaked damage

pro�les (�g 7.8), the shape of the NRA retention pro�les as well as their total

retention are similar. It is interesting to see that the shape of the damage pro-

�le does not signi�cantly a�ect the shape of the retention pro�le, since the layer

thicknesses were chosen by statistical software [104] based on the shapes of the

proton spectra. The increase in retention in the 10-3 and 10-2 dpa cases are both

within the experimental error, so they are approximately the same. The 30 percent

increase in total displacements predicted by SRIM is consistent with the 29 per-

cent increase of retention in the 10-1 dpa case, but we otherwise see no signi�cant

di�erence between samples with peaked and uniform damage pro�les in the NRA

data.

The TDS results comparing peaked and uniform damage at each dpa (�g

7.9) also show no signi�cant di�erences. The total retention is within the exper-

imental error, and the D �ux pro�les are nearly identical. The peaks are located

at about the same temperatures for the two damage pro�les, showing that the

shape of the damage pro�le does not appear to signi�cantly a�ect D migration up

through the surface during a TDS temperature ramp.

7.4.2 Model comparison to data

Using three defect densities, we model the retention pro�le in our undam-

aged W sample (�g 7.10). The exact trapping energies reported by DFT models
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Figure 7.8: D retention depth pro�les comparing peaked and uniform damage
pro�les for each dpa level. The value of total retention is shown on each plot.
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Figure 7.9: D �ux temperature traces comparing the damage pro�le type for each
dpa level. The value of total retention is shown on each plot.
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tend to di�er depending on the conditions of their simulation; however, we did not

wish to include these energies as free parameters. First let us examine the choice

of defect densities used to �t our NRA data. Due to the large number of grains -

and therefore large number of GB vacancies - expected in the as manufactured W

samples [103], we expect that the GB defect density to be signi�cantly larger than

intrinsic in-grain monovacancy and dislocation densities in undamaged samples.

The simulated retention pro�les due to GB trap types do not extend very far into

the material (see �g 7.4(a)). The defects with larger trapping energies, however,

saturate well beyond our measurement depth, 5.6 µm. We then choose Cgb to

re�ect the sloping D concentration in the �rst 3 µm from the surface and choose

Cdis and Cvac to make up the lower background D concentration trapped deeper in

the material. The intrinsic GB vacancy density resulting from this procedure and

used to �t our data was 225 ppm for each of the �ve di�erent GB trap energies.

The intrinsic dislocation and vacancy defect densities were both 2 ppm. Since we

do not know which of these two densities is more prevalent in our samples, we

chose Cdis and Cvac to have the same value. Thus the total defect density in the

material due to 21 trap types is 1157 ppm, which is a su�cient density of traps

to satisfy the surface boundary condition in equation (7.9) and is similar to the

density used in other models [100]. These intrinsic defect densities are then �xed

for all subsequent modeling in this work.

Our model fails to capture the D concentration in the �rst layer (�g 7.10),

but �ts the rest of the measured pro�le reasonably well. Experimental resolution

prohibits increasing the number of SIMNRA D concentration layers in the region

of the �rst layer (< 0.2 µm) during the proton spectrum deconvolution. Therefore,

we need to measure the alpha particles from the reactions near the surface in future

experiments to possibly increase resolution in this region. Having more than one D



130

Figure 7.10: D concentration pro�le of a pristine W sample measured by NRA and
the total trapped inventory pro�le, Ctot, calculated with the model. Each trap
type is de�ned by a trapping energy and a trap density. The trapping energies
are given in �gure 7.2, with �ve GB traps Cgb = 225 ppm, six dislocation traps
Cdis = 2 ppm, and ten vacancy traps Cvac = 2 ppm.

concentration layer in this region would more clearly show the rapid decrease of the

D concentration pro�le near the surface. We could then examine why the model

underestimates retention in the �rst 0.2 µm. The model nevertheless captures the

bulk di�usion beyond 0.2 µm and retention well.

Now that we have �xed the intrinsic defect densities of the as-manufactured

material in the model, we re-examine the relationships among the trapping, release,

and di�usion rates (see �g 7.11). The local equilibrium condition (7.5) that requires

αt,i � D/l2
mfp

is satis�ed for all trap types because each trap type is much less than

1300 ppm, so this inequality holds for each trap type until more than 95 percent

of this trap is �lled. Incidently, this inequality is also satis�ed at all temperatures.

The release rates, αr,i, also need to be signi�cantly greater than the di�usion rate,

D/l2
mfp
, during the time scale of di�usion between traps (see section 3 cases B or

C). Examining the rates in �gure 7.11, we see that these conditions on the release
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Figure 7.11: Trapping (αt,i), release (αr,i), and di�usion
(
D/l2

mfp

)
rates for relevant

trap types in (a) GB vacancy, (b) dislocation, and (c) in-grain monovacancy de-
fects. Only the release rates with the largest (most relevent) trapping energies
are shown. The trapping rates are for 0 percent traps �lled, and the yellow band
indicates the temperature during plasma exposure for these experiments.
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rate are satis�ed for all trapping energies, except for the release rates due to the

two largest trapping energies in a dislocation defect (�g 7.11(b)). However, the

release rate can also be much lower than the di�usion rate, where the trapped

concentration is not likely to release atoms to solution (see section 3 case A). This

means that the sink term in (7.6) is negligible. At our experimental temperature,

this condition is satis�ed by the two largest trapping energies in a dislocation

defect. Therefore with our choices for the defect densities, all trapping energies

satisfy the conditions allowing for the local equillibrium condtion to be valid.

We account for damage e�ects by adding the SRIM prediction for the dis-

placement damage vacancy pro�le to our intrinsic vacancy defect density, Cvac(x) =

Cvac,dam(x) +Cvac,int. We saw from our experimental results presented earlier that

the number of vacancies calculated from the SRIM prediction of dpa seems to over

estimate the actual number of vacancies. SRIM models the damage cascade and

relaxation of lattice atoms in a pristine material resulting from the impact of one

energetic ion at a time with no memory of previous cascades and with no thermal

e�ects like self annealing. Thus, SRIM provides a depth resolved probability den-

sity of ion damage e�ects like the number of vacancies and the stopping range of

Cu ions during ion irradiation at 0 K, so that damage e�ects are �xed. This is what

is used to �nd the depth pro�le of vacancies for a given Cu ion �uence. However,

the e�ects of damage saturation [60], where creating a new vacancy subsequently

�lls another vacancy due to high ion �uences, and the e�ects of self annealing,

where stage I recovery due to the migration of interstitial W atoms to vacancies

can occcur with temperatures > 27 K [72], are not included in the calculation,

so the number of vacancies are inherently overestimated. A recent report [109]

suggests modi�cations to the SRIM code, such as using the �Quick� Kinchin and

Pease option instead of the �Detailed� calculation used in this study, that reduced
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Figure 7.12: Total D retention in W for three levels of ion-induced displacement
damage with peaked or uniform damage pro�les from experimental measurements
and from the model. The retention values from the model using the exact calcula-
tion for the number of vacancies per Cu ion are the open stars, and the closed stars
with connecting lines are the values from the model after reducing the number of
vacancies to re�ect experimental retention measurements.

the number of vacancies predicted in self-damaged Fe closer to the vacancies pre-

dicted with a full molecular dynamic simulation; however, the SRIM prediction

with these modi�cations still overestimates the number of vacancies by some sig-

ni�cant factor. While SRIM is e�cient at calculating dpa (a statistical description

of the displacement of lattice atoms), it is not accurate enough to estimate realistic

vacancy densities in metals at room temperature, given an ion �uence.

We �nd that we must constrain the number of ion-induced vacancies pro-

duced by increased ion beam �uence. Provided that this constraint is applied, our

model can reproduce the total retention as found in the experiment. Refering to

the open stars in �gure 7.12, we see the large discrepancy between measurements

and modeling of the total retention if we use the exact SRIM pro�le for the number

of vacancies produced per Cu ion (i.e. Cvac,dam(x) = Nvac(x)φCu, where Nvac is the

SRIM prediction for the density of vacancies per Cu ion �uence and φCu is the Cu
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ion �uence). Without reducing the number of vacancies SRIM predicts, then our

model shows that retention increases linearly with dpa and signi�cantly overesti-

mates the retention. We made corrections to this vacancy density prediction by

de�ning Ccorrected
vac,dam = Cvac,dam/q, where q is some correction factor, so that the total

retention given by our model was the same as our NRA measurements (seen as

closed stars in the �gure).

Figures 7.13 and 7.14 show the resulting �ts of the model to NRA D con-

centration pro�le data with the undamaged retention data for reference. In the

peaked damage model (�g 7.13), the predicted SRIM vacancy pro�le was reduced

by using q = 4, 27, and 99 to �t the 10-3, 10-2, and 10-1 dpa samples, respectively.

Similarly in the uniform damage model (�g 7.14), the SRIM vacancy pro�le was

reduced by using q = 6, 29, 102. These values of q re�ect the fact that vacancy

production - and therefore D retention - does not increase linearly with dpa. This

suggests that partial vacancy healing by subsequent displacement cascades and by

interstitial migration at our experimental temperatures is occuring and must be

taken into account for any predictive modeling of retention.

In the previous section, we discussed that we do not see a signi�cant depen-

dence of the NRA retention measurements on the shape of the damage pro�le. In

the D retention model, however, we can clearly see di�erences in the peaked and

uniform damage pro�les due to Cvac,dam(x) (�gs 7.13 and 7.14). We speculate that

room temperature annealing of the defects could have diminished the prounced

peak damage pro�le. Comparing the two �gures, the model captures increased

retention in the damage region, while the retention pro�le beyond the SRIM pre-

dicted damage region remains unchanged. Since the features of retention after ion

damage are only seen in the �rst two layers of the NRA measurements, this again

motivates the need to increase the depth resolution of NRA near the surface or
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Figure 7.13: Retention model compared to retention measurements in samples with
peaked damage pro�les for each dpa. The undamaged retention data are included
for reference.
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Figure 7.14: Retention model compared to retention measurements in samples
with uniform damage pro�les for each dpa. The undamaged retention data are
included for reference.
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use higher depth resolution techniques so that small features of the pro�le can be

measured. Despite these limitations of the current dataset, the model captures the

main features of retention after ion damage in this experiment, provided that the

probability of SRIM vacancy production is reduced by the reported values of the

parameter q.

7.4.3 Comparison of the model to measurements of the dif-

fusion coe�cient

The local equilibrium condition (7.5) not only decouples the e�ects of trap-

ping from solute di�usion but also describes a direct relationship between the

trapped and solute concentrations. The model, given by equations (7.6)-(7.8), de-

scribes how Ct,i can be treated as a di�using species when the local equilibrium

condition is valid. This is useful for computing the trapped concentration pro�le

after plasma exposure. Now we will use the local equilibrium condition to see how

trapping a�ects the di�usion of the species in solution, Cs. The di�usion of the

solute concentration, Cs, including the loss rate of solute atoms to all trap types is

∂Cs
∂t

= D
∂2Cs
∂x2

−
21∑
i=1

∂Ct,i
∂t

. (7.13)

To examine the e�ect each individual trap has on solute di�usion, let us simplify

the analysis of equation (7.13) by looking at the e�ect of only one trap type

∂Cs
∂t

= D
∂2Cs
∂x2

− ∂Ct,i
∂t

, (7.14)
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similar to the discussion the previous sections. By employing equation (7.5) to

re-write Ct,i in terms of Cs and substituting into (7.14) we obtain

∂Cs
∂t

= D
∂2Cs
∂x2

− ∂

∂t

(
Cs

Ri + Cs/C0
t,i

)
(

1 +
Ri(

Ri + Cs/C0
t,i

)2
)
∂Cs
∂t

= D
∂2Cs
∂x2

∂Cs
∂t

= Ds,i
∂2Cs
∂x2

, (7.15)

Ds,i =
D

1 + Ri/(Ri+Cs/C0
t,i)

2 . (7.16)

where Ds,i has absorbed the sink term. Using equations (7.5) and (7.8) this can

be re-written as

Ds,i =
D

1 + (1−Ci)2/Ri
= D −Dt,i (7.17)

to show that Ds,i has a non-linear dependence on the trapped concentration Ci =

Ct,i/C0
t,i. Equation (7.17) shows that the solute di�usion coe�cient with trapping

e�ects is equal to the di�usion coe�cient without trapping, D, minus the di�usion

coe�cient of the trapped concentration, Dt,i. Ds,i approaches the value of di�usion

without traps because a saturated trap type i means that Ci = 1 and thus by

equation (7.8) Dt,i → 0. In other words, trap type i reduces its a�ect on solute

di�usion as it approaches saturation. We note again, however, our constraint for

this analysis to be valid requires Ci < 0.95 according to our estimates.

In order to compare to experimental measurements of the H di�usion coef-

�cient, we would then need to derive Ds (Ci) such that

∂Cs
∂t

=
∂

∂x

[
Ds
∂Cs
∂x

]
(7.18)
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Figure 7.15: Measurements and empirical models (Franzen and Garcia-Rosales)
of the H di�usion coe�cient [18] and curves of Ds (Ci = 0) for various trapping
energies.

for the total solute concentration including all i trap types, where Γs = −Ds (Ci)
∂Cs
∂x

is the Fick's Law �ux of the total solute concentration. It is obvious to see that we

cannot easily extract an e�ective di�usion coe�cient in analytical form because of

the summation in (7.13) and must resort to numerical evaluation in this case. We

therefore defer the analysis of Ds (Ci) to future work.

However, for discussion purposes, we will examine the e�ect of a single trap

type in the material when the trapped concentration is low, Ci ∼ 0. For this case,

(7.17) is constant can be brought inside the �rst derivative in (7.15) to give

∂Cs
∂t

=
∂

∂x

[
D

1 +R−1i

∂Cs
∂x

]
. (7.19)

Since there is only one trap in the material, the e�ective di�usion coe�cient is

Ds (Ci = 0) =
D

1 +R−1i
. (7.20)
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Curves of Ds (Ci = 0) are plotted in �gure 7.15 for trapping energies and their

respective defect densities used in the previous sections. To compare to di�usion

measurements of H in W, the value of the coe�cient D, when calculating Ds in

this case, is the Frauenfelder value for H di�usion [99]. Measurements as well as

empirical models for the H di�usion coe�cient are also plotted in �gure 7.15. The

Frauenfelder di�usion coe�cient extrapolated to lower temperatures is no di�erent

than the value of Ds with trapping energies lower than 0.85 eV because these trap

types produce a Dt,i (Ci = 0) that is small compared to D. Although low energy

trap types are signi�cant in calculating retention, like GB traps, low energy traps

seem to not e�ect solute di�usion. However, the 8 trap types associated with

trapping energies greater than 0.85 eV and the intrinsic densities Cdis and Cvac

reduce the value of Ds well below D, especially at temperatures less than 500

K. We see that the e�ect on solute di�usion from large energy trap types is to

decrease the di�usivity of solute atoms. The trap type with C0
t,6 = Cdis and

Et,6 = 1.8 eV, produces Ds (C6 = 0) that agrees with the di�usivities measured

by Zakharov and Benamati [18], and along with the trap type C0
t,7 = Cdis and

Et,7 = 1.65 eV, Ds (C6 = 0) and Ds (C7 = 0) drop through the emperical models of

Franzen and Garcia-Rosales at lower temperatures. The discrepancy between these

two di�usivity measurements may be accounted for by our model when the trapped

concentration is greater than zero because the value of Ds increases towards the

value of D when the trapped concentration increases.

We include the e�ects of ion damage in our calculations of Ds by using the

maximum value of the vacancy defect densities from our �ts to NRA data and

treat them as uniformly distributed throughout the material. Figure 7.16 shows

the values of Ds(Ci = 0) for undamaged W as well as for a range of dpa levels.

Here the Ds curves associated with vacancy traps are shown as dashed lines. The
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Figure 7.16: Measurements of the H di�usion coe�cient [18] and curves of
Ds (Ci = 0) for samples with no damage and with 10-3, 10-2, and 10-1 dpa. The Ds

curves associated with all monovacancy trapping energies are dashed lines.
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trapping energies of these vacancies have not changed; however, the defect density

increases with increasing dpa. We now see that the defect density can signi�cantly

reduce individual Ds values at higher temperatures. The results in �gure 7.16

show that having a higher density of high energy traps retard solute di�usion by

removing more of the mobile concentration and require higher temperatures to

overcome this e�ect. Thus, the Ds (Ci = 0) due to in-grain monovacancies is much

lower after enduring displacement damage.

7.5 Summary

D retention pro�les are studied in pristine and Cu ion damaged W. Three

levels of damage (10-3, 10-2, and 10-1 dpa) were applied at room temperature to W

samples with either a single 5 MeV Cu ion beam to produce a peaked displacement

damage pro�le or 3 Cu ion energies (0.5, 2, and 5 MeV) to produce a uniform

displacement damage pro�le up to 0.8 µm. These samples were then exposed

to a high �uence of D plasma at 380 K. The D retention was measured using

NRA to obtain concentration depth pro�les as well as total retention up to the

measurement depth and using TDS to measure total retention. The concentration

pro�les show retention increases with dpa in peaked and uniform damage with a

power law dependence ∝ dpa0.66 and ∝ dpa0.65, respectively.

The SRIM program predicts 30 percent more displacements in the uniform

damage pro�le, but this di�erence is not observed in the retention data. Both

NRA and TDS data show that samples with uniform damage have about the same

total retention as peaked damage samples within the experimental error of ±20

percent. We also see that the D depth pro�les from NRA have the about the same

shape regardless of peaked or uniform damage, and the TDS data has D �ux peaks

at about the same temperatures regardless of peaked or uniform damge. This is a
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useful �nding for modeling damage because it seems that the shape of the damage

pro�le has little e�ect on D retention.

To understand the observed trends in NRA data, a model was developed

to elucidate di�usion and trapping e�ects. We use the descriptions of trapping

and release rates from a previous model [96], but make an observation that these

rates in W are signi�cantly di�erent than the di�usion rate between traps. Using

this we justify a direct proportionality of the trapped inventory of D atoms to the

solute concentration of atoms released from the trap. With this simpli�cation,

we are able to write down an equation for the �lling evolution of each trap type

and solve each independently. By implementing trapping energies calculated from

DFT models, we reduced the number of free parameters to the defect densities

of GB vacancies, dislocations, and in-grain monovacancies. These parameters are

used as the three �tting constants to our NRA measurements.

The model was able to reproduce the NRA D depth pro�le from pristine

W. The intrinsic GB vacancy, dislocation, and in-grain monovacancy defect den-

sities we then �xed in subsiquent modeling of retention in displacement damaged

samples. A key observation, however, is that SRIM over-estimates the number of

vacancies produced, so we were forced to reduce the number of vacancies predicted

by SRIM in order to reproduce the same total retention. This is implemented

by a correction factor that is proportional to the damage level, dpa, that is then

multiplied to the SRIM predicted number of vacancies created by ion damage, and

this is added to our intrinsic monovacancy defect density. This correction was suf-

�cient to reproduce the retention pro�les in displacement damaged W. We capture

the increase in retention in the damaged region, while the inventory beyond the

damage region (∼ 0.8 µm, given by SRIM) remains unchanged from the retention

pro�le of a sample with no damage.
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We discuss the e�ect each trap type has on the di�usion coe�cient for the

solute concentration at a low trapped concentration (i.e. Ct,i ∼ 0) and observe that

this may resolve some descrepancies in previous di�usivity measurements. Using

the trapping energies from the DFT literature, we observe that trapping energies

equal to or less than 0.85 eV do not a�ect solute di�usion. When there is a large

number of available high energy traps, the di�usion coe�cient, Ds, is several orders

of magnitude lower than the Frauenfelder di�usion coe�cient extrapolated to all

temperatures. According to our analysis the value of Ds (Ci > 0) should approach

the Frauenfelder value as these traps become �lled because there are less traps

available to hinder solute di�usion. Increasing the density of high energy traps

with displacement damage decreases di�usivity due to the increased probability

of �nding these traps. Therefore we see a reduction of Ds at the front of solute

concentration moving through a virgin W sample.

Although we have derived a simpli�ed model, it seems to capture the dom-

inant physics of trapping and di�usion of D in W and provides theoretical cor-

roboration of a range of previous di�usivity measurements. This model is not,

in principle, only for W materials but any material where the local equilibrium

condition applies during hydrogenic di�usion.
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Chapter 8

Summary and future work

8.1 Summary and conclusions

The experiments presented here give meaningful contributions to the un-

derstanding of trapping and di�usion of H isotopes in W. There were two main

physical processes that were studied: H isotope exchange and ion induced displace-

ment damage. The key physics and engineering questions were

1. Can isotope exchange be an e�cient T removal technique, even in the face

of neutron damage, and what can it teach us about atomic di�usion?

2. How does trapping and di�usion change as a result of displacement damage?

With a combination of experiments and modeling, these questions were addressed

with quantitative results.

The isotope exchange experiments showed signi�cant reduction in the D

inventory in �rst few microns from the surface, but showed very little change in

D inventory deeper in the bulk of W. Therefore the experimental results show

that isotope exchange is too ine�cient for T removal beyond the near surface

region of the PFCs. Adapting the Doyle model for isotope exchange [98] to the

145
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simpli�ed di�usion model illuminated the trapping physics that prevent isotope

exchange from removing all of the implanted D. We see that low energy traps

can release trapped D atoms more easily so that an H atom can take its place,

but high energy traps retain D atoms more e�ciently, reducing the likelihood of

exchange. The trapping energies seem to be the dominant e�ect that prevent

more complete isotope exchange, and the modeling results are in good agreement

with this evaluation. We speculate that by including the calculation of D atoms

di�using after they were exchanged from their initial trap sites, we may have a

more acurate prediction for the isotope exchange rate. However, this modi�cation

of the model has been left for future work. At any rate, this modeling exercise

has shown us that the trapped concentration plays an important role in di�usion,

since the exchanging H atoms that become trapped do not penetrate very far into

the W sample. This analysis of the trapped concentration is investigated further

with displacement damage experiments and modeling.

Energetic Cu ions cause damage cascades similar to how energetic neutrons

would, and this leaves behind a W lattice that has an increased number of defects to

trap D atoms. Thus, we see a clear D retention increase in this region of damaged

samples. Another e�ect of increased defect density is that isotope exchange has a

reduced exchange rate because there are more D �lled defects. We also see that

retention does not increase linearly with the damage level. In particular, we found

that the increase in retetion follows a power law relationship with the damage level

calculation ∝ dpa0.66. This suggests that damage recovery needs to be considered

(i.e. an accurate defect density estimate is required) in order to make quantitative

predictions of retention in a fusion reactor environment.

With the experimental knowledge gained from these types of experiments,

the simpli�ed di�usion model proposed here demonstrates that the key physics of
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retention can be captured in a model with only a few free parameters. Isotope

exchange experiments showed that the trapped concentrations play an important

role in di�usion, and the displacement damage experiments showed how defect

densities can increase the trapped concentration. Therefore the di�usion model

for damaged materials takes advantage of these two conclusions. An analysis of

the rate limiting factors of trapping and di�usion showed that the trapped concen-

tration could indeed be treated as a di�using species. After de�ning the trapping

energies given by DFT literature, the only free (unknown) parameters are the de-

fect densities, and we model the vacancy defect increase with ion damage. Using

our control samples as the benchmark that de�nes the instrinsic defect densities,

we see that high energy traps �ll quickly, and that GB traps contain a very signif-

icant amount of the trapped D concentration. Then the retention of ion damaged

samples can be predicted by only tuning the vacancy defect density given by SRIM

computations. By having a more accurate prediction for the ion induced damage

pro�le in W, the model would pro�de a fully predictive retention pro�le.

Finally, the culmination of the modeling and experimental work led to an

extention of the di�usion model where a di�usion coe�cient was derived to compare

to measurements of H di�usivity, which vary wildly over a signi�cant temperature

range. The derived di�usion coe�cient includes the defect densities and trapping

energies, which we have learned are key in H di�usion. Discrepancies of H di�usion

coe�cients at temperatures lower than 1000 K seem to be explained by including

trapping e�ects. By including the e�ects of ion damage, we see that di�usivity

is further reduced at lower temperatures. Although retention is greatly enhanced,

di�usion is greatly reduced. Therefore we now have a predictive framework to

build upon and to extrapolate di�usivity values for next step fusion devices, but

this work is far from complete.
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8.2 Future experimental and modeling plans

The di�usion model was derived after observing the key physics driving the

phenomena observed from experiments. Therefore future experiments will help

identify other processes that need to be added to the model for predicting di�usion

and retention in a more realistic fusion environment. Samples were damaged at

room temperature in the above experiments, but we expect neutrons to irradiate

PFCs operating at elevated temperature up to 1000 K or more. Experiments

looking at ion damage irradiation in heated samples, where some damage may

be annealed out, would illuminate the impact of damage at higher temperatures.

Even more intriguing would be experiments with simultaneous irradation during

plasma exposure, where the sample temperature is elevated due to plasma ion

bombardment. This would then allow D implantation and trapping to compete

with vacancy annealing, and as a result, could potentially reduce the annealing rate

due to vacancy pinning by trapped D atoms. The latter experiment would then be

modeled with a time dependent trap density. Temperature is presently considered

constant in the model; however, divertor and �rst wall tiles can encounter transient

heat �uxes due to instabilities in the plasma. Controlled transient heat experiments

using an infrared laser to irradiate samples during plasma exposure have been

done to examine surface morphology e�ects [110], but not retention. Examining

retention after trasient heat loading would be an interesting experiment because we

expect that di�usion will be enhanced at elevated temperatures, and this may a�ect

retention not only on the surface but also in the bulk. In a D-T fusion environment,

the He plasma species is a signi�cant proportion of the plasma bombarding PFCs.

Thus examining the He and D retention pro�les with NRA adds another parameter

to the di�usion problem. NRA retention pro�les of W samples doped with He

before D plasma exposure, samples exposed to He plasma mixed with D plasma,
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samples exposed sequentially with He and D plasma, and samples exposed to

pure 3He plasma (with NRA in that case using a D ion beam) would expand our

understanding of how He a�ects atomic di�usion. It has already been observed

that He acts as a di�usion barrier to D [42], but little work has been done to expose

all of the physical processes at play.

There are some additions to the model that can be treated directly. In order

to model thermal desorption data, temperature needs to be treated as a function

of time. The model would then be able to be benchmarked against TDS data, and

allow modeling of surface �uxes after the plasma has been turned o�. Boundary

conditions can be modi�ed to account for surface morphology changes so that the

model can predict retention after higher temperature plasma exposures. Molecular

dynamic simulations are planned to more accurately predict the vacancy defect

densities in W. With this information, D retention predictions in samples having

displacement damage will improve. A numerical calculation of the H di�usion

coe�cient as the trapped concentration increases can provide a novel calculation

of the rate of change of di�usivity, which can then give more accurate predictions

of D permiation in PFCs. All of these experimental and modeling plans show how

rich this research topic is and its importance to fusion technology.
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