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Chapter 2 Conjectures of Rubin, Stark, and Gross . . . . . . . . . . . . . . . . 18
2.1 Evaluation Maps . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Idempotents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 The Rubin-Stark Conjecture . . . . . . . . . . . . . . . . . . . . 23
2.4 Augmentation Ideals . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5 A Generalization of Gross’s Conjecture . . . . . . . . . . . . . . 26

Chapter 3 p-adic Realizations of Abstract 1-Motives . . . . . . . . . . . . . . . 29
3.1 Generalized Class Groups . . . . . . . . . . . . . . . . . . . . . 31
3.2 p-adic Realizations of Abstract 1-Motives Associated to Arith-

metic Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.1 Equivariant Main Conjecture in Iwasawa Theory . . . . 35

Chapter 4 A Generalized Conjecture for p-adic Realizations of Abstract 1-Motives 37
4.1 Fitting Ideals and Kurihara’s Conjecture . . . . . . . . . . . . . 37
4.2 Semi-nice Extensions and Homological Algebra . . . . . . . . . 42
4.3 Linking Tp(MS,T )− and X−T . . . . . . . . . . . . . . . . . . . . 45
4.4 Totally Ramified Extensions . . . . . . . . . . . . . . . . . . . . 48
4.5 Tchebotarev Density Constructions . . . . . . . . . . . . . . . . 51

4.5.1 Specific Tchebotarev Conditions . . . . . . . . . . . . . 54

v



4.6 The Generalized Conjecture and Proof Under Additional Con-
ditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

Part II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

Chapter 5 Preliminary Notions . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.1 Fundamental notions in p-adic Hodge theory . . . . . . . . . . 81
5.2 The Local Langlands Correspondence . . . . . . . . . . . . . . 83
5.3 Algebraic Induction . . . . . . . . . . . . . . . . . . . . . . . . 85

Chapter 6 A Special Case of the Breuil-Schneider Conjecture . . . . . . . . . . 87
6.1 The Breuil-Schneider Conjecture . . . . . . . . . . . . . . . . . 87
6.2 A Special Case of BS(ρ) . . . . . . . . . . . . . . . . . . . . . . 91

Chapter 7 Invariant principal ideals in a p-adic Heisenberg algebra . . . . . . . 108
7.1 Introduction and Notation . . . . . . . . . . . . . . . . . . . . . 108
7.2 A p-adic Heisenberg group . . . . . . . . . . . . . . . . . . . . . 110
7.3 The graded Iwasawa algebra gr Λ(H) and universal enveloping

algebra U(grH) . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.4 The Contracting Monoid T+ . . . . . . . . . . . . . . . . . . . 114
7.5 Main Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.6 Proof of the main result . . . . . . . . . . . . . . . . . . . . . . 116

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

vi



ACKNOWLEDGEMENTS

The completion of this dissertation would not have been possible had it not

been for the constant encouragement and support of many people. I’d like to thank my

parents for greatly sacrificing on behalf of my academic pursuits, as well as supporting

and encouraging me along my journey.

I am greatly indebted to my wonderful wife Amy, whose day-to-day reassur-

ances and loving encouragement made the difficulties of graduate school bearable. I am

confident that my graduate school journey would not have been as enjoyable, or even

possible, had I not had my wonderful Amy by my side.

I would be sorely ungrateful if I didn’t mention the profound influence my

teacher, Trey Sayes, had on my mathematical journey. His command of the material

and passion for excellent teaching, instilled in me a curiosity for abstract mathematical

thought along with the responsibility to give back to others through proper teaching.

Most accurately, my doctoral journey had its genesis within the walls of Trey’s classroom,

and for that I say, thank you Mr. Sayes.

I’m grateful to UCSD and the mathematics department for my financial sup-

port and for fostering a learning environment wrought with many opportunities to grow.

I’m thankful for the opportunity I was given to continue teaching. These teaching op-

portunities opened doors for further personal development, and provided valuable tools

which facilitated personal growth for both me and my students.

Lastly, but certainly not least, I must express my heartfelt gratitude to both of

my doctoral advisers, Cristian Popescu and Claus Sorensen. Both of whom spent seem-

ingly countless hours explaining very beautiful mathematics to me, while also clarifying

and correcting my many misunderstandings. This dissertation certainly wouldn’t have

been possible had it not been for the tremendous efforts of both of my advisers on my

behalf, I cannot thank both of you enough.

vii



VITA

2010 B.S., University of Utah

2010-2012 Instructor, University of Utah

2012 M.S., University of Utah

2012-2017 Teaching Assistant, University of California, San Diego

2014-2017 Adjunct Instructor, San Diego Mesa Community College

2017 Ph.D, University of California, San Diego

viii



ABSTRACT OF THE DISSERTATION

Higher Fitting Ideals of p-adic Realizations of Abstract 1-Motives and

a Special Case of the Breuil-Schneider Conjecture

by

Robert Allen Snellman Jr.

Doctor of Philosophy in Mathematics

University of California San Diego, 2017

Professor Cristian Popescu, Chair

Professor Claus Sorensen, Co-Chair

Part I: Starting with a rational odd prime p > 2 and a cyclic extension F/Q

whose Galois group has order coprime to p, Kurihara’s conjecture [24] gives an explicit

description of all higher Fitting ideals of large p-power quotients of the classical Iwasawa

module X, over correspondingly large p-power quotients of the classical Iwasawa algebra

Λ = Zp[[T ]]. The generators of these higher Fitting ideals are, essentially, special values

of equivariant L-functions. A complete proof of Kurihara’s conjecture was recently given

by Popescu-Stone in full generality [41]. This dissertation conjectures a generalization of

Kurihara’s conjecture to so-called “semi-nice” extensions F/k where F is CM and k is

totally real. In particular, this generalized conjecture specializes to Kurihara’s original

setting with k = Q and F a CM field given by the fixed field of F by the kernel of an odd

Dirichlet character χ of order coprime to p, such that χ is not the Teichmüller character

ω. Under certain hypotheses a proof of the generalized conjecture is given, away from the

Teichmüller component. The methods of proof employed for the generalized conjecture

are similar to those used by Popescu and Stone in their proof of Kurihara’s conjecture.

ix



Part II: From a potentially semistable representation ρ of the absolute Galois

group of a p-adic field L/Qp, Breuil and Schneider [4] construct a locally algebraic

representation BS(ρ). The Breuil-Schneider conjecture asserts the equivalence between

BS(ρ) carrying a GLn-invariant norm, and the existence of a certain (ϕ,N)-module with

admissible filtration. In the indecomposable case, an unconditional proof of BS(ρ) was

given by Sorensen [40]. Assuming Sorensen’s result for subrepresentations and quotient

representations of ρ, we prove BS(ρ) is true under some additional hypotheses on ρ.
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Chapter 1

Basic Notions in Number Theory

In this section we give a brief overview of certain fundamental topics in algebraic

number theory. Proofs of these results can be found in [28], [22], and [46].

1.1 Number Fields

A number field k is a finite field extension of the rational number field Q, the

degree of the extension is denoted n = [k : Q], whereby k may be viewed as an n-

dimensional Q-algebra. The set of Q-algebra embeddings of k into the complex numbers

C, denoted HomQ(k,C), has two types of embeddings

Definition 1.1. Let σ ∈ HomQ(k,C), then

• If σ(k) ⊂ R ⊂ C, then σ is called a real embedding of k.

• If σ(k) 6⊂ R, then σ is called a complex embedding of k.

Post composing any complex embedding σ ∈ HomQ(k,C) with complex con-

jugation ι ∈ Aut(C) yields another complex embedding ι ◦ σ ∈ HomQ(k,C), therefore,

when talking about complex embeddings of a number field one talks about pairs of com-

plex embeddings. The standard decomposition of n = [k : Q] in terms of the number of

real embeddings of k, denoted r1, and the number of pairs of complex embeddings of k,

denoted r2, is n = r1 + 2r2.

The field k contains a subring called the ring of integers of k, denoted Ok, given

by

Ok = {a ∈ k : f(a) = 0 for some monic f(x) ∈ Z[x]}.

2
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The subring Ok is a Dedekind domain, hence any nonzero ideal a ⊂ Ok factors uniquely

(up to units and permutation of factors) into the product of prime ideals.

The group of fractional ideals of k, denoted Ik, consists of all finitely generated

Ok-submodules of k, and is viewed as the free abelian group on the prime ideals of Ok
so that any fractional ideal b ∈ Ik can be written uniquely as

b =

m∏
i=1

prii ,

where, for all 1 ≤ i ≤ m, pi is a prime ideal of Ok and 0 6= ni ∈ Z. If p is a prime ideal

of Ok then

p−1 = {x ∈ k : xp ⊂ Ok}.

Considering the homomorphism

φ : k× → Ik

x 7→ (x) = xOk,

whose image is Pk and whose kernel is O×k , we obtain the fundamental short exact

sequence

1 O×k k× Ik Clk 0
φ

where Clk := Ik/Pk is the ideal class group of k. One can show, wither with Minkowski’s

theory of numbers or an idèlic topological argument, that Clk is a finite abelian group.

The order of Clk is called the class number of k and denoted hk.

1.2 Completions

Let k be a number field

Definition 1.2. A valuation on k is a function v : k → R ∪ {∞} satisfying

i.) v(0) =∞

ii.) v(xy) = v(x) + v(y) for all x, y ∈ k

iii.) v(x+ y) ≥ min{v(x), v(y)} for all x, y ∈ k. We call a valuation v discrete of rank

one if it takes values in Z ∪ {∞}.
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For our purposes we only discuss valuations which are discrete of rank one,

and simply call them valuations of k. If v is a valuation of k, then the valuation ring

associated to v is

Ov = {x ∈ k : v(x) ≥ 0},

which has a unique maximal ideal

mv = {x ∈: v(x) > 0}.

The residue field associated to v is

κ(v) = Ov/mv,

and is a finite field of cardinality Nv.

A nonarchimedean absolute value | · | of k is an absolute value which satisfies

the strong triangle inequality

|x+ y+ ≤ max{|x|, |y|}

for all x, y ∈ k. Given a nonarchimedean absolute value | · | of k, we obtain a discrete

rank one valuation of k by defining

v(x) := − log |x|,

for x ∈ k, where log(0) := −∞. Conversely, if v is a discrete rank one valuation of k,

then defining

|x|v := q−v(x),

for all x ∈ k, where 0 < q < 1, yields a nonarchimedean absolute value of k. In this

way, one obtains a correspondence between nonarchimedean absolute values and discrete

rank one valuations of k.

If (0) 6= p ⊂ Ok is a prime ideal we obtain a discrete rank one valuation on k

by defining

vp(x) =

mp, if xOk = pmpI where (I, p) = 1

∞, if x = 0.
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Considering equivalence classes of absolute values and valuations on k, we obtain the

following one-to-one correspondences

{Nonarchimedean absolute values on k}/ ∼

{Discrete rank one valuations on k}/ ∼

{Nonzero prime ideals p ⊂ Ok}

We will call an equivalence class of nontrivial absolute values of k a prime of

k, and denote primes of a field by v or w. The nonarchimedean primes are called finite

primes and the archimedean primes are called infinite, and correspond to the real and

complex embeddings of k. Each prime of k contains an absolute value with a standard

normalization. Let x ∈ k×, then the standard normalizations are

i.) If v corresponds to a real embedding σ of k, then |x|v = |σ(x)|∞.

ii.) If v corresponds to a complex embedding σ of k, then |x|v = |σ(x)|2.

iii.) If v is a finite prime, then |x|v = Nv−v(x).

These normalizations give the product rule

Lemma 1.1. For all x ∈ k× we have

∏
v

|x|v = 1,

where the product is taken over all normalized absolute values of k.

If v is a prime of k, then the completion of k with respect to the absolute value

corresponding to v, is denoted kv. The following is a classification of completions of

number fields

Proposition 1.2. Let k be a number field,

• If v is a finite prime of k, then kv is a locally compact field and is a finite extension

of Qp where (p) = mv ∩ Z is the prime lying below mv.

• If v is an infinite prime of k, then kv is isomorphic to either R (if v is a real prime)

or C (if v is a complex prime).
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1.3 Galois Extensions of Number Fields

Let F/k be a Galois extension of number fields with G = Gal(F/k). If v is a

finite prime of k with corresponding prime ideal pv ⊂ Ok, then

pvOF =

g∏
i=1

Pei
i ,

where, for all 1 ≤ i ≤ g, Pi is a prime ideal of OF lying above pv. Let wi be the prime of

F corresponding to the prime ideal Pi ⊂ OF and denote the residue field associated to wi

by κ(wi) = OF /Pi, which is a finite field extension of κ(v). We choose to denote primes

by v, w in order to limit notation, although one should keep in mind the underlying

prime ideals. The exponents ei are called the ramification indices, and the integers

fi = [κ(wi) : κ(v)]

are called the inertial degrees. Since F/k is Galois f := f1 = f2 = . . . = fg and

e := e1 = e2 = . . . = eg. We call the prime v unramified if e = 1, totally ramified if

e = g, and completely split if e = f = 1.

Since the Galois group G acts transitively on the primes of OF lying above

v, if w is a prime of F lying above v, the deomposition and inertia groups of w are

Gw := {σ ∈ G : σ(w) = w}, and Iw := {σ ∈ G : σ(x) ≡ x (mod w) for all x ∈ OF },
respectively. These subgroups give an important short exact sequence

1 Iw Gw Gal(κ(w)/κ(v)) 1. (1.1)

The extension κ(w)/κ(v) is a finite cyclic extension of degree f whose Galois group is

generated by the arithmetic Frobenius ϕv, namely

Gal(κ(w)/κ(v)) = 〈ϕv : x 7→ xNv〉.

By exactness of (1.1)

Gw/Iw ' Gal(κ(w)/κ(v)).

Since Gal(κ(w)/κ(v)) is cyclic of order f , there is a unique coset σIw of Gw which lifts ϕv.

We call any representative of this unique coset a Frobenius associated to w and denote it

by σw in general, or Frobw if we view w as a prime ideal. In general σw depends on the
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inertia subgroup Iw, however, if the prime v is unramified i.e. Iw = {1}, then σw ∈ Gw
is the unique element whose restriction to κ(w) is ϕv.

The properties of the Frobenius can be found in [22], but for the sake of com-

pleteness we record them here.

Lemma 1.3. Let F/k be a Galois extension of number fields, v a prime of k, and w,w′

primes of F lying over v. Then, there exists τ ∈ G such that

Gw′ = τGwτ
−1 and σw′ = τσwτ

−1.

Lemma 1.4. Let F/E/k be extensions of k such that F/k and E/k are Galois. Let v be

a prime of k with u a prime of E lying over v and w a prime of F lying over u. Then,

via the Galois restriction map resE : Gal(F/k)→ Gal(E/k)

σu = resE(σw).

Lemma 1.5. Let E/k and F/k be Galois extensions of k. Let v be a prime of k with

w a prime of EF lying above v. Then, via the injective map Gal(EF/k)→ Gal(E/k)×
Gal(F/k)

σw 7→ (resE(σw), resF (σw)).

In particular, lemma 1.5 shows that a prime v splits completely in a compositum exten-

sion if and only if v splits completely in each constituent of the compositum. Further-

more, since #Gw = ef , a prime v of k splits completely in an extension F , if and only

if the Frobenius element σw (for any w|v) is trivial.

1.4 Group Rings and Group Characters

Let G be a finite abelian group and R a commutative ring with unit 1.

Definition 1.3. The group ring associated to R and G is

R[G] =

{∑
σ∈G

aσσ : aσ ∈ R

}
,

with ring operations addition and multiplication.
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Example 1. Let G = 〈σ〉 be cyclic of order n and R = Z. Consider the elements

x = 1 + σ + σ2 + . . .+ σn−1 and y = 1− σ.

Then,

x+ y = (1 + σ + σ2 + . . .+ σn−1) + (1− σ) = 1 + σ2 + . . .+ σn−1

and

xy = (1 + σ + σ2 + . . .+ σn−1)(1− σ) = 1− σn = 0.

In particular, the group ring R[G] is not an integral domain in general.

Definition 1.4. Let G be a finite abelian group. The character group of G is

Ĝ = {χ : G→ C× : χ is a homomorphism},

with group operation χψ(σ) = χ(σ)ψ(σ), for all σ, τ ∈ G.

We will view characters χ ∈ Ĝ as being extend to a homomorphism of the group

ring R[G] via

χ

(∑
σ∈G

aσσ

)
=
∑
σ∈G

aσχ(σ).

The following orthogonality relations play an important role in character decompositions

of modules over group rings

Lemma 1.6 (Orthogonality Relations). Let G be a finite abelian group, then

i.) For χ, ψ ∈ Ĝ,

1

|G|
∑
σ∈G

χ(σ−1)ψ(σ) = δ(χ, ψ) =

1, if χ = ψ

0, if χ 6= ψ.

ii.) For σ, τ ∈ G,

1

|G|
∑
χ∈Ĝ

χ(σ−1)χ(τ) = δ(σ, τ) =

1, if σ = τ

0, if σ 6= τ.

Associated to each χ ∈ Ĝ is an element eχ which plays the role of a projection operator.
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Definition 1.5. Attached to each χ ∈ Ĝ is the idempotent element

eχ :=
1

|G|
∑
σ∈G

χ(σ−1)σ ∈ 1

|G|
R[G].

Lemma 1.7. For R and G as above

i.) σeχ = χ(σ)eχ for all σ ∈ G.

ii.) eχeψ = δ(χ, ψ)eχ for all χ, ψ ∈ Ĝ.

iii.) ψ(eχ) = δ(χ, ψ) for any eχ ∈ R[G] and ψ ∈ Ĝ.

iv.)
∑
χ∈Ĝ

eχ = 1.

1.5 Character Decomposition of Modules

Let R and G be defined as in section 1.4. We now outline the relationship

between the elements eχ, for χ ∈ Ĝ, and decompositions of R[G]-modules M . Proofs of

the below statements can be found in [32].

Definition 1.6. Let M be an R[G]-module and χ ∈ Ĝ. The χ-isotypic component of

M , or χ-component of M is

Mχ := {m ∈M : σm = χ(σ)m for all σ ∈ G}.

If x = eχm for some m ∈M , then

σx = σeχm = χ(σ)eχm = χ(σ)x.

Conversely, if x ∈Mχ then

eχx =
1

|G|
∑
σ∈G

χ(σ−1)σx =
1

|G|
∑
σ∈G

x = x.

Therefore,

Mχ = eχM,

and we have the following character decomposition of M
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Lemma 1.8. If M is an R[G]-module, then the map m 7→ (eχm)
χ∈Ĝ gives the deocm-

position

M '
⊕
χ∈Ĝ

Mχ.

1.6 Zeta Functions and L-Functions

Let F/k be a finite abelian extension of number fields of Galois group G. Let

S be a finite set of primes of k satisfying S ⊃ Sram(F/k) ∪ S∞, where S∞ denotes the

infinite primes of k. Since S contains the ramified primes of k, any v /∈ S is necessarily

unramified, and therefore has a unique Frobenius automorphism σv ∈ Gv. To simplify

notation we abbreviate the above information by (F/k, S).

Definition 1.7. Let (F/k, S) be as above, and let χ ∈ Ĝ. The S-imprimitive (or S-

incomplete) L-function associated to χ is given as the Euler product

LS(χ, s) :=
∏
v/∈S

(1− χ(σv)Nv
−s)−1.

It is well known that LS(χ, s) converges uniformly and absolutely on compact subsets of

the half plane Re(s) > 1, and therefore defines a holomorphic function on that half-plane.

Moreover, LS(χ, s) admits meromorphic continuation to the entire complex plane with

a simple pole at s = 1 if χ = 1G, where 1G denotes the trivial character of G.

Alternatively, one can write the S-imprimitive L-function as the following

Dirichlet series

LS(χ, s) =
∑
v/∈S

χ(v)

Nvs
,

where χ(v) = χ((pv, F/k)) for pv the prime ideal of Ok corresponding to the prime v

of k, and (·, F/k) is the Artin homomorphism associated to the extension F/k. The

importance of these L-functions is illustrated in the following examples

Example 2. 1. If χ = 1G and S = S∞ then we obtain the Dedekind zeta function of

k,

ζk(s) =
∏
v

(1−Nv−s)−1.

This function admits meromorphic continuation to the whole complex plane with a
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simple pole at s = 1, whose residue is given by the analytic class number formula

lim
s→1

(s− 1)ζk(s) =
2r1(2π)r2Rkhk

wk
√
|dk|

,

where r1, r2, Rk, hk, dk, and wk denote the number of real embeddings, pairs of

complex embeddings, regulator, class number, discriminant, and number of roots of

unity in the field k, respectively.

2. If K = k = Q and S = S∞ = {σ∞}, then we obtain the familiar Riemann zeta

function

ζQ(s) =
∞∑
n=1

1

ns
=
∏
p

(1− p−s)−1.

The G-equivariant, S-imprimitive L-function combines all of the above L-functions into

one all encompassing function allowing for the consideration of all characters at once,

rather than one at a time.

Definition 1.8. Let (F/k, S) be as above, then the G-equivariant, S-imprimitive L-

function associated to the data (F/k, S) is ΘF/k,S : C→ C[G] where

ΘF/k,S(s) :=
∑
χ∈Ĝ

LS(χ−1, s)eχ.

The function ΘF/k,S is a meromorphic function on C with the property that for any

χ ∈ Ĝ

χ(ΘF/k,S(s)) = χ

∑
ψ∈Ĝ

LS(ψ−1, s)eψ


=
∑
ψ∈Ĝ

LS(ψ−1, s)χ(eψ)

=
∑
ψ∈Ĝ

LS(ψ−1, s)δ(χ, ψ) by property iii.) of lemma 1.7

= LS(χ−1, s).

It is often useful to express ΘF/k,S in terms of partial zeta functions. In fact, a deep

result of Deligne-Ribet, which was proved independently by Cassou-Noguès, gives a

“rationality” statement about certain values of ΘF/k,S at non-positive integers.
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Definition 1.9. Let (F/k, S) be as above, then the S-incomplete partial zeta function

associated to the data (F/k, S) is ζS : G× C→ C where

ζS(s, σ) :=
∑
v/∈S

(v,F/k)=σ

1

Nv−s
.

One quickly verifies the following relationship between ζS and LS

Lemma 1.9. For (F/k, S) as above, we have the following

1. LS(χ, s) =
∑

σ∈G χ(σ)ζS(s, σ)

2. ζS(s, σ) = 1
|G|
∑

χ∈Ĝ χ(σ−1)LS(χ, s).

Proof. See [32, p.265].

With the partial zeta function defined, we have an alternative definition of ΘF/k,S , which

is equivalent to the original definition in definition 1.8

Lemma 1.10. With (F/k, S) as above, we have

ΘF/k,S(s) =
∑
σ∈G

ζS(s, σ)σ−1.

Proof. The proof makes use of the fact that two elements f, g ∈ C[G] are equal if and

only if χ(f) = χ(g) for all χ ∈ Ĝ, which follows from the character decomposition of

C[G]. Therefore, let χ ∈ Ĝ, then

χ(
∑
ψ∈Ĝ

LS(ψ−1, s)eψ =
∑
ψ∈Ĝ

LS(ψ−1, s)χ(eψ)

=
∑
ψ∈Ĝ

LS(ψ−1, s)δ(χ, ψ) by property 3 of lemma 1.7

= LS(χ−1, s).

Alternatively,

χ(
∑
σ∈G

ζS(s, σ)σ−1) =
∑
σ∈G

χ(σ−1)ζS(s, σ)

= LS(χ−1, s) by property 1 of lemma 1.9.
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A first step towards an integrality statement for special values of ζS was ac-

complished by Klingen and Siegel

Theorem 1.11 (Klingen-Siegel). Let (F/k, S) be as above. For all σ ∈ G and all

n ∈ Z≥1

ζS(1− n, σ) ∈ Q.

The final step towards an integrality statement for special values of ζS was

proved by Deligne-Ribet and independently by Cassou-Noguès

Theorem 1.12 (Deligne-Ribet, Cassou-Noguès). Let (F/k, S) be as above. For all σ ∈ G
and all n ∈ Z≥1

W
(n)
F ζS(1− n, σ) ∈ Z.

Therefore, using the alternate definition of ΘF/k,S we obtain thatW
(n)
K ΘF/k,S(1−

n) ∈ Z[G]. This integral element is called the Stickelberger element associated to

(F/k, S).

We will be interested in defining a T -modified version of the above equivari-

ant L-function ΘF/k,S . This T -modified L-function appears in the equivariant main

conjecture of Popescu and Greither and establishes a link between special values of L-

functions and Fitting ideals of p-adic 1-motives. We therefore postpone the definition of

the T -modified L-function until the section on p-adic 1-motives.

1.7 Main Theorems of Class Field Theory

One of the most important achievements in 20th century mathematics was

the rigorous development of (abelian) class field theory for abelian extensions K/k of

local and global fields. There are many approaches to the study of class field theory,

namely, ideals, idèles, central simple algebras, and group cohomology (specifically Tate

cohomology) to name a few, and each approach has its own advantage depending on the

context. Our brief treatment will focus on the ideal and idèlic formulations, ultimately

leading to the main theorems of global class field theory and the introduction of the local

Artin map for local fields. We will ultimately use the appendix of [45] (written by Karl

Rubin) to formulate the main theorems of class field theory, however, other excellent

resources on this material are [27], [2], [22], [39], [7], [28], and [13].
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1.7.1 Main theorems in terms of ideals

Let S be a finite set of finite primes of a number field k. Denote Ik,S the free

abelian group generated by prime ideals p /∈ S, therefore, any element a ∈ Ik,S can be

written uniquely as

a =

t∏
i=1

pnii ,

where, for all i = 1, 2, . . . , t, pi /∈ S and ni ∈ Z. The S-units of k are given by

kS := {x ∈ k× : (x) ⊂ Ik,S} = {x ∈ k× : ordp(x) = 0 for all p ∈ S},

and we have a natural map

kS −→ Ik,S

x 7−→ (x)

which gives rise to the important exact sequence

1 Uk kS Ik,S Clk 0

where Clk denotes the ideal class group of k.

A modulus m of k (or replete divisor of k following [28]) is a formal product

m =
∏
v

pnvv ,

where

nv =


0, if v complex

0 or 1, if v real

> 0, if v finite

.

Therefore, any modulus m = m∞mf where m∞ is the product of corresponding infinite

primes of m and mf is an integral ideal of Ok. Given a modulus m of k with m given as

a the product above, define

km,1 := {x ∈ k× : xv > 0 for all v real, and xv ∈ U (nv)
v for all v finite }
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where U (nv)
v = 1 + pnvv . Denoting Ik,m = Ik,S where S := {p prime : p|mf}, we have a

natural map

km,1
ι−−→ Ik,m

x 7−→ (x)

which gives rise to

Cm := Ik,m/ι(km,1),

the ray class group of k modulo m.

If K/k is a finite abelian extension of number fields, we let NK/k denote the

norm associated to this extension, and recall that if P ⊂ OK is a prime ideal with

p = P ∩Ok, then NK/k(P) = pfK/k where fK/k := [OK/P : Ok/p] is the residue degree.

If m is a modulus of k, we let m′ be the modulus of K consisting of primes lying above

those in m. We let Frobp ∈ Gal(K/k) denote the (unique) Frobenius automorphism

corresponding to an unramified finite prime p ⊂ Ok. If S is a finite set of primes of k

such that S ⊃ Sram(K/k), then the global Artin map associated to K/k is

ψK/k : Ik,S −→ Gal(K/k)

where, if a =
∏t
i=1 p

ni
i ∈ Ik,S , then

ψK/k(a) =
t∏
i=1

Frobnipi .

With the above notation in prime, we are now ready to state the main theorems of

(global) class field theory.

Theorem 1.13. [45, Theorem 1, p.398] Let K/k be a finite abelian extension. Then

there exists a modulus m of k such that

• A prime p ramifies in K/k if and only if p|m.

• If M is another modulus of k with m|M, then there is a subgroup H with ι(kM,1) ⊂
H ⊂ Ik,M such that the global Artin map induces an isomorphism

Ik,M/H ' Gal(K/k).
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In fact, H = ι(kM,1)NK/k(IK,M′)

Theorem 1.14. [45, Theorem 2, p.398] Let m be a modulus of k and H a subgroup of

Ik,m with ι(km,1) ⊂ H ⊂ Ik,m. Then there exists a unique abelian extension K/k with ram-

ification occurring at primes p|m (if ramified at all), such that H = ι(km,1)NK/k(IK,m′)

and

Ik,m ' Gal(K/k).

In particular, for any modulus m of k, there exists a field extension Lm/k (Lm is called

the ray class field modulo m) such that the global Artin map gives an isomorphism

Cm ' Gal(Lm/k).

The classical application of these theorems is given as follows, choose the mod-

ulus m = Ok and the subgroup H = ι(km,1), then, Ik,m = Ik so Theorem 1.14 gives an

everywhere unramified, abelian extension K/k such that Gal(K/k) ' Ik/ι(k
×) = Clk.

This unique field K is called the Hilbert class field of k and often denoted Hk. In fact,

Hk is the maximal, abelian, everywhere unramified extension of k, where maximality is

a consequence of uniqueness.

1.7.2 Main theorems in terms of idèles

Let k be a number field. The group of idèles of k is the restricted product

Jk :=
∏′

v

(k×v ,Uv) := {(xv)v : xv ∈ Uv for almost all v},

where the product is taken over all primes v of k (both finite and infinite). If S is a finite

set of primes of k, then the S-idèles of k are

Jk,S :=
∏
v∈S

k×v ×
∏
v/∈S

Uv.

Is S′ ⊂ S then Jk,S′ ⊂ Jk,S , and therefore, we view Jk =
⋃
S Jk,S . We topologize Jk

be letting Jk,S have the product topology, and then defining Jk,S to be open in Jk (it

is important to note that this topology is not the topology induced from the product

topology). With this topology, Jk becomes a locally compact topological group.

We embed k× in Jk via the diagonal embedding x 7→ (x, x, . . .) and view k× ⊂
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Jk. With this identification, the idèle class group of k is then defined to be

Ck := Jk/k
×,

and is a generalization of the classical ideal class group Clk in the following sense. We

have a surjection

ϕ : Jk −→ Clk

(xv) 7−→
∏
v

finite

pordv(xv)
v

with kerϕ = k×
∏
v Uv, therefore,

Clk ' Jk/k×
∏
v

Uv.

Since k× ⊂ k×
∏
v Uv, we have a surjection

Ck −→ Clk.

If K/k is a finite extension and w is a prime of K lying over a prime v of k,

then the local norm maps NKw/kv : Kw −→ kv allow us to define a norm map at the

level of idèles NK/k : JK −→ Jk, namely

N((xw)w) := (
∏
w|v

NKw/kv(xw))v.

With the above norm map, we can now formulate the idèlic version of the main theorems

of global class field theory.

Theorem 1.15. [45, Theorem 11, p.405] Let K/k be a finite abelian extension, then

there is an isomorphism

Jk/NK/kJK ' Gal(K/k).

A prime p is unramified in K/k if and only if Up ⊂ k×NK/kJK .

Theorem 1.16. [45, Theorem 12, p.405] If H is an open subgroup of finite index in

Jk with k× ⊂ H, then there exists a unique finite abelian extension K/k such that

H = k×NK/kJK .



Chapter 2

Conjectures of Rubin, Stark, and

Gross

This section outlines two conjectures, the Rubin-Stark conjecture, and a gen-

eralization of a conjecture of Gross. Gross originally formulated his conjecture in [17],

however, we will follow the treatment found in [15] for the generalization of Gross’s con-

jecture needed in this manuscript. We adopt the same notation in [15] albeit slightly

modified to coincide with the notation in this thesis.

2.1 Evaluation Maps

Let R be a commutative ring with 1 and M an R-module. Denote the R-

module dual of M by M∗ := HomR(M,R), and let r ∈ Z≥0. For any R-algebra S denote

SM := S ⊗R M . For any φ ∈ M∗ there is an R-linear homomorphism at the level of

exterior powers

φ(r) :
r∧
R

M −→
r−1∧
R

M,

defined on elementary wedges by

φ(r)(m1 ∧m2 ∧ . . . ∧mr) =

r∑
i=1

(−1)i+1φ(mi)m1 ∧ . . . ∧ m̂i ∧ . . . ∧mr,

18
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where the m̂i-term is omitted. Therefore, for all 0 ≤ i ≤ r, there is an R-linear homo-

morphism
r∧
R

M∗ ⊗R
i∧
R

M −→
r−i∧
R

M (2.1)

given on elementary wedges by

(φ1 ∧ . . . ∧ φr)⊗ (m1 ∧ . . . ∧mi) 7→ φ(r−i+1)
r ◦ . . . ◦ φ(r)

1 (m1 ∧ . . . ∧mr).

In the case i = r, the map in (2.1) is the determinant

φ(1)
r ◦ . . . ◦ φ

(r)
1 (m1 ∧ . . . ∧mr) = det(φi(mj)i,j).

We illustrate this in the simple case i = r = 2.

Example 3. If i = r = 2, then the map in (2.1) is

(φ1 ∧ φ2)⊗ (m1 ∧m2) 7→ φ
(1)
2 (φ

(2)
1 (m1 ∧m2))

= φ
(1)
2 (φ1(m1)m2 − φ1(m2)m1)

= φ1(m1)φ2(m2)− φ1(m2)φ2(m1)

= det

φ1(m1) φ1(m2)

φ2(m1) φ2(m2)

 .

Let K denote the total ring of fractions of R, so that K is the localization

of R at the multiplicative set consisting of nonzero divisors. There is an R-module

homomorphism

HomR(M,R) −→ HomK(KM,K) (2.2)

φ 7→ ψ :
m

s
7→ φ(m)

s
.

Therefore, there is an R-module homomorphism

Er :

r∧
R

M ⊗
r∧
R

KM −→ K,
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given by

(φ1 ∧ . . . ∧ φr)⊗ (m1 ∧ . . . ∧mr) 7→ ψ(1)
r ◦ . . . ◦ ψ

(r)
1 (m1 ∧ . . . ∧mr) = det(ψi(mj)i,j),

where ψi corresponds to φi under (2.2).

Definition 2.1. For R,M, and r as above, we define

LR(M, r) :=

{
ε ∈

r∧
K

KM : Er((φ1 ∧ . . . ∧ φr)⊗ ε) ∈ R, for all φ1, . . . , φr ∈M∗
}
.

If R = Z[G], then any element ε ∈ LZ[G](M, r) yields a Z[G]-linear evaluation map

evZ[G],ε :
r∧

Z[G]

M∗ −→ Z[G],

given on elementary wedges by

evZ[G],ε(φ1 ∧ . . . ∧ φr)(ε) = φ(1)
r ◦ . . . ◦ φ

(r)
1 (ε).

Originally, Rubin [33] constructed his regulator (henceforth called the Rubin-Stark reg-

ulator) for Z[G] modules, and refers to evZ[G],ε as a determinant pairing associated to

particular modules. In order to establish a link between the Rubin-Stark conjecture and

a conjecture of Gross we will need a version of the Rubin-Stark regulator amenable to

R[G]-modules, for arbitrary commutative Z-algebras R.

The reader is referred to [15] for more details of the following constructions.

Let R be a commutative ring with 1 and G a finite abelian group. Then there is a ring

isomorphism

R⊗ZZ[G] ' R[G] (2.3)

a⊗ x 7→ ax.

For any finitely generated Z[G]-module M there is an R[G]-module

M∗R := HomZ[G](M,R[G]),
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which can be viewed in terms of the following R[G]-module isomorphism

M∗ ⊗Z R 'M∗R (2.4)

φ⊗ a 7→ ψ : m 7→ aφ(m).

Combining (2.3) and (2.4) gives an R[G]-evaluation map

∧r
R[G]M

∗
R

∧r
R[G](M

∗ ⊗Z R) R⊗Z
∧r

Z[G]M
∗ R⊗Z Z[G] R[G].∼

evR[G],ε

∼ 1⊗evZ[G],ε ∼

The connection between the Rubin-Stark conjecture and a conjecture of Gross will involve

a Z≥0-graded commutative ring R given by powers of augmentation ideals associated to

Galois groups of prescribed field extensions. It is this connection which will allow us to

prove the generalized version of Kurihara’s conjecture for p-adic realizations of abstract

1-motives.

2.2 Idempotents

Let F/k be a finite abelian extension of Galois group G = Gal(F/k) where F is

CM and k is totally real. Let S be a finite set of primes of k such that S ⊃ Sram(F/k)∪S∞
and let SF denote the primes of F lying above those in S. We first define the modules

which play an important role in defining the Rubin-Stark regulator.

Let YS denote the free abelian group on the set SF so that

YS :=
⊕
w∈SF

Zw.

Let aug : YS → Z be the augmentation map, i.e. the Z-linear map sending any σ ∈ G to

1. We have a short exact sequence of Z[G]-modules

1 XS YS Z 0
aug

where

XS :=

{∑
σ∈G

aσσ :
∑
σ∈G

aσ = 0

}
,
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and Z is endowed with the trivial G-action.

The S-units (or more appropriately the SF -units) are denoted US and are de-

fined by

US = {x ∈ F× : ordw(x) = 0 for all w /∈ SF },

i.e. US consists of those nonzero elements of F whose principal ideal is only divisible by

primes in S. Let T be a finite set of primes of k disjoint from S such that, if TF denotes

the set of primes of F lying above primes in T , then F×TF is torsion-free. The set TF gives

a subgroup US,T of US given by

US,T = {x ∈ US : x ≡ 1 (mod w) for all w ∈ SF }.

The classical S-modified Dirichlet logarithm map λS : US −→ XS is given by

λS(u) = −
∑
w∈SF

log |u|ww

where u ∈ US is not a root of unity. Tensoring the above map with Q gives an isomor-

phism of Q[G]-modules

QUS ' QXS .

Let χ ∈ Ĝ, then since the order of vanishing rS,χ of LS(χ, s) at s = 0 is

rS,χ =

#{v ∈ S : χ(Gv) = {1}}, if χ 6= 1G;

#S − 1, if χ = 1G

we quickly see that for if χ and χ′ are conjugate under the action of the absolute Galois

group GQ := Gal(Q/Q), then

rS,χ = rS,χ′ .

Therefore, letting ĜS,r = {χ ∈ Ĝ : rS,χ = r} we define

eS,r :=
∑

χ∈ĜS,r

eχ.

The equivalence of orders of vanishing between conjugate characters shows eS,r ∈ Q[G]
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is an idempotent. We therefore have a decomposition of 1 ∈ Q[G] via

1 =
∑
r∈Z≥0

eS,r.

The importance of using the idempotents eS,r is due to the fact that the eS,rQ[G]-modules

eS,rQXS and eS,rQUS are free of rank r.

2.3 The Rubin-Stark Conjecture

Let r ∈ Z≥0. In addition to S ⊃ Sram(F/k) ∪ S∞ we additionally assume

S ⊃ {v1, . . . , vr} where the vi are distinct primes of k, all of which split completely

in F . Furthermore, we assume |S| ≥ r + 1 so that there exists v0 ∈ S r {v1, . . . , vr}.
Let w0, w1, . . . , wr be primes of F lying above v0, v1, . . . , vr, respectively, and form the

(r + 1)-tuple W = (w0, w1, . . . , wr).

Lemma 2.1. For all 1 ≤ i ≤ r, the Z[G]-module generated by wi is free of rank 1.

Proof. Since vi splits completely in F , its decomposition group Gvi = {1}. The lemma

then follows from the isomorphisms Z[G]wi ' Z[G/Gvi ] ' Z[G].

The above result yields the direct sum decomposition of XS

XS ' XSr{v1,...,vr} ⊕

(
r⊕
i=1

Z[G](wi − w0)

)
. (2.5)

Tensoring (2.5) with Q[G] and passing to the eS,RQ[G]-component gives the eS,rQ[G]-

isomorphism

eS,rQXS '
r⊕
i=1

eS,rQ[G](wi − w0)

of the free eS,rQ[G]-module eS,rQXS . Consider now the free eS,rZ[G]-submodule of

eS,rQXS generated by the basis elements xi := eS,r(wi−w0). The basis {xi}i=1,...,r gives

a canonical generator eS,rx
∗
1∧. . .∧x∗r of the rank 1 eS,rQ[G]-module

∧r
eS,rQ[G](eS,rQXS)∗.

This canonical generator is then used to define the Rubin-Stark regulator RW .

Definition 2.2. The Rubin-Stark regulator is

RW : eS,r

r∧
Q[G]

QUS −→ eS,rQXS ,
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given by

RW (eS,ru1 ∧ . . . ∧ ur) = eveS,rQXS (λ̃S(eS,ru1 ∧ . . . ∧ ur)⊗ (eS,rx
∗
1 ∧ . . . ∧ x∗r)).

More explicitly, using the relation x∗j (ui) = eS,r(−
∑

σ∈G log |uσi |wjσ−1), the formula for

RW is

RW (eS,ru1 ∧ . . . ∧ ur) = eS,r det

(
−
∑
σ∈G

log |uσi |wjσ−1

)
.

For our purposes, we will consider the Rubin-Stark regulator on a subgroup of the S-

unit group. Let US,T = {x ∈ US : x ≡ 1 (mod w) for all w ∈ T}, then US,T is a

subgroup of US of finite index, hence QUS,T = QUS , where instead of λS we consider the

corresponding Dirichlet regulator λS,T on US,T . Consequently, for any eS,ru1∧ . . .∧ur ∈
eS,r

∧r
Q[G] QUS,T the Rubin-Stark regulator RW has value

RW (eS,ru1 ∧ . . . ∧ ur) = eveS,rQXS (λ̃S,T (eS,ru1 ∧ . . . ∧ ur)⊗ (eS,rx
∗
1 ∧ . . . ∧ x∗r)).

Definition 2.3. For (F/k, S, T, r) as above, Rubin’s lattice is

ΛS,T :=

ε ∈ eS,r
r∧

Q[G]

QUS,T : (φ(1)
r ◦ . . . ◦ φ

(r)
1 )(ε) ∈ Z[G] for all φ1, . . . , φr ∈ U∗S,T

 .

Recall that ΘF/k,S,T is a holomorphic function and therefore has a Taylor series expansion

about s = 0,

ΘF/k,S,T (s) =

∞∑
n=0

Θ
(n)
F/k,S,T (0)

n!
sn.

The Rubin-Stark conjecture gives a conjectural link between values of RW at certain

elements of ΛS,T , and Θ
(r)
F/k,S,T (0).

Conjecture 2.2 (Rubin-Stark). For (F/k, S, T, r) as above, there exists a unique ele-

ment εS,T ∈ ΛS,T such that

RW (εS,T ) = Θ
(r)
F/k,S,T (0).

The unique element εS,T is called the Rubin-Stark element associated to (F/k, S, T, r).
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2.4 Augmentation Ideals

Gross’s conjecture applies to a triple of field extensions L/F/k where F/k is

a finite abelian extension satisfying the Rubin-Stark conjecture, and L/k is an abelian

extension. Let G = Gal(L/k), Γ = Gal(L/F ), and G = Gal(F/k). Associate to Γ are

two tpes of augmentation ideals.

Definition 2.4. The augmentation ideal I(Γ) associated to Γ is the kernel of the sur-

jective Z-linear augmentation map

Z[Γ] Zaug

given by sending γ ∈ Γ to 1 and extending Z-linearly. Therefore, sits in the short exact

sequence of Z[Γ]-modules

0 I(Γ) Z[Γ] Z 0
aug

where Z is endowed with the trivial Γ action.

Remark. For our purposes the extension L/F will always be finite, however, it is impor-

tant to mention that one can define augmentation ideals for infinite abelian extensions

L/F simply by taking projective limits of augmentation ideals associated to the finite

subextensions F ⊂ F ′ ⊂ L, where the limit is taken with respect to Galois restriction

maps associated to the extensions.

Definition 2.5. Given L/F/k,G,Γ, and G as above, the Γ-relative augmentation ideal

IΓ of Z[G] is the kernel of the projection Z[G] � Z[G] induced by the Galois restriction

map G −→ G ' G/Γ.

In [15] the Z-graded commutative unital rings

R(Γ) :=
⊕
n≥0

I(Γ)n/I(Γ)n+1 RΓ :=
⊕
n≥0

InΓ/I
n+1
Γ ,

are considered along with important relationships between R(Γ) and RΓ.

Lemma 2.3. [31, p. 92] With notation as above the following hold

i.) InΓ =
⊕

σ∈G σ̃I(Γ)n where σ̃ ∈ G denotes a lift of σ via Galois restriction.
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ii.) For any n ∈ Z≥0, there is a Z[G]-module isomorphism

I(Γ)n/I(Γ)n+1 ⊗Z Z[G] ' InΓ/In+1
Γ

ι̂⊗ σ 7→ ̂̃σι
where ι̂ denotes the class of ι ∈ I(Γ)n in I(Γ)n/I(Γ)n+1, and σ̃ ∈ G denotes a lift

of σ via Galois restriction.

iii.) There are Z[G]-graded isomorphisms

R(Γ)[G] ' R(Γ)⊗Z Z[G] ' RΓ.

2.5 A Generalization of Gross’s Conjecture

The notation (L/F/k, S, T, r) will denote the following data

i.) r ∈ Z≥0

ii.) L/k is abelian with Galois group G = Gal(L/k)

iii.) G = Gal(F/k)

iv.) Γ = Gal(L/F )

v.) S is a finite set of primes of k satisfying S ⊃ Sram(L/k)∪S∞∪{v1, v2, . . . , vr}, where,

for each 1 ≤ i ≤ r, vi is a finite prime of k which splits completely in F .

vi.) For each i ∈ {1, . . . , r} we fix a prime wi of F lying over vi.

vii.) T is a finite set of primes of k satisfying T ∩S = ∅ and if TL denotes the primes of

L lying above those in T , then L×TL is torsion-free.

viii.) The data (F/k, S, T, r) satisfies the Rubin-Stark conjecture, in particular there is a

unique element εS,T ∈ ΛS,T satisfying

RW (εS,T ) = Θ
(r)
F/k,S,T (0).

For each i ∈ {1, . . . , r} we let kvi and Fwi denote the completions of k and F with respect

to the normalized absolute values associated to the primes vi and wi, respectively, and
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consider the following extensions

L LFwi

F Fwi

k kvi

Γ

G

Since vi splits completely in F , the decomposition groupGvi = {1}, thereforeGwi(L/F ) =

Gvi(L/k). We identify Gal(Lfwi/Fwi) = Gwi(L/F ) = Gvi(L/k). Composing the Artin

reciprocity map associated to the extension LFwi/Fwi with the inclusion Gwi(L/F ) ↪→ Γ,

we get a morphism

ρwi : F×wi −→ Γ.

Corresponding to ρwi , Gross makes the following definitions

Definition 2.6. For all i ∈ {1, . . . , r} and wi|vi as above, define the following Z[G]-linear

homomorphisms

ψwi : US,T R(Γ)[G] RΓ
φwi ι

∼

where

φwi(u) =
∑
σ∈G

̂(ρwi(u
σ)− 1)σ−1.

Notice that ρwi(u
σ) ∈ Γ, so (ρwi(u

σ)−1) ∈ I(Γ), and ̂(ρwi(u
σ)− 1) ∈ I(Γ)/I(Γ)2 ⊂ R(Γ).

Letting εS,T ∈ ΛS,T be the unique Rubin-Stark element for (F/k, S, T, r), we obtain an

evaluation map evεS,T ,R(Γ) such that

evεS,T ,R(Γ)(φw1 ∧ . . . ∧ φwr) ∈
(
I(Γ)r/I(Γ)r+1

)
[G].

Therefore, composing evεS,T ,R(Γ) with the isomorphism ι : R(Γ)[G]
∼−→ RΓ gives an

evaluation map evεS,T ,RΓ
such that

evεS,T ,RΓ
(ψw1 ∧ . . . ∧ ψwr) ∈ IrΓ/Ir+1

Γ .

Definition 2.7. For (L/F, k, S, T, r) as above and W = (w0, w1, . . . , wr), the Gross
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regulator RW,Gross is the Z[G]-regulator

RW,Gross : ΛS,T −→ IrΓ/I
r+1
Γ ,

given by

RW,Gross(εS,T ) = evεS,T ,RΓ
(ψw1 ∧ . . . ∧ ψwr).

The generalization of Gross’s conjecture [17] is then formulated as follows

Conjecture 2.4. Let (L/F/k, S, T, r) be as above, then the following hold

i.) ΘL/k,S,T (0) ∈ IrΓ

ii.) RW,Gross(εS,T ) = ΘL/k,S,T (0) (mod Ir+1
Γ ).



Chapter 3

p-adic Realizations of Abstract

1-Motives

We introduce the notion of abstract 1-motives and their p-adic realizations as

defined in [15]. These objects will play a similar role to the classical Iwasawa module

considered by Kurihara in his original conjecture.

Definition 3.1. An abstract 1-motive M := [L
δ−→ J ] consists of the data

i.) A free abelian group L of finite rank

ii.) A divisible abelian group J of finite local corank

iii.) A group homomorphism δ : L→ J .

In order to mimic the construction of p-adic Tate modules, which will turn out to be

our p-adic realizations of abstract 1-motives, we need to make sense of torsion points

of abstract 1-motives. Let n ∈ Z≥1 and consider the following commutative diagram of

exact sequences

0 J [n] J ×nL L L 0

0 J [n] J J 0

δ

n

where J ×nL L = {(j, l) ∈ J × L : δ(l) = nj} is the fibre product of L and J , and the

maps from J ×nL L to J or L are the projection maps given by the definition of the fibre

product of abelian groups.

29
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Definition 3.2. For an abstract 1-motive M = [L
δ−→ J ], and n ∈ Z≥1, the n-torsion

points of M are defined by

M[n] := (J ×nL L)⊗Z Z/nZ.

Applying the functor ∗ 7→ ∗ ⊗Z Z/nZ to the exact sequence

0 J [n] J ×nL L L 0

we get the exact sequence

0 J [n] M[n] L⊗Z Z/nZ 0.

For integers n|m, we have the diagram

0 J [m] M[m] L⊗Z Z/mZ 0

0 J [n] M[n] L⊗Z Z/nZ 0

m
n id⊗π (3.1)

where π : Z/mZ→ Z/nZ is the natural projection, mn : J [m]→ J [n] is the multiplication

by m
n map, and M[m]→M[n] is (j, l)⊗ 1̂ 7→ (mn j, l)⊗ 1̂. Restricting to the case where

m and n are powers of a prime p ∈ Z inspires the following

Definition 3.3. For p ∈ Z a prime, the p-adic realization of the abstract 1-motive

M = [L
δ−→ J ] is

Tp(M) := lim←−
n

M[pn].

For m,n powers of a prime p ∈ Z, taking projective limits in (3.1) gives an exact sequence

of Zp-modules

0 Tp(J) Tp(M) L⊗Z Zp 0. (3.2)

The p-adic realizations of abstract 1-motives of interest to us are those arising from

classical arithmetic data. We briefly introduce these arithmetic objects, and explain

how they lead to the p-adic realizations of interest.
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3.1 Generalized Class Groups

Iwasawa used the term “Zp-field” in reference to infinite Galois extensions K

of a number field, whose Galois group is isomorphic to (Zp,+). We similarly adopt this

terminology in what follows. Let K be a Zp-field and let v be a finite prime of K. Inside

the prime v is the canonically normalized valuation ordv : K → Γv, where Γv is the

value group of the valuation. If the prime v lies above the p-adic valuation of Q, then

Γv = Z[1
p ], however, if` 6= p is prime and v lies over an `-adic prime of Q, then Γv = Z.

Our exposition will rely heavily on finite sets of primes of certain fields, there-

fore, to set notation we make the convention that if k is a finite extension of a number

field, a finite set of primes of k will be denoted with roman Sk or Tk, where the subscript

carries the obvious meaning. However, if k is an infinite extension of some number field,

then we will use script notation Sk or Tk for our sets of primes. When treating definitions

for fields which can either be number fields or Zp-fields, we will use the script notation

for finite sets of primes of the field.

Let K be either a number field or a Zp-field. By definition, the divisor group

of K is

DivK :=
⊕
v

finite

Γv · v.

Let S be a finite set of primes of K such that S ⊃ Sp, where Sp is the set of primes of K

which extend the p-adic valuation of Q. Let T be a finite set of primes of K satisfying

T ∩ S = ∅. The T -modified divisor group of K is then

DivK,T :=
⊕
v/∈T
finite

Γv · v.

The T -units of K are defined to be

K×T := {x ∈ K× : ordv(x) > 0 for all v ∈ T }.

There is a divisor map divK : K×T −→ DivK,T given by

divK(x) =
∑
v/∈T

ordv(x) · v,
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whose kernel is given by

UK,T := {x ∈ UK : ordv(x− 1) > 0 for all v ∈ T }.

The generalized ideal class group associated to K and T is

CK,T :=
DivK,T

divK(K×T )
,

which behaves well under finite extensions of K, namely, if M/K is a finite extension of

fields (either number fields or Zp-fields), and SK , TK are finite sets of primes of K with

SM , TM the corresponding primes of M extending those in SK and TK respectively, then

there is a natural injective homomorphism of abelian groups

DivK,SK −→ DivM,SM

v 7→
∑
w|v

e(w|v)w

where e(w|v) is the ramification index of w|v. This homomorphism descends to a map

of generalized ideal class groups

CK,TK −→ CM,TM , (3.3)

which, in general, is not injective.

Our interest will be in the p-part of CK,TK which we denote

JK,TK := CK,TK ⊗Z Zp.

If K is a Zp-field, the classical µ-invariant conjecture of Iwasawa states that if µK = 0

then

JK,TK ' (Qp/Zp)λK ,

where λK is the λK-invariant of Iwasawa theory. We will assume the vanishing of the

Iwasawa µ-invariant in our construction of our p-adic realizations.

If K is of CM-type, i.e. K is a Zp-field extension of a CM number field, then

K carries a unique complex conjugation automorphism, which we denote j. Under the
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action of j we can decompose the module JK,TK as

JK,TK = J−K,TK ⊕ J
+
K,TK ,

where J±K,TK =
(

1±j
2

)
JK,TK denotes the ±-eigenspace of JK,TK under the action of j.

In particular, j acts by −1 on J−K,TK , and therefore we can view J−K,TK ' JK,TK/(1 + j).

The last fact needed before defining our p-adic realizations is the following

Lemma 3.1. [15, Lemma 2.8] Let K be a Zp-field and T a finite, non-empty set of finite

primes in K disjoint from Sp. Then,

1. If µK = 0, then JK,T is a p-torsion, divisible, abelian group of finite local corank.

2. If K is of CM-type, p an odd prime, T j-invariant, and µK = 0, then J−K,T is a

p-torsion, divisible, abelian group of finite local corank.

3.2 p-adic Realizations of Abstract 1-Motives Associated

to Arithmetic Data

Let p be an odd prime, K a Zp-field, S a finite set of primes of K with S ⊃ Sp,
and T a finite set of finite primes of K satisfying T ∩ S = ∅. Assuming µK = 0 we

associate to the data (K,S, T ) the 1-motive

MS,T := [DivK(S r Sp)
δ−→ JK,T ].

From Lemma 3.1, JK,T is a torsion, divisible, abelian group of finite local corank, and

DivK(SrSp) is a free abelian group of finite rank #(SrSp). The group homomorphism

δ maps D ∈ DivK(S r Sp) to δ(D) := D̂ ⊗ 1 ∈ JK,T := CK,T ⊗Z Zp, where D̂ denotes

the class of the divisor D in CK,T . From (3.2) we have an exact sequence of Zp-modules

0 Tp(JK,T ) Tp(MS,T ) DivK(S r Sp)⊗Z Zp 0. (3.4)

The above construction applies to any Zp-field K. We will primarily be inter-

ested in the special case when K is the cyclotomic Zp-extension of a CM number field,

the constructions of which we briefly describe.

Let p be an odd prime and F/k a finite abelian extension of number fields of

Galois group G = Gal(F/k) where F is CM and k is totally real. Let µp∞ := µp∞(F )
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denote the set of p-power roots of unity in an algebraic closure F of F , and consider the

infinite extension F (µp∞)/F . This is a Galois extension with Gal(F (µp∞)/F ) ' ∆×ΓF ,

where ∆ is a finite group of order coprime to p, and ΓF ' (Zp,+). The cyclotomic

Zp-field of F , denoted F∞, is the subfield of F (µp∞) fixed by the action of ∆, therefore,

F∞/F is a Galois extension with Galois group ΓF := Gal(F∞/F ) ' (Zp,+). Since the

only closed subgroups of Zp are either {0} or pnZp for some n ∈ Z≥0, by infinite Galois

theory we have an infinite sequence of intermediate extensions of F∞/F . More precisely,

for any n ∈ Z≥0, if we let γ denote a topological generator of ΓF , there is a unique

intermediate field F ⊂ Fn ⊂ F∞ such that

i.) Γn := Gal(F∞/Fn) = 〈γpn〉

ii.) Fn/F is Galois with Galois group Gal(Fn/F ) = ΓF /Γn, in particular,[Fn : F ] = pn.

The extension F∞/k is Galois and we denote GF = Gal(F∞/k). The above is summarized

in the following field diagram

F∞

Fn

F

k

Γn

ΓF /Γn

ΓF

G

GF

With notation as above let S and T be finite sets of primes of k such that

S ⊃ Sp and T ∩ S = ∅. For n ∈ Z≥0, let Sn, Tn and Sn,p denote the sets of places of Fn

lying above those in S, T, and Sp, respectively. Let SF and TF denote the sets of places

of F∞ lying above those in S and T . Since Sn, Tn, and Sn,p are all ΓF /Γn-invariant we

have natural Zp[ΓF /Γn]-module structures on JFn,Tn and DivFn(SnrSn,p). The classical

Iwasawa algebra Λ := Zp[[ΓF ]] = lim←−n Zp[ΓF /Γn] maps surjectively onto Zp[ΓF /Γn] and

therefore JFn,Tn and DivFn(Sn r Sn,p) carry Λ-module structures. The natural maps

JFn,Tn −→ JFn+1,Tn+1 and DivFn(Sn r Sn,p) −→ DivFn+1(Sn+1 r Sn+1,p)
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are Λ-linear, hence we obtain natural Λ-module structures on

JF∞,TF ' lim−→
n

JFn,Tn and DivF∞(S r Sp) ' lim−→
n

DivFn(Sn r Sn,p).

In particular, the exact sequence of (3.4) is exact in the category of Λ-modules. Fur-

thermore, the GF -invariance of SF and TF make (3.4) exact in the category of Zp[[GF ]]-

modules. Lastly, since F is CM, and therefore F∞ is CM, and the sets SF , TF are

GF -invariant, and j-invariant (here j is the unique complex conjugation automorphism

of GF ), the exact sequence in (3.4) gives two exact sequences of Zp[[GF ]]-modules, namely

0 Tp(JK,T )± Tp(MS,T )± DivK(S r Sp)± ⊗Z Zp 0. (3.5)

3.2.1 Equivariant Main Conjecture in Iwasawa Theory

To the data (F/k, S) above we associated the G-equivariant L-function ΘF/k,S :

C −→ C[G] defined in Definition 1.8. For our purposes we introduce a modified version

of ΘF/k,S . Letting T be a finite set of primes of k such that T ∩S = ∅ and, if TF denotes

the set of primes of F lying above those in T , then F×TF is torsion free, the T -modified

G-equivariant L-function is defined as

Definition 3.4. Let (F/k, S, T ) be as above. The T -modified, S-imprimitive, G-

equivariant L-function associated to the data (F/k, S, T ) is ΘF/k,S,T : C → C[G] given

by

ΘF/k,S,T (s) := ΘF/k,S(s)δT (s)

where

δT (s) :=
∏
v∈T

(1−Nv1−sσ−1
v ),

is a holomorphic C[G]-valued function.

If T contains two primes of different residual characteristic then, for all m ∈
Z≥1, we have

ΘF/k,S,T (1−m) ∈ Z[G].

Our primary interest will be the case when m = 1.

If F∞/F is the cyclotomic Zp-extension of the CM field F , with GF = Gal(F∞/k),
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then for all n ∈ Z≥0 we can construct the equivariant L-function

ΘFn/k,SFn ,TFn
: C −→ C[Gal(Fn/k)].

If T is chosen to contain two primes of different residual characteristic, and m = 1, then

for all n ∈ Z≥0 we have

ΘFn/k,SFn ,TFn
(0) ∈ Z[Gal(Fn/k)] ⊂ Zp[Gal(Fn/k)].

Via Artin inflation, the ΘFn/k,SFn ,TFn
(0) form a coherent sequence in the equivariant

Iwasawa algebra Zp[[GF ]], whereby we denote the limit

Θ
(∞)
SF ,TF := Θ

(∞)
SF ,TF (0) := (ΘFn/k,SFn ,TFn

(0))n ∈ lim←−
n

Zp[Gal(Fn/k)] = Zp[[GF ]].

The equivariant main conjecture in Iwasawa theory, proved by Popescu and Greither, is

then given as follows

Theorem 3.2. [15, Theorem 5.6] For (F/k, S, T, p) as above, and assuming µF = 0, the

following equality of ideals in Zp[[GF ]]− holds

Fit0
Zp[[GF ]]−(Tp(MS,T )−) = (Θ

(∞)
S,T ).



Chapter 4

A Generalized Conjecture for

p-adic Realizations of Abstract

1-Motives

4.1 Fitting Ideals and Kurihara’s Conjecture

We give a brief exposition of Fitting ideals, a comprehensive treatment of Fit-

ting ideals can be found in [30]. Let R be a commutative Noetherian ring and M a

finitely presented R-module with presentation

Rm Rn M 0.
f

(4.1)

Choose bases of Rm and Rn so that the R-module homomorphism f is given by an n×m
matrix A. Associated to the presentation in (4.1) is an increasing stabilizing sequence

of ideals of R

Fit0
R(M) ⊆ Fit1

R(M) ⊆ . . . ⊆ Fitn−1
R (M) ⊆ FitnR(M) = R = R . . .

where FitiR(M) is the ith Fitting ideal of M , which is the ideal of R generated by

determinants of all (m − i) × (m − i) minors of the matrix A. The inclusive nature of

these ideals follows from elementary cofactor expansion. The definition of Fitting ideal

does not depend on the chosen presentation, nor does it depend on the chosen bases. The

following lemma is found in [26] and contains the properties of Fitting ideals relevant to

37
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this manuscript.

Lemma 4.1. Let M , M ′, and M ′′ be finitely presented R-modules, then the following

hold

i.) If M �M ′, then

Fit0
R(M) ⊂ Fit0

R(M ′).

ii.) If 0→M ′ →M →M ′′ → 0, then

Fit0
R(M ′)Fit0

R(M ′′) ⊂ Fit0
R(M).

iii.) If AnnR(M) = {r ∈ R : rM = 0} denotes the annihilator of M , then

Fit0
R(M) ⊂ AnnR(M).

For rings R which are principal ideal domains (PIDs), the following example

illustrates how Fitting ideals classify modules up to isomorphism.

Example 4. Suppose R is PID and M is a finitely generated R-module. From the

fundamental theorem of finitely generated modules over a PID, we have an isomorphism

M ' Rm ⊕R/a1R⊕R/a2R⊕ . . .⊕R/anR,

where a1|a2| . . . |an. In general, if m > 0, i.e. M is not torsion, then

FitiR(M) = 0

for all 0 ≤ i ≤ m. Therefore, in what follows we assume M is a finitely generated torsion

R-module, and therefore, by the fundamental theorem

M ' R/a1R⊕R/a2R⊕ . . .⊕R/anR,

where a1|a2| . . . |an.

Since the definition of Fitting ideals does not depend on the chosen presentation,

nor on the chosen bases, we let

Rn Rn M 0
f
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be the presentation of M such that the matrix A, corresponding to the R-module mor-

phism f , is diagonal

A =


a1

a2

. . .

an

 .

By definition, Fit0
R(M) is the ideal of R generated by all (n− 0)× (n− 0) minors of A.

Since there is only one such minor

Fit0
R(M) = (a1a2 . . . an).

Remark. Observe Fit0
R(M) ⊂ (an) = AnnR(M) illustrating the third property of lemma

4.1.

By definition, Fit1
R(M) is the ideal of R generated by all (n− 1)× (n− 1) minors of A,

consequently

Fit1
R(M) =

(
a1a2 . . . an

ai
: 1 ≤ i ≤ n

)
.

However, for any 1 ≤ i ≤ n

a1a2 . . . âi . . . an = a1a2 . . . an−1 ·
an
ai
,

where ·̂ denotes the omission of the ith term, and an
ai
∈ R due to the divisibility relations

amongst the invariant factors. Therefore,

Fit1
R(M) = (a1a2 . . . an−1).

Continuing in this manner, for all 0 ≤ i ≤ n− 1 we obtain

FitiR(M) = (a1a2 . . . an−i)

and for all i ≥ n
FitiR(M) = R.

Therefore, knowing the Fitting filtration of M over a PID R yields the invariant factors

of M and therefore determines the isomorphism class of M .

In general, if R is a commutative Noetherian ring with unit and M and N are
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two finitely presented R-modules such that, for all i ≥ 0

FitiR(M) = FitiR(N),

is it necessarily true that M and N are isomorphic as R-modules? Unfortunately, the

answer to this question is no in general. If all Fitting ideals of two R-modules M and N

are equal, then the two R-modules are said to be quasi-isomorphic, or pseudo-isomorphic,

denoted M ∼ N . Unfortunately, the converse to the above is false, namely, there exist

quasi-isomorphic R-modules whose Fitting ideals are not equal, as illustrated below.

Example 5. Let Λ = Zp[[T ]] be the classical one-variable Iwasawa algebra. Let m =

(p, T ) denote the unique maximal ideal of Λ and consider the two Λ-modules M = Λ/mΛ

and N = 0. Since M ' Fp, the finite field with p-elements, M and N are quasi-

isomorphic, denoted M ∼ N . However, computing Fitting ideals,

Fit0
Λ(M) = m 6= Λ,

whereas, for all i ≥ 0

FitiΛ(N) = Λ.

Therefore, quasi-isomorphism is not sufficient to ensure equality of Fitting ideals.

For the ring Λ the notion of quasi-isomorphism can be detected locally as given

by the following lemma

Lemma 4.2. Let X and Y be two finitely generated torsion Λ-modules, then the following

hold:

i.) X ∼ Y if and only if Xp ' Yp for all height one primes p ∈ Spec(Λ).

ii.) If ht(p) = 1, then Λp is a PID.

iii.) If M and N are finitely generated torsion R-modules where R is a PID, and

FitiR(M) = FitiR(N) for all i ≥ 0, then M ' N as R-modules.

In particular, if M and N are two finitely generated torsion Λ-modules such

that, for all i ≥ 0

FitiΛ(M) = FitiΛ(N),
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then, for all height one primes p ∈ Spec(Λ)

FitiΛp
(Mp) = FitiΛp

(Np)

and therefore, by property three of Lemma 4.2 (since Λp is a PID), we have

Mp ' Np,

hence by the first property of lemma 4.2

M ∼ N

as Λ-modules.

With the establishment of the definitions and properties of Fitting ideals, we

now formulate Kurihara’s conjecture. The original statement of the conjecture may be

found in [24], but for the reader’s convenience we recall the statement here. Let p > 2

be prime and χ an odd Dirichlet character of order coprime to p such that χ(p) 6= 1

and χ 6= ω where ω is the Teichmüller character. Let F := Qker(χ)
be the fixed field

determined by χ and let F∞/F be the cyclotomic Zp-extension of F with Galois group

ΓF . Setting Λχ := ΛχF = Zp(χ)[[Gal(F∞/F )]], the χ-component of the classical Iwasawa

module Xχ
F∞

over Λχ is given by

Xχ
F∞

= lim←−
n

(ClFn ⊗Z Zp)χ,

where the projective limit is taken with respect to the norm maps.

Conjecture 4.3 (Kurihara). Let r ∈ Z>0 and fix N > 0 large, then for any i ≥ 0

FitiΛχ/pNΛχ
(Xχ

F∞
/pNXχ

F∞
) = F i,

where F i is the ideal of Λχ generated by Θχ
F∞/Q(0) and δi1,...,ir(Θ

χ
L∞

(0)) where

(i.) L/Q ranges over all abelian fields satisfying L ∩ F∞ = F and

Gal(L/Q) ' Gal(F/Q)×Gal(L/F ),
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and

Gal(L/F ) ' Z/pNZ× . . .× Z/pNZ︸ ︷︷ ︸
r

(ii.) (i1, i2, . . . , ir) ranges over integers satisfying i1 + i2 + . . .+ ir ≤ i.

The case i = 1 was resolved by Kurihara using Euler systems methods, however, a full

proof of the conjecture was recently given by Popescu and Stone [41, Theorem 4.6] using

different methods.

4.2 Semi-nice Extensions and Homological Algebra

For our generalization of Kurihara’s conjecture to p-adic realizations of abstract

1-motives, we will be interested in certain classes of abelian extensions.

Definition 4.1. Let F/k be a finite abelian extension of number fields of Galois group

G such that F is CM and k is totally real. Let p > 2 be prime and j ∈ G the unique

complex conjugation automorphism of F , then the extension F/k is called semi-nice if

the following conditions hold

i.) Clk ⊗Z Zp = {1}.

ii.) j ∈ Gv for all v ∈ Sram(F/k) ∪ Sk,p.

We now establish some important homological algebra properties of finite Zp[G]-

modules M , where G is a finite abelian group, and use these properties to establish

relationships between our p-adic realizations of abstract 1-motives and modified Iwasawa

modules in semi-nice extensions. The ideas can be traced back to work of Popescu-

Greither found in [15].

Lemma 4.4. Let G be a finite abelian group and M a finite Zp[G]-module satisfying

pdZp[G]M ≤ 1. Let M∨ = HomZp(M,Qp/Zp) denote the Pontrjagin dual of M , made

into a G-module via the covariant G-action, (σ · f)(x) = f(σx) for all σ ∈ G, x ∈ M ,

and f ∈M∨. Then, for all i ≥ 0

FitiZp[G](M
∨) = FitZp[G](M).

Proof. Consider the exact sequence of Zp[G]-modules with trivial G-action,

0 Zp Qp Qp/Zp 0. (4.2)
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Applying the left exact functor ∗ 7→ HomZp(M, ∗) to (4.2), we get the long exact sequence

0 HomZp(M,Zp) HomZp(M,Qp) HomZp(M,Qp/Zp)

Ext1
Zp(M,Zp) Ext1

Zp(M,Qp) 0 · · ·
(4.3)

Since M is finite HomZp(M,Zp) = HomZp(M,Qp/Zp) = 0, and since Qp is a divisible

Zp-module, ExtZp(M,Qp) = 0, therefore, the long exact sequence in (4.3) becomes the

short exact sequence

0 HomZp(M,Qp/Zp) ExtZp(M,Zp) 0 (4.4)

showing that we have an isomorphism

M∨ ' Ext1
Zp(M,Zp). (4.5)

in the category of finite Zp[G]-modules. Since M is finite and pdZp[G]M ≤ 1, we have a

presentation

0 Zp[G]⊕n Zp[G]⊕n M 0.α (4.6)

Letting {e1, e2, . . . , en} be a basis for the left-most Zp[G]⊕n and {f1, f2, . . . , fn} a basis

for the middle Zp[G]⊕n in (4.6), set A = (aij) for the n× n matrix of α with respect to

these chosen bases where

α(ej) =
n∑
i=1

aijei.

Applying the contravariant functor ∗ 7→ HomZp(∗,Zp) to the sequence in (4.6) gives the

long exact sequence

0 HomZp(M,Zp) HomZp(Zp[G]⊕n,Zp) HomZp(Zp[G]⊕n,Zp)

Ext1
Zp(M,Zp) Ext1

Zp(Zp[G]⊕n,Zp) 0

α∗

(4.7)
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However, Zp[G]⊕n is a free Zp-module, and M is finite, therefore

Ext1
Zp(Zp[G]⊕n,Zp) = 0. and HomZp(M,Zp) = 0. (4.8)

Combining (4.5) and (4.8) with the long exact sequence in (4.7), and utilizing the canon-

ical Zp[G]-module isomorphism

HomZp(Zp[G]⊕n,Zp)
∼−→ HomZp[G](Zp[G]⊕n,Zp[G])

ϕ 7→ ϕ̃ : x 7→
∑
σ∈G

ϕ(σ−1x)σ,

we obtain the short exact sequence

0 HomZp[G](Zp[G],Zp[G])⊕n HomZp[G](Zp[G],Zp[G])⊕n

M∨ 0.

α∗

(4.9)

Using the notation

Zp[G]∗ = HomZp[G](Zp[G],Zp[G]),

the short exact sequence in (4.9) becomes

0 (Zp[G]∗)⊕n (Zp[G]∗)⊕n M∨ 0.α∗ (4.10)

We now compute the matrix for α∗ : (Zp[G]∗)⊕n → (Zp[G]∗)⊕n with respect to the dual

bases {f∗1 , f∗2 , . . . , f∗n} and {e∗1, e∗2, . . . , e∗n}, respectively.

By definition α∗(ϕ) = ϕ ◦ α for any ϕ ∈ HomZp[G](Zp[G]⊕n,Zp[G]), hence, for

fixed 1 ≤ i ≤ n

α∗(fi)(ej) = f∗i (α(ej))

= f∗i

(
n∑
i=1

aijfi

)
= aij .

Therefore, the ith column of the matrix associated to α∗ is the ith row of the matrix
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for α, consequently, the matrix for α∗ is AT . Since there is a one-to-one correspondence

between determinants of minors of A and AT , we have for all i ≥ 0

FitiZp[G](M
∨) = FitZp[G](M).

4.3 Linking Tp(MS,T )− and X−T

Let (F/k, S, T, p) be as above with G := Gal(F/k). We use the notations

CFn,T := (ClFm,T ⊗Z Zp)− and JT := lim−→
n

CFn,T .

From the definition of Tp(MS,T ) we have the short exact sequence

0 Tp(JT )− Tp(MS,T )− (Div(S r Sk,p)⊗Z Zp)− 0.

Since each of the above modules are Zp-free, applying the Zp-module functor ∗ 7→
HomZp(∗,Zp) gives the short exact sequence

0 ((Div(S r Sk,p)⊗Z Zp)−)∗ (Tp(MS,T )−)∗ (Tp(JT )−)∗ 0 .

From here we obtain the following two lemmas

Lemma 4.5. If j ∈ Gv for all v ∈ Sram r Sk,p and µ = 0, then Tp(MS,T )− ' Tp(JT )−.

Proof. For any v ∈ Sram r Sk,p fix some w(v)|v in F∞, then

(Div(S r Sk,p)⊗Z Zp)− =
⊕

v∈SrSk,p

Zp[[GF ]]−w(v)

=
⊕

v∈SrSk,p

Zp[[GF /GF,v]]−w(v)

however, by assumption j ∈ GF,v for all v ∈ S r Sk,p, and therefore j simultaneously

acts via +1 and −1 on (Div(S r Sk,p)⊗Z Zp)−, therefore (Div(S r Sk,p)⊗Z Zp)− = {0}.
From the fundamental exact sequence above, we obtain the result

Tp(MS,T )− ' Tp(JT )−.

Lemma 4.6. If j ∈ Gv for all v ∈ Sk,p and µ = 0, then Tp(JT )− ' X−T .
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Proof. Let Γ = 〈γ〉 and set γn = γp
n

which is a generator of Gal(F∞/Fn). We always

have the exact sequence

X−T X−T CFn,T 0
1−γn

(4.11)

however, since X−T has no nonzero finite submodules, (4.11) is actually a short exact

sequence

0 X−T X−T CFn,T 0
1−γn

(4.12)

Taking Zp-module duals of (4.12) we obtain

0 C∗Fn,T (X−T )∗ (X−T )∗ Ext1
Zp(CFn,T ,Zp) 0

(1−γn)∗
(4.13)

where Ext1
Zp(X

−
T ,Zp) = 0 since we are assuming µ = 0. Moreover, CFn,T is finite,

therefore, C∗Fn,T = 0, hence (4.13) gives the short exact sequence

0 (X−T )∗ (X−T )∗ Ext1
Zp(CFn,T ,Zp) 0.

(1−γn)∗
(4.14)

In (4.5) we have the isomorphism

Ext1
Zp(CFn,T ,Zp) ' C

∨
Fn,T , (4.15)

therefore, combining (4.14) and (4.15)

(X−T )∗/(1− γn)∗(X−T )∗ ' C∨Fn,T ,

and therefore,

lim←−
n

(X−T )∗/(1− γn)∗(X−T )∗ ' lim←−
n

C∨Fn,T . (4.16)

However, consider the diagram

0 (X−T )∗ (X−T )∗ (X−T )∗/(1− γn+1)∗(X−T )∗ 0

0 (X−T )∗ (X−T )∗ (X−T )∗/(1− γn)∗(X−T )∗ 0

(1−γn+1)∗

(1−γn)∗

where the map (X−T )∗ → (X−T )∗ is given by multiplication by 1−γn+1

1−γn . Since 1−γn+1

1−γn ∈ mn
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where m = (p, γ) ⊂ Λ is the maximal ideal, taking projective limits and using ∩n≥0m
n =

0 gives

(X−T )∗ ' lim←−
n

(X−T )∗/(1− γn)∗(X−T )∗,

hence

(X−T )∗ ' lim←−
n

(X−T )∗/(1− γn)∗(X−T )∗ ' lim←−
n

C∨Fn,T . (4.17)

From the definition of the p-adic realization of 1-motives we have

Tp(JT )∗ = HomZp(JT ,Qp/Zp)

= HomZp(lim−→
n

CFn,T ,Qp/Zp)

' lim←−
n

HomZp(CFn,T ,Qp/Zp)

= lim←−
n

C∨Fn,T , (4.18)

therefore, combining (4.17) and (4.18) we obtain the isomorphism

(Tp(JT )−)∗ ' (X−T )∗.

Since the Zp-module duals are isomorphic, taking the second Zp-module dual yields the

desired isomorphism

Tp(JT )− ' X−T .

Corollary 4.7. If j ∈ Gv for all v ∈ Sram ∪ Sk,p and µ = 0, then

Tp(MS,T )− ' Tp(JT )− ' X−T .

Proof. This is simply a combination of lemmas 4.5 and 4.6 above.

Since Tp(MSF ,TF )− is finitely presented, consider the presentation

0 Zp[[GF ]]⊕n Zp[[GF ]]⊕n Tp(MSF ,TF )− 0
ϕ

where bases are chosen so that the determinant of the matrix representing ϕ is Θ
(∞)
S,T (0).
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Taking Γm-coinvariants gives the sequence

0
⊕n

i=1 Zp[[GF ]]−
Γpm

fi
⊕n

i=1 Zp[[GF ]]−
Γpm

vi (ClFm,T ⊗Z Zp)− 0
ϕ

where the fi and vi are chosen such that the determinant of ϕ is ΘSm,Tm(0), the classes

of the vi generate (ClFm,T ⊗Z Zp)−, and such that the inclusion

n⊕
i=1

Zp[[GF ]]−
Γpm

fi →
n⊕
i=1

Zp[[GF ]]−
Γpm

vi,

is the divisor map div : (Fm,T⊗ZZp)− → DivFm,T . Alternatively, one can see the elements

f1, . . . , fn as those elements of Fm whose divisors are supported on v1, . . . , vm.

4.4 Totally Ramified Extensions

Let p > 2 be a prime, F/k an abelian extension where F is CM and k totally

real, and fix some large positive integer N > 0. We prove the existence of finite primes

λ of k and cyclic extensions of k with prescribed ramification in the following lemma.

Lemma 4.8. Let (F, k, p) be as above and let hk,p := #(Clk ⊗Z Zp). If hk,p = 1 then

there exist infinitely many finite primes λ of k with associated cyclic extensions k(λ)∗/k

satisfying

i.) Gal(k(λ)∗/k) ' Z/pNZ.

ii.) k(λ)∗/k is totally ramified at λ and contains no unramified subextensions.

iii.) k(λ)∗/k and F/k are linearly disjoint.

Proof. Consider the extensions

M = k(µpN , (O×k )1/pN )

K = k(µpN )

k

The Tchebotarev density theorem applied to the Galois extension MF/k, as-

serts the existence of infinitely many unramified primes of k which split completely in



49

MF . Let λ be a finite unramified prime of k which splits completely in MF/k, and

denote λ′ and λ′′ primes above λ in K and M , respectively. Furthermore, denote Uλ and

κ(λ) the units and residue field associated to λ, respectively. Since λ splits completely

in M/k the completions satisfy Mλ′′ = Kλ′ = kλ. Since Mλ′′ = kλ(µpN ,O×
1/pN

k ) and

Kλ′ = kλ(µpN ) we see µpN ⊂ Uλ ⊂ kλ and O×1/pN

k ⊂ Uλ ⊂ kλ. Letting ` denote the

prime of Q lying below λ and using that λ splits completely in M/k we have ` 6= p.

Since µpN ⊂ κ(λ) and U (1)
λ is an `-group, the decomposition Uλ = κ(λ)× × U (1)

λ shows

µpN ⊂ κ(λ)×. Since κ(λ)× is cyclic and contains µpN , it must contain a unique subgroup

of order pN . Since ` 6= p and U (1)
λ is an `-group, the multiplication by pN map is an

automorphism of U (1)
λ , whereby

Up
N

λ ' κ(λ)×
pN × U (1)

λ .

The inclusion O×k ⊂ U
pN

λ provides a natural surjection

Uλ/U
(1)
λ O

×
k � Uλ/U

(1)
λ U

pN

λ = κ(λ)×/κ(λ)×
pN

.

Furthermore, since κ(λ)×/κ(λ)×
pN

is a p-group, we have a surjection at the level of

p-primary parts

(Uλ/U
(1)
λ O

×
k )⊗Z Zp � κ(λ)×/κ(λ)×

pN

,

and since κ(λ)×/κ(λ)×
pN

contains a unique subgroup of order pN , the same holds true

for (Uλ/U
(1)
λ O

×
k )⊗Z Zp.

Consider the short exact sequence

0
k×
∏
v Uv

k×
(∏

v 6=λ Uv×U
(1)
λ

) Jk

k×
(∏

v 6=λ Uv×U
(1)
λ

) Jk
k×
∏
v Uv

0 (4.19)

where
Jk

k×
∏
v Uv

' Clk

and
Jk

k×
(∏

v 6=λ Uv × U
(1)
λ

) ' Clk,T

are the ideal class group of k and ray class group of k of conductor T := {λ}, respectively.
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We denote by k(λ) the ray class field of k of conductor T so that

Clk,T '
Jk

k×(
∏
v 6=λ Uv × U

(1)
λ )
' Gal(k(λ)/k).

In (4.19) we have

k×
∏
v Uv

k×
(∏

v 6=λ Uv × U
(1)
λ

) ' Uλ
k×(U (1)

λ ×
∏
v 6=λ Uv) ∩ Uλ

' Uλ
U (1)
λ O

×
k

.

Therefore, (4.19) becomes

0 Uλ
U(1)
λ O

×
k

Clk,T Clk 0. (4.20)

Applying the the functor ∗ 7→ ∗ ⊗Z Zp to (4.20) gives the short exact sequence

0

(
Uλ

U(1)
λ O

×
k

)
⊗Z Zp Clk,T ⊗Z Zp Clk ⊗Z Zp 0, (4.21)

whose accompanying field diagram is

k(λ)(p)

H
(p)
k

k

(Uλ/U
(1)
λ O

×
k )⊗ZZp

Clk⊗ZZp

Clk,T⊗ZZp

where k(λ)(p) is the fixed field of k(λ) by the non-p-part of Clk,T and H
(p)
k is the p-

Hilbert class field of k. The assumption hk,p = 1 ensures the cyclic quotient group

κ(λ)×/κ(λ)×
pN

contains a subgroup of order at least pN . Without the assumption, the

global units O×k could potentially reduce the order of our desired cyclic subgroup to a

power of p which is less that N . Since (Uλ/U
(1)
λ O

×
k )⊗Z Zp contains a cyclic subgroup of

order pN , we let k(λ)∗ denote the subfield of k(λ) such that Gal(k(λ)∗/k) ' Z/pNZ. We

therefore see that the chosen λ of k satisfies the desired properties.
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4.5 Tchebotarev Density Constructions

The Tchebotarev density theorem will play a key role in this section, therefore

we recall its statement for a general Galois extension K/k.

Theorem 4.9 (Tchebotarev Density). Let K/k be a finite Galois extension with

G = Gal(K/k) and let C ⊂ G be a conjugacy class in G. Then, the set of unrami-

fied primes p ⊂ Ok satisfying Cp = C has density |C||G| . Here Cp = [FrobP] denotes the

G-conjugacy class of FrobP for some (any) P|p.

Lemma 4.10. Let A/B/C be a triple of Galois extension of number fields with

G := Gal(A/C) and H = Gal(A/B) E G. For any h ∈ H, there exist infinitely many

primes λA in A such that FrobλA = h where FrobλA ∈ G.

Proof. Let h ∈ H and let Ch denote the G-conjugacy class of h in G. The Tchebotarev

density theorem applied to the Galois extension A/C gives infinitely many primes λ′A

of A such that [Frobλ′A ] = Ch. Let σ ∈ G satisfy σFrobλ′Aσ
−1 = h, and observe that

σFrobλ′Aσ
−1 ∈ H, since H E G. Applying lemma 1.3 we see Frobσλ′A = σFrobλ′Aσ

−1,

and σλ′A is a prime of A in the same G-orbit as λ′A. Therefore, letting λA := σλ′A we see

FrobλA = Frobσλ′A = σFrobλAσ
−1 = h.

We now apply lemma 4.10 to the following field diagram of Galois extensions

of number fields
K

H M

E

B

where E is a CM extension of the totally real B, H is the Hilbert class field of E , and H/E
and M/E are linearly disjoint. We set K = HM and assume K/B is Galois. Via Galois

restriction we identify Gal(K/M) = Gal(H/E). If σ ∈ Gal(H/E) we let σ̃ ∈ Gal(K/M)

denote its unique lift. Let ClE denote the ideal class group of E , then the Artin map of
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class field theory gives a Gal(E/B)-equivariant isomorphism

ρ : ClE −→ Gal(H/E).

For any ideal class ĉ ∈ ClE let σc := ρ(c), where σc is the product of the Frobenii

associated to the fractional ideal c representing the class ĉ. We lift σc to σ̃c ∈ Gal(K/M)

via Galois restriction. The Tchebotarev density theorem, applied to the extension K/B,

ensures the infinitude of unramified primes P of K satisfying [FrobP] = [σc], where

[·] denotes Gal(K/B)-conjugacy classes. Let P′ be such an unramified prime. Since

Gal(K/M) E Gal(K/B), we can choose a prime P of K such that [FrobP] = [FrobP′ ]

and FrobP = σ̃c as elements. Let p := P ∩ B be the prime of B lying below P. Since

σc ∈ Gal(K/M) we have

resM(FrobP) = id,

and therefore p splits completely inM/B. Furthermore, if p′ is a prime of H lying below

P, then

resH(FrobP) = Frobp′ = σc,

but Frobp′ = ρ(p), therefore

ρ(c) = σc = Frobp′ = ρ(p),

and therefore, from bijectivity of ρ, ĉ = p̂ as ideal classes. Consequently, the linear

disjointness of the above Galois extensions facilitated the construction of a prime p of E
which splits completely in M/E and whose ideal class is equivalent to a pre-determined

class ĉ. Let p̃ := p ∩ B be the prime of B lying below p. From section 4.4, there is a

cyclic extension Bp̃/B which is totally ramified at p̃, and which contains no unramified

subextensions.

Let ĉ1, . . . , ĉr be given ideal classes of ClE and suppose p1, . . . , pr−1 are primes

of B such that for each 1 ≤ k ≤ r − 1,

i.) pk splits completely in MBp1...pk−1
/B

ii.) p̂k = ĉk as ideal classes.

where the subscript p1 . . . pk−1 denotes the compositum with the field

Bp1...pk−1
= Bp1 . . .Bpk−1

.
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To construct the prime pr satisfying

i.) pr splits completely in MBp1...pr−1/B

ii.) p̂r = ĉr as ideal classes,

we consider the diagram

Kp1...pr−1

Hp1...pr−1 Mp1...pr−1

Ep1...pr−1

B

and apply the Tchebotarev density theorem to Kp1...pr−1/B to obtain an unramified

prime Pr of Kp1...pr−1 such that, if ρ(cr) = σcr with σ̃cr ∈ Gal(Kp1...pr−1/Mp1...pr−1), then

FrobPr = σ̃cr as elements. Letting pr := Pr ∩ B

resMp1...pr−1
(FrobPr) = id,

and therefore pr splits completely in both Bp1...pr−1/B and M/B. Since Bp1...pr−1/B is

totally ramified at pk for all 1 ≤ k ≤ r − 1, the complete splitting of pr in Bp1...pr−1

ensures pr is distinct from p1, . . . , pr−1. Furthermore, if p′r denotes a prime of Hp1...pr−1

lying below Pr, then

ρ(cr) = σcr = Frobp′r = ρ(pr),

hence ĉr = p̂r as ideal classes.

The specific Frobenius conditions of splitting and equality of ideal classes as-

sociated to the primes p1, . . . , pr are specific to our desired situation. However, one

could just as easily impose different Frobenius conditions on the p1, . . . , pr since the

linear disjointness of the above extensions would ensure that the various conditions are

simultaneously satisfied. We will impose different Frobenius conditions on primes lying

in certain extensions, however, the argument that these conditions are simultaneously

satisfied is the same as above.
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4.5.1 Specific Tchebotarev Conditions

Let p > 2 be a prime and let L/k be a finite abelian extension of number fields

where k is totally real, L is CM, and G′ := Gal(L/k) = ∆×P where ∆ has order coprime

to p and P is the p-primary component of G′. We are particularly interested in the case

when L is a layer in the cyclotomic Zp-extension of an abelian CM extension field F

over k. Let S ⊃ Sram(L/k) ∪ Sk,p ∪ S∞ and T a finite set of finite primes of k such that

T ∩ S = ∅ and L×TL is torsion free. We let Gm := Gal(L/k) where the subscript m is

suggestive that L = Fm, the m-th layer in the cyclotomic Zp-extension of F .

Let r ∈ Z≥1 and fix N > 0, and consider ideal classes v̂1, . . . , v̂r ∈ (ClL,T⊗ZZp)−

and elements f̂1, . . . , f̂r ∈ (L×T /L
×pN
T )− as in section 4.3 above. For each i = 1, 2, . . . , r,

let fi be a lift of f̂i to (L×T )−, and set F = {(fσi )1/pN : i = 1, 2, . . . , r, for all σ ∈ G′},
with F̂ denoting reduction of F under the projection (L×T )− → (L×T /L

×pN
T )−.

Lemma 4.11. The set F̂ forms a Z/pNZ-linearly independent subset of (L×T /L
×pN
T )−.

Proof of Lemma 4.11. Suppose f̂1
α1
f̂2
α2
. . . f̂n

αn
= 1̂, and lift this relation to (L×T )− so

that there is a g ∈ (L×T )− with fα1
1 fα2

2 . . . fαnn = gp
N

. Applying the divisor map yields

n∑
i=1

αidiv(fi) = pNdiv(g),

and therefore pNdiv(g) ∈
⊕n

i=1 Zp[Gm]−vi so that div(g) ∈
⊕n

i=1 Zp[Gm]−vi, and there-

fore g ∈ (L×T ⊗Z Zp)−, so

g = fβ1
1 fβ2

2 . . . fβnn .

Therefore,

gp
N

= fp
Nβ1

1 fp
Nβ2

2 . . . fp
Nβn
n = fα1

1 fα2
2 . . . fαnn ,

and by uniqueness, αi = pNβi for all 1 ≤ i ≤ n, whereby α̂i = 0̂, giving the desired linear

independence.

For each σ ∈ G′ and 1 ≤ i ≤ r we have extensions L(µpN , (f
σ
i )1/pN )/L(µpN ),

such that L(µpN ,F) is the compositum of all of these extensions. The linear inde-

pendence of the set F ensures that these intermediate extensions are all linearly dis-

joint, and therefore, we can apply our general Tchebotarev argument to the extensions

L(µpN ,F)/L(µpN , (f
σ
i )1/pN )/L(µpN ) for all σ ∈ G and 1 ≤ i ≤ r.
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We aim to show the existence of finite primes λ1, . . . , λr of L, which satisfy

certain Frobenius conditions. We utilize the same subscript notation as in 4.6.1 to

denote composita of fields with totally ramified fields constructed from the λi.

Proposition 4.12. With (L/k, S, T, p) as above and r ∈ Z≥1, there exist primes

λ1, λ2, . . . , λr of L satisfying the following

1. For each 1 ≤ i ≤ r, if λ̃i := λi ∩ k, then λ̃i splits completely in L(µpN )λ1...λi−1
.

2. For each 1 ≤ i ≤ r, we have λ̂i = v̂i as elements of (ClL,T ⊗Z Zp)−.

3. For each 1 ≤ i ≤ r, the prime λ̃i is inert in L(µpN , (f
e
i )1/pN )λ1...λi−1

/L(µpN )λ1...λi−1

and splits completely in L(µpN , (f
τ
k )1/pN )λ1...λi−1

/L(µpN )λ1...λi−1
for all 1 ≤ k ≤ r

with k 6= i and for all e 6= τ ∈ G′.

The proof of the proposition will proceed by induction on the number of primes.

Proof of Proposition 4.12. To construct the prime λ1 we consider the following field di-

agram

HL(µpN ,O×
1/pN

k ) Hp,∗
L (µpN ,O×

1/pN

k ,F)

Hp,∗
L (µpN ) L(µpN ,O×

1/pN

k ) L(µpN ,O×
1/pN

k ,F)

Hp,∗
L L(µpN ) L(µpN ,F)

L

k

L

H

L

H

L

E

H

G′

G′N

where Hp,∗
L is the subfield of the T -ray class field of L such that H := Gal(Hp,∗

L /L) =

(ClL,T ⊗Z Zp)−. The superscript ·∗ denotes the need to pass to the non-Teichmüller
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component of H in order to ensure disjointness of the extensions Hp,∗
L (µpN )/L(µpN )

and L(µpN ,O×
1/pN

k )/L(µpN ). If eω(ClL,T ⊗Z Zp)− = {0}, then we would not need to

restrict to the non-Teichmüller component.

Step 1: We first justify the labeling of Galois groups in the above diagram by showing

the linearly disjointness of the associated extensions. Let j ∈ G′ denote the unique

complex conjugation automorphism of L, and let G′N := Gal(L(µpN )/k). Then j acts on

Gal(L(µpN )/L) via lift and conjugation, i.e., considering the exact sequence

1 Gal(L(µpN )/L) G′N G′ 1

we lift j ∈ G′ to j̃ ∈ G′N , and set

j · σ := j̃σj̃−1,

for any σ ∈ Gal(L(µpN )/L). However, since G′N is abelian, we have j · σ = 1 for all

σ ∈ Gal(L(µpN )/L), i.e. Gal(L(µpN )/L) lives on the +-eigenspace for the action of

j. However, by definition of (ClL,T ⊗Z Zp)−, the action of j is by −1. Therefore, the

extensions Hp,∗
L /L and L(µpN )/L are linearly disjoint. We let Hp,∗

L (µpN ) := Hp,∗
L L(µpN )

and identify

Gal(Hp,∗
L (µpN )/L(µpN ))

∼−−→H ,

via Galois restriction.

The two extensions L(µpN ,O×
1/pN

k )/L(µpN ) and L(µpN ,F)/L(µpN ) are Kum-

mer extensions, and therefore come endowed with perfectG′N -equivariant pairings, namely

Gal(L(µpN ,O×
1/pN

k )/L(µpN ))×O×k /(O
×
k ∩ L(µpN )×

pN

) −→ µpN ,

and

Gal(L(µpN ,F)/L(µpN ))× 〈F〉/(〈F〉 ∩ L(µpN )×
pN

) −→ µpN .

The above pairings give isomorphisms

Gal(L(µpN ,O×
1/pN

k )/L(µpN )) ' Hom(O×k /(O
×
k ∩ L(µpN )×

pN

), µpN )
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and

Gal(L(µpN ,F)/L(µpN )) ' Hom(〈F〉/(〈F〉 ∩ L(µpN )×
pN

), µpN ),

respectively. Writing G′N = ∆′N × P ′N , where the order of ∆′N is coprime to p > 2 and

P ′N is the p-primary component of Gal(L(µpN )/k), we have a natural action of ∆′N on

each Hom-set above, namely

(δ · f)(x) := δf(δ−1x),

for all δ ∈ ∆′N , and f and x in the respective Hom-sets above. However, since any δ ∈ ∆′N

fixes k, and therefore Ok, we see that ∆′N acts on Hom(O×k /(O
×
k ∩L(µpN )×

pN

), µpN ) by

(δ · f)(x) = δf(x) = ω(δ)f(x),

where ω : ∆′N −→ Z×p is the Techmüller character associated to ∆′N . Furthermore, the

action of jN ∈ ∆′N on Hom(〈F〉/(〈F〉 ∩ L(µpN )×
pN

), µpN ) is given by

(jN · f)(x) = jNf(jNx) = ω(jN )f(−x) = −f(−x) = f(x),

and therefore, jN acts as +1 on Hom(〈F〉/(〈F〉 ∩ L(µpN )×
pN

), µpN ) and acts as −1 on

Hom(O×k /(O
×
k ∩L(µpN )×

pN

), µpN ), therefore, the two extensions L(µpN ,O×
1/pN

k )/L(µpN )

and L(µpN ,F)/L(µpN ) are linearly disjoint. As before, we let

L(µpN ,O×
1/pN

k ,F) := L(µpN ,F)L(µpN ,O×
1/pN

k )

denote the compositum of the two extensions, and identify

Gal(L(µpN ,O×
1/pN

k ,F)/L(µpN ,O×
1/pN

k ))
∼−−→ L

via Galois restriction.

Let G := Gal(Hp,∗
L (µpN ,O×

1/pN

k ,F)/k) and choose a prime L1 in

Hp,∗
L (µpN ,O×

1/pN

k ,F) whose Frobenius σL1 satisfies the following

• σL1 = σv1 where σv1 is the Frobenius associated to the ideal class v̂1 via the Artin

map.

• resL(µ
pN

)(L1) = id.
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• 〈res
L(µ

pN
,(fe1 )1/pN )

(L1)〉 = Gal(L(µpN , (f
e
1 )1/pN )/L(µpN ))

• res
L(µ

pN
,(fσi )1/pN )

(L1) = id for all 2 ≤ i ≤ r and e 6= σ ∈ G′.

Since the extensions in question are all linearly independent, the Frobenius conditions

are satisfied simultaneously. We then let λ1 := L ∩ L1, and λ̃1 = k ∩ L1 and observe

that λ̃1 splits completely in L(µpN ) since its Frobenius is trivial. Moreover, λ̂1 = v̂1 as

was shown in our general situation in 4.6.1. To show the third condition we consider the

diagram

L(µpN ,F)

L(µpN , (f
e
1 )1/pN ) C(e 6= σ ∈ G′, 2 ≤ i ≤ r)

L(µpN )

k

where

C(e 6= σ ∈ G′, 2 ≤ i ≤ r) :=
∏

e 6=σ∈G′
2≤i≤r

L(µpN , (f
σ
i )1/pN ),

denotes the compositum. We now apply the argument in 4.6.1 with the above Frobenius

conditions.

Inductive Step: We now give the inductive step in the construction of the λi.

Suppose λ1, λ2, . . . , λi−1 have been constructed. We therefore have linearly independent,

totally ramified cyclic extensions k(λ1)∗, . . . , k(λi−1)∗ of k of order pN . Letting

• K := Hp,∗
L (µpN ,O×

1/pN

k ,F)λ1...λi−1

• H = (Hp,∗
L )λ1...λi−1

• M = L(µpN ,O×
1/pN

k )λ1...λi−1

• E = L(µpN )λ1...λi−1

• B = k
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we apply the argument in 4.6.1 to obtain the desired Frobenius conditions, namely,

choose a prime Li of K whose Frobenius σLi satisfies

• σLi = σvi where σvi is the Frobenius associated to the ideal class v̂i via the Artin

map.

• resL(µ
pN

)λ1...λi−1
(Li) = id

• 〈res
L(µ

pN
,(fei )1/pN )

(Li)〉 = Gal(L(µpN , (f
e
i )1/pN )/L(µpN ))

• res
L(µ

pN
,(fσj )1/pN )

(Li) = id for all 2 ≤ j 6= i ≤ r and e 6= σ ∈ G′.

It is important (for linear disjointness considerations) to ensure that for all 1 ≤ i ≤ r the

primes Li do not divide primes in S, T, or primes dividing the fj for all 1 ≤ j ≤ r. This

can be achieved since these sets are all finite and the Tchbotarev density theorem asserts

the existence of infinitely many primes satisfying certain conjugacy conditions. Letting

λi := L∩Li and λ̃i = k∩Li we observe that λ̃i splits completely in L(µpN )λ1...λi−1
hence

λi splits completely in L(µpN ) and is distinct from λ1, . . . , λi−1. Utilizing the general

situation in 4.6.1 we have λ̂i = v̂i. Finally, considering the diagram

L(µpN ,F)λ1...λi−1

L(µpN , (f
e
i )1/pN )λ1...λi−1

C(e 6= σ ∈ G′, 2 ≤ j ≤ r)λ1...λi−1

L(µpN )λ1...λi−1

k

and using the general argument in 4.6.1 we obtain the desired Frobenius conditions on

Li.

With the Tchebotarev conditions satisfied, we can now state and prove a large

portion of the generalized conjecture.
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4.6 The Generalized Conjecture and Proof Under Addi-

tional Conditions

Let p > 2 be a prime, r ∈ Z≥1, and N > 0 some large fixed positive integer.

Let F/k be a finite abelian extension of number fields of Galois group G where F is CM

and k is totally real. Let F∞/F denote the cyclotomic Zp-extension of F with Galois

group denoted ΓF and let GF = Gal(F∞/k). Let L0/k be a finite abelian extension of

number fields with G0 := Gal(L0/k), such that L0/k satisfies the following

(i.) L0/k contains no unramified subextensions

(ii.) G0 = Z/pNZ× . . .× Z/pNZ︸ ︷︷ ︸
r

with fixed generators G0 = 〈σ1〉 × 〈σ2〉 × . . .× 〈σr〉.

(iii.) L0/k is linearly disjoint from F∞/k.

Let L = L0F denote the compositum of L0 and F , and let L∞/L denote the cyclotomic

Zp-extension of L with Galois group denoted ΓL and let GL = Gal(L∞/k). Let Sk and

Tk denote finite sets of primes of k such that Sk ⊃ Sram(L0/k) ∪ Sk,p and Tk ∩ Sk = ∅,

where Sram(L0/k) denotes the set of primes of k which ramify in L0, and Sk,p denotes

the set of primes of k lying above the p-adic valuation of Qp. Let SL (resp. TL) denote

the set(s) of primes of L∞ lying above Sk (resp. Tk). Since L0/k is linearly disjoint

from F∞/k we identify Gal(L/F ) and Gal(L∞/F∞) with G0 via Galois restriction. The

underlying field diagram of interest is

F∞ L∞

F L

k L0.

G0

G0

ΓF ΓL

G

G0

Associated to the data (F∞/k,SF , TF ) and (L∞/k,SL, TL) we have the p-adic realizations

of abstract 1-motives Tp(MSL,TL)− and Tp(MSF ,TF )−. Since Sk, Tk consist of primes of

k, and Sk ⊃ Sram(L0/k), we have SL ⊃ Sram(L∞/F∞) and SL, TL are G0-invariant. The

generalized conjecture is then stated as follows

Conjecture 4.13. Let (F/k, S, T, p, r) be as above with F/k a semi-nice extension, and
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fix N > 0 a large positive integer. If µ = 0, then for any i ≥ 0

FitiZp[[GF ]]−/pNZp[[GF ]]−
(
Tp(MSF ,TF )−/pNTp(MSF ,TF )−

)
= F i,

where F i is the Zp[[GF ]]−-ideal generated by ΘF∞/k(0) and δi1,...,ir(ΘL∞/k(0)) where

i.) L ranges over all abelian fields such that L ∩ F∞ = F and

Gal(L/k) ' Z/pNZ× . . .× Z/pNZ︸ ︷︷ ︸
r

,

ii.) (i1, i2, . . . , ir) ranges over integers satisfying i1 + . . .+ ir ≤ i.

It should be mentioned that one inclusion of conjecture 4.13 holds only under the µ = 0

assumption.

Theorem 4.14. Let (F/k, S, T, p) be as in chapter 3. If µ = 0, then for all i ≥ 0

F i ⊆ FitiZp[[GF ]]−/pNZp[[GF ]]−
(
Tp(MSF ,TF )−/pNTp(MSF ,TF )−

)
,

where F i is given in conjecture 4.13.

Proof of Theorem 4.14. We have a natural morphism of 1-motives, MSF ,TF →MSL,TL ,

which induces a natural Zp-module homomorphism Tp(MSF ,TF ) −→ Tp(MSL,TL)G0 .

Considering the minus-parts of the above p-adic realizations, and invoking [15, Prop.

4.2], we have a Zp-module isomorphism

Tp(MSF ,TF )− ' (Tp(MSL,TL)−)G0 . (4.22)

Furthermore, since Tp(MSL,TL)− is G0-cohomologically trivial [15, Thm 4.6]

Tp(MSL,TL)−G0
' Tp(MSF ,TF )−, (4.23)

and therefore, combining (4.22) and (4.23), we obtain a Zp-module isomorphism

(Tp(MSL,TL)−)G0 ' (Tp(MSL,TL)−)G0 .

Let ΛF := Zp[[GF ]] ' Zp[G][[ΓF ]] and ΛL := Zp[[GL]] so that the linear disjointness of

L0/k and F∞/k gives ΛL = ΛF [G0]. We let Λ−F := Zp[G]−[[ΓF ]] and Λ−L := Λ−F [G0].
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Corresponding to our choice of generators G0 ' 〈σ1〉 × . . . × 〈σr〉 is the canonical iso-

morphism

ΛL −→
ΛF [S1, . . . , Sr]

〈(Si + 1)pN − 1 : i = 1, . . . , r〉
(4.24)

σi 7→ Ŝi + 1.

Consider the augmentation exact sequence

0 IG0 Λ−L Λ−F 0
aug

(4.25)

where aug is the augmentation map and I(G0) := 〈σ − 1 : σ ∈ G0〉 is the augmentation

ideal of G0. View Λ−F in Λ−L via aug|ΛF = id so that there is a splitting Λ−L ' Λ−F ⊕I(G0).

The finite generatedness of the Λ−F -module (Tp(MSL,TL)−)G0 , along with sequence (4.25)

combine to give the diagram

0

0 Y (Λ−F )⊕n (Tp(MSL,TL)−)G0 0

0 π−1(Y ) (Λ−L )⊕n

I(G0)⊕n

0

π=aug⊕n

where π−1(Y ) = Y ⊕ I(G0)⊕n, and the sequence

0 π−1(Y ) (Λ−L )⊕n (Tp(MSL,TL)−)G0 0 (4.26)

is exact. Applying the second property of Lemma 4.1 to (4.26)

Fit0
Λ−L

((Tp(MSL,TL)−)G0) ⊂
n∑
i=0

Fiti
Λ−F

((Tp(MSL,TL)−)G0)I(G0)i. (4.27)
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The first property of Lemma 4.1 applied to the G0-coinvariants surjection

Tp(MSL,TL)− � (Tp(MSL,TL)−)G0

gives

Fit0
Λ−L

((Tp(MSL,TL)−)) ⊂ Fit0
Λ−L

((Tp(MSL,TL)−)G0), (4.28)

and therefore, combining (4.27) and (4.28)

Fit0
Λ−L

((Tp(MSL,TL)−)) ⊂
n∑
i=0

Fiti
Λ−F

((Tp(MSL,TL)−)G0)I(G0)i. (4.29)

The data (L∞/k,SL, TL, p) satisfies the hypotheses of the Equivariant Main Conjecture

of Popescu-Greither [15, Thm. 5.6], namely

Fit0
Λ−L

(Tp(MSL,TL)−) = (Θ
(∞)
SL,TL(0)), (4.30)

where Θ
(∞)
SL,TL(0) := Θ

(∞)
L∞/k,SL,TL(0) is the equivariant p-adic L-function associated to the

data (L∞/k,SL, TL, p). Combining (4.29) and (4.30) yields

Θ
(∞)
SL,TL(0) ∈

n∑
i=0

Fiti
Λ−F

((Tp(MSL,TL)−)G0)I(G0)i. (4.31)

Using properties of Fitting ideals under surjective ring morphisms, and using the notation

Tp(MSL,TL)−/(pN ) := Tp(MSL,TL)−/pNTp(MSL,TL)−

we obtain

Fit0
Λ−L/p

NΛ−L
(Tp(MSL,TL)−/(pN )) ⊂

n∑
i=0

Fiti
Λ−F /p

NΛ−F
(Tp(MSL,TL)−/(pN ))IiG.

Using the projection form of the main conjecture with Θ̂L := Θ
(∞)
L∞,SL,TL(0) modulo pN ,

Θ̂L ∈ Fit0
Λ−L/p

NΛ−L
(Tp(MSL,TL)−/(pN )),
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therefore, since Θ̂L ∈ Λ−L/p
NΛ−L , we have

Θ̂L =
n∑
i=0

∑
i1+i2+...+ir=i

δi1,i2,...,ir(Θ̂L)Si11 . . . Sirr ,

but, on the other hand Θ̂L ∈
∑n

i=0 Fiti
Λ−F /p

NΛ−F
(Tp(MSL,TL)−/(pN ))IiG, hence

Θ̂L =
n∑
i=0

∑
i1+...+ir=i

fi1,...,ir(Θ̂L)Si11 . . . Sirr

with

fi1,...,ir ∈ Fiti
Λ−F /p

NΛ−F
(Tp(MSL,TL)−/(pN ))IiG

for all i1, . . . , ir ≤ pN . By uniqueness of coefficients, we therefore obtain

δi1,...,ir(Θ̂L) ∈ Fiti
Λ−F /p

NΛ−F
(Tp(MSL,TL)−/(pN )

for all i and for all i1 + i2 + . . .+ ir = i. Therefore

F i ⊆ FitiZp[[GF ]]−/pNZp[[GF ]]−
(
Tp(MSF ,TF )−/pNTp(MSF ,TF )−

)
.

Under additional hypotheses we can prove a large part of conjecture 4.13 namely

Theorem 4.15. Let (F/k, S, T, p, r) be as above with F/k a semi-nice extension, fix a

large N > 0, and let ω be the Teichmüller character. Then, for any i ≥ 0

FitiZp[[GF ]]−/pNZp[[GF ]]−
(
(1− eω)Tp(MSF ,TF )−/pN (1− eω)Tp(MSF ,TF )−

)
= F i,

where F i is the Zp[[GF ]]−-ideal generated by ΘF∞/k(0) and δi1,...,ir(ΘL∞/k(0)) where

i.) L ranges over all abelian fields such that L ∩ F∞ = F and

Gal(L/k) ' Z/pNZ× . . .× Z/pNZ︸ ︷︷ ︸
r

,

ii.) (i1, i2, . . . , ir) ranges over integers satisfying i1 + . . .+ ir ≤ i.
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In particular, the Teichmüller component is the only component of the con-

jecture left to prove. As mentioned in the Tchebotarev density section, the reason for

restricting to the non-Teichmüller component was solely due to the necessity of linear

disjointness of certain field extensions. Therefore, the Teichmüller condition in Theorem

(4.15) is a consequence of the proof technique. Before giving the remaining inclusion of

Theorem 4.15 we need a lemma from linear algebra which can be found in [41].

Lemma 4.16. Let E =

A B

C D

 be an n × n matrix with entries in a commutative

ring R, where A is a d × d matrix. Let Ẽ := Adj(E) denote the adjugate (classically

adjoint) of E, so that EẼ = det(E)In, and write Ẽ =

W X

Y Z

 where W is a d × d

matrix. Then,

det(W ) = det(E)d−1 det(D).

Proof. The proof uses the following trick, let E = (ei,j) and consider the integral domain

Z[xi,j : 1 ≤ i, j ≤ n] where the xi,j are formal variables which specialize to the ei,j-entries

via the ring homomorphism ψ : Mn(Z[xi,j ]) → Mn(R) given by ψ((xi,j)) = (ei,j). Then

proving such a result for E =

A B
C D

 and Ẽ =

W X
Y Z

 in Mn(Z[xi,j ]), would yield

the result for E and Ẽ after applying ψ. By definition EẼ = det(E)In, and therefore

AW + BY = det(E)Id and CW +DY = 0.

Setting Q = det(D)A− BD̃C we see

QW = det(D) det(E)Id,

whereby, taking determinants gives

det(Q) det(W) = (det(D) det(E))d. (4.32)

A matrix computation showsId BD̃
0 In−d

Q 0

0 In−d

Id 0

C D

 =

det(D)A det(D)B
C D

 ,
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therefore, taking determinants yields

det(D) det(Q) = det(D)d det(E). (4.33)

Multiplying (4.32) by det(X ) and combining the result with (4.33) we obtain

det(D)d det(E)(det(D) det(E)d−1 − det(W)) = 0,

in the integral domain Z[xi,j ]. Since det(D),det(E) 6= 0, we conclude

det(W) = det(E)d−1 det(D). (4.34)

Applying the homomorphism ψ to (4.34) gives the desired result

det(W ) = det(E)d−1 det(D).

Proof of the reverse containment in Theorem 4.15. The reverse containment will be given

by induction on the degree of the Fitting ideal. The finitely generated Zp[[GF ]]−-module

Tp(MSF ,TF )− has projective dimension pdZp[[GF ]]−Tp(MSF ,TF )− ≤ 1. We therefore

choose a presentation

0 (Zp[[GF ]]−)⊕n (Zp[[GF ]]−)⊕n Tp(MSF ,TF )− 0t (4.35)

where bases are chosen such that the matrix representing the map t has determinant

equal to Θ
(∞)
SF ,TF (0). We let Γm := Γ/Γp

m
denote the Galois group of the finite extension

Fm/F in the cyclotomic Zp-extension of F . Taking Γp
m

-coinvariants in (4.35) we obtain

the exact sequence

0
⊕n

i=1 Zp[[GF ]]−
Γpm

fi
⊕n

i=1 Zp[[GF ]]−
Γpm

vi

(ClFm,T ⊗Z Zp)− 0

t

(4.36)

where the vi and fi are chosen as follows. If x1, . . . , xn are generators for Tp(MSF ,TF )−,

for each 1 ≤ i ≤ n, let yi denote the image of xi in (ClFm,T ⊗Z Zp), hence the yi are

generators of (ClFm,T ⊗Z Zp). For each 1 ≤ i ≤ n, we choose vi a fractional ideal of

Fm,T such that vi is completely split over k, i.e. if ui = vi ∩ k, then ui splits completely
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in Fm, and such that the class of vi in (ClFm,T ⊗Z Zp)− is yi. We choose f1, . . . , fm ∈
(Fm,T ⊗Z Zp)− such that

• The map t :
⊕n

i=1 Zp[[GF ]]−
Γpm

fi −→
⊕n

i=1 Zp[[GF ]]−
Γpm

vi is the Zp[[GF ]]−
Γpm

-

linearization of the divisor map div : (Fm,T ⊗Z Zp)− −→ DivFm,T . Therefore,

we now label the map t as div.

• If A := (αij) is the matrix representing the map div, then detA = ΘFm/k,S,T (0).

• The set {fi}i=1,...,m consists of precisely those elements of (Fm,T ⊗Z Zp)−, whose

images under div lie in the Zp[[GF ]]−
Γpm

-span of the vi.

The idea of the proof is induction on the degree of the Fitting ideal. Since

Fit0
Λ−F /p

NΛ−F
(Tp(MSF ,TF )−/(pN )) = F 0,

the base of our induction is true. Therefore, we fix 1 ≤ i ≤ n, and assume

Fiti−1

Λ−F /p
NΛ−F

(Tp(MSF ,TF )−/(pN )) ⊂ F i−1,

we then use this to show Fiti
Λ−F /p

NΛ−F
(Tp(MSF ,TF )−/(pN )) ⊂ F i. Therefore, consider an

(n− i)× (n− i) minor An−i of A. After a suitable linear transformation, we may assume

that our (n− i)× (n− i) minor sits in A as follows: i× i ∗

∗ An−i.


The result of Popescu-Greither on the Brumer-Stark conjecture [15, Thm. 5.6]

shows that ΘFm/k,S,T (0) annihilates (ClFm,T ⊗Z Zp)−, and therefore, for each 1 ≤ i ≤ n

we have

ΘFm/k,S,T (0)vi = div(gi)

for some gi ∈ (Fm,T ⊗Z Zp)−. Since div(gi) ∈
⊕n

i=1 Zp[[GF ]]−
Γpm

vi, and by the choice of

{fi}i=1,...,n, we have gi ∈
⊕n

i=1 Zp[[GF ]]−Γpmfi, and therefore, we write

gi =
n∑
j=1

aijfj ,
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and let

X :=

 Xi ∗

∗ (n− i)× (n− i)

 ,

where Xi is the upper-left i×i minor of X. Since AX = ΘFm/k,S,T (0)In and ΘFm/k,S,T (0)

is a nonzero divisor, we obtain the relation

X = A
∗
,

where A
∗

is the adjugate matrix of A. The linear algebra lemma (4.16) gives a relation-

ship between det(Xi) and det(Ai), namely

det(Xi) = ΘFm/k,S,T (0)i−1 det(Ai).

Recall in section 4.4 that in our construction of our finite abelian extensions of k, con-

taining no unramified subextensions, we chose primes λ̃i of k, which split completely in a

certain extension, and such that if λi|λ̃i is a prime of Fm lying above λ̃i, then the classes

of λi and vi are the same in the class group. Since λi and vi have the same ideal class,

we get

div(g(λi)) = ΘFm/k,S,T (0)λi,

for a unique element g(λi) ∈ (Fm,T ⊗Z Zp)− and for all 1 ≤ i ≤ n. In what follows we

let Θm := ΘFm/k,S,T (0). The relationship between the gi and g(λi) is given as follows:

div(g(λi)) = Θmλi

= Θmvi + Θm(λi − vi)

= div(gi) + Θmdiv(ξi)

= div(giξ
Θm
i )

where ξi ∈ (Fm,T ⊗Z Zp)− is such that λi − vi = div(ξi), therefore

g(λi) = giξ
Θm . (4.37)

We will need to compute wedge products of the g(λi) and therefore, for ease of notation,
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it will be helpful to consider (4.37) as given additively, namely

g(λi) = gi + Θmξi.

The following computations are quite arduous due to the complicated formulae associated

with wedge product manipulations. We first provide details for the general computation,

then illustrate the general case with a simple example where the computations are easy

to carry out by hand.

Computing g(λ1) ∧ . . . ∧ g(λi) we obtain

g(λ1) ∧ . . . ∧ g(λi) =
i∧

k=1

(gk + Θmξk)

=
i∑

k=0

Θk
mωk

where

ω0 = g1 ∧ . . . ∧ gi

ω1 =

i∑
k=1

g1 ∧ . . . ∧ ξk ∧ . . . ∧ gi

ω2 =
∑

1≤i1<i2≤i
g1 ∧ . . . ∧ ξi1 ∧ . . . ∧ ξi2 ∧ . . . ∧ gi

...

ωi = ξ1 ∧ . . . ∧ ξi

where, for all 1 ≤ k ≤ i, the elements ξik replace the corresponding gik . We illustrate

this with a quick example.

Example 6. Let i = 3 so we have

g(λ1) ∧ g(λ2) ∧ g(λ3) = (g1 + Θmξ1) ∧ (g2 + Θmξ2) ∧ (g3 + Θmξ3)

= g1 ∧ g2 ∧ g3 + Θm(g1 ∧ g2 ∧ ξ3 + g1 ∧ ξ2 ∧ g3 + ξ1 ∧ g2 ∧ g3)

+ Θ2
m(g1 ∧ ξ2 ∧ ξ3 + ξ1 ∧ g2 ∧ ξ3 + ξ1 ∧ ξ2 ∧ g3)

+ Θ3
mξ1 ∧ ξ2 ∧ ξ3
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and

ω0 = g1 ∧ g2 ∧ g3

ω1 = g1 ∧ g2 ∧ ξ3 + g1 ∧ ξ2 ∧ g3 + ξ1 ∧ g2 ∧ g3

ω2 = g1 ∧ ξ2 ∧ ξ3 + ξ1 ∧ g2 ∧ ξ3 + ξ1 ∧ ξ2 ∧ g3

ω3 = ξ1 ∧ ξ2 ∧ ξ3

therefore, in the notation above, we have

g(λ1) ∧ g(λ2) ∧ g(λ3) =
3∑

k=0

Θk
mωk.

Returning to our general computation of g(λ1)∧. . .∧g(λi), we now expand the g1∧. . .∧gi
term using the relations

gk =

n∑
j=1

akjfj ,

namely,

g1 ∧ . . . ∧ gi =
n∑
j=1

a1jfj ∧ . . . ∧
n∑
j=1

aijfj

= det(Xi)f1 ∧ f2 ∧ . . . ∧ fi +
∑

1≤j1<...<jk≤i
(j1,...,jk) 6=(1,2,...,i)

cj1,...,jkfj1 ∧ . . . ∧ fjk

where the cj1,...,jk are determinants of i× i minors of X, which, via (4.16) will be related

to certain powers of Θm multiplied by determinants of (n − i) × (n − i) minors of A.

Putting all of this together, we have

g(λ1) ∧ . . . ∧ g(λi) = det(Xi)f1 ∧ . . . ∧ fi +
∑

1≤j1<...<jk≤i
(j1,...,jk) 6=(1,2,...,i)

cj1,...,jkfj1 ∧ . . . ∧ fjk

+ Θmω1 + Θ2
mω2 + . . .+ Θi

mωi (4.38)

Recall that the primes λi of Fm were chosen so that

• λi ∼ vi in (ClFm,T ⊗Z Zp)−

• If λ̃i = λi ∩ k, then λ̃i splits completely in Fm.
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• The maps φλi associated to λi satisfy

φλi(fj) ∈

((Z/pNZ)[G× Γm]−)×, if i = j,

{0}, if i 6= j
.

Considering the extension Fm/k with Sm = Sram(Fm/k) ∪ {λ1, . . . , λi}, and observing

that

Θmg(λ1) ∧ . . . ∧ g(λi) = Θi
mεSm,T , (4.39)

where εSm,T is the Rubin-Stark element associated to the data (Fm/k, Sm, T ), we apply

the Rubin-Stark regulator to the element Θmg(λ1) ∧ . . . ∧ g(λi), and invoke injectivity

of the regulator on the minus-side, to obtain

RSm(Θmg(λ1) ∧ . . . ∧ g(λi)) = Θi+1
m .

Multiplying equation (4.38) by Θm we obtain

Θmg(λ1) ∧ . . . ∧ g(λi) = Θm det(Xi)f1 ∧ . . . ∧ fi

+ Θm

∑
1≤j1<...<jk≤i

(j1,...,jk)6=(1,2,...,i)

cj1,...,jkfj1 ∧ . . . ∧ fjk

+ Θ2
mω1 + Θ3

mω2 + . . .+ Θi+1
m ωi (4.40)

and substituting (4.39) into the left-hand-side of (4.40), we have

Θi
mεSm,T = Θm det(Xi)f1 ∧ . . . ∧ fi

+ Θm

∑
1≤j1<...<jk≤i

(j1,...,jk)6=(1,2,...,i)

cj1,...,jkfj1 ∧ . . . ∧ fjk

+ Θ2
mω1 + Θ3

mω2 + . . .+ Θi+1
m ωi. (4.41)

We now utilize the following relations which are direct consequences of (4.16)

• det(Xi) = Θi−1
m det(Ai)

• cj1,...,jk = Θi−1
m dj1,...,jk where dj1,...,jk is a determinant of an (n− i)× (n− i) minor
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of A.

Applying these relations to (4.41), we obtain

Θi
mεSm,T = Θi

m det(Ai)f1 ∧ . . . ∧ fi

+ Θi
m

∑
1≤j1<...<jk≤i

(j1,...,jk) 6=(1,2,...,i)

dj1,...,jkfj1 ∧ . . . ∧ fjk

+ Θi
mω1 + Θi

mω2 + . . .+ Θi+1
m ωi, (4.42)

and since Θm is a nonzero divisor, cancelling it yields the relation

εSm,T = det(Ai)f1 ∧ . . . ∧ fi

+
∑

1≤j1<...<jk≤i
(j1,...,jk)6=(1,2,...,i)

dj1,...,jkfj1 ∧ . . . ∧ fjk

+ ω1 + ω2 + . . .+ Θmωi. (4.43)

We now consider the field diagram

Fm,λ1λ2...λi

Fm,λ1 Fm,λ2 . . . Fm,λi−1
Fm,λi

Fm

k

H1

H2 Hi−1

Hi

where we denote H := Gal(Fm,λ1λ2...,λi/Fm), and aim to apply the generalization to

Gross’s conjecture to the triple of fields Fm,λ1...λi/Fm/k. Gross’s regulator is given by

RGross = φλ1 ∧ . . . ∧ φλi ,

and takes values in IiH/I
i+1
H . We let Θλ1...λi := ΘFm/k,Sm,T (0) denote the special value
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associated to the extension Fm,λ1...λi/k where Sm = S ∪{λ1, . . . , λi}. The generalization

of Gross’s conjecture then states

RGross(εSm,T ) ≡ Θλ1...λi (mod Ii+1
H ).

Therefore, applying Gross’s regulator to (4.43) we obtain

Θλ1...λi (mod Ii+1
H ) ≡ RGross(det(Ai)f1 ∧ . . . ∧ fi)

+RGross(
∑

1≤j1<...<jk≤i
(j1,...,jk) 6=(1,2,...,i)

dj1,...,jkfj1 ∧ . . . ∧ fjk)

+RGross(ω1 + ω2 + . . .+ Θmωi)) (4.44)

where we have used linearity of the regulator. By definition of RGross we have

RGross(det(Ai)f1 ∧ . . . ∧ fi) = det(Ai)(φλ1 ∧ . . . ∧ φλi)(f1 ∧ . . . ∧ fi)

= det(φλk(fj))j,k=1,2,...,i

= u1u2 . . . ui

where uk := φλk(fk) ∈ ((Z/pNZ)[G×Γm]−)×. Now, the second regulator term in (4.44)

is zero due to the wedge products involved and the properties of the φλk , namely, each

summand will have a determinant containing a row consisting entirely of zeros, and

therefore, the determinant will be zero. The computation of the final regulator term will

require some work. We illustrate the computation with ω1. Since

ω1 =
i∑

k=1

g1 ∧ . . . ∧ ξk ∧ . . . ∧ gi,

applying RGross = φλ1 ∧ . . . ∧ φλi we get a sum of determinants of matrices all of which

have i − 1 columns involving φλk evaluated against some gi, and precisely one column

consisting of some φλj evaluated against the ξj , for example
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(φλ1 ∧ . . . ∧ φλi)(g1 ∧ . . . ∧ gi−1 ∧ ξi) = det


a11u1 a12u2 . . . a1iui

...
... . . .

...

ai−1,1u1 ai−1,2u2 . . . ai−1,iui

φλ1(ξ1) φλ2(ξ2) . . . φλi(ξi)


since φλk(gj) = ajkuk. Expanding this determinant along the i-th row, we see that

RGross(ω1) is simply a linear combination of determinants of certain (i−1)×(i−1) minors

of X, which, via (4.16) are related to determinants of (n− (i− 1))× (n− (i− 1)) minors

of A, i.e. elements in Fiti−1

Λ−F /p
NΛ−F

(Tp(MSF ,TF )−/(pN )). It’s important to note that the

(i− 1)× (i− 1) minors of X are coming from the (i− 1)× i block matrix of X (denoted

Xi−1 above), consisting of the first i−1 rows and first i columns of X. Therefore, the ω1

computation isn’t capturing the entirety of Fiti
Λ−F /p

NΛ−F
(Tp(MSF ,TF )−/(pN )), this is since

we only computed the Gross regulator on ω1, as we further compute the Gross regulator

on the various ωk, we obtain linear combinations of determinants of all (i− 1)× (i− 1)

minors of X, and therefore, all (n− (i− 1))× (n− (i− 1)) minors of A, i.e. we capture

the entire Fitting ideal Fiti
Λ−F /p

NΛ−F
(Tp(MSF ,TF )−/(pN )).

When 2 ≤ k ≤ i, the value of the Gross regulator on ωk will lie in a smaller

Fitting ideal. More precisely, RGross(ωk) will be a linear combination of elements of

Fit
i−(k−1)

Λ−F /p
NΛ−F

(Tp(MSF ,TF )−/(pN )). The reason for this is as follows, for 2 ≤ k ≤ i, the

determinant involved in RGross(ωk) will contain k rows given by evaluations of the φλ’s

against the elements ξ. When computing the determinant cofactor expansion along

one of the rows given by ξ-evaluation gives us a linear combination of determinants

of matrices of size i − 1, all of which now contain at least one row consisting of ξ-

evaluations. Performing a second cofactor expansion along another ξ-evaluation row,

would subsequently give us another linear combination of determinants of matrices of

size i − 2. Continuing in this way, we find that once we have expanded along all ξ-

evaluation rows, we end up with a linear combination of determinants of (i−k)× (i−k)

minors of X, which, via (4.16) are really determinants of (n − (i − k)) × (n − (i − k))

minors of A, and therefore in Fiti−k
Λ−F /p

NΛ−F
(Tp(MSF ,TF )−/(pN )).

We are now ready to put everything together to finish the computation in (4.44),
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but first we need to apply the projection

π : IiH/I
i+1
H −→ IiH/(I

2
H1

+ . . .+ I2
Hi),

where π(Θλ1...λi) = δ1,1,...,1(Θλ1...λi).

Applying π to both sides of (4.44) and using π ◦ RGross = φλ1
∧ . . . ∧ φλi , we

obtain

u1u2 . . . ui det(Ai) ∈ Fiti−1

Λ−F /p
NΛ−F

(Tp(MSF ,TF )−/(pN )) + 〈Θm, δ1,1,...,1(Θλ1...λi)〉

⊂ F i−1 + 〈Θm, δ1,1,...,1(Θλ1...λi)〉

⊂ F i (4.45)

where we are using our induction hypothesis Fiti−1

Λ−F /p
NΛ−F

(Tp(MSF ,TF )−/(pN )) ⊂ F i−1.

Via appropriate linear transformations, one can take any (n − i) × (n − i) minor of A,

and place it in the position of our Ai, and therefore, applying the same computations

above, the determinant of any (n− i)× (n− i) minor of A is contained in F i, that is to

say,

Fiti
Λ−F /p

NΛ−F
(Tp(MSF ,TF )−/(pN )) ⊂ F i.

Using the above notation we now provide an example illustrating the above

computation for the case i = 2.

Example 7. Let A =

 2× 2 ∗

∗ An−2

 and X =


a11 a12

a21 a22

∗

∗ Xn−2

 so that

AX = ΘmIn where In is the n × n identity matrix. Our two primes of Fm are λ1, λ2,

with associated elements

g(λ1) = g1 + Θmξ1 and g(λ2) = g2 + Θmξ2,

where

g1 =
n∑
j=1

a1jfj and g2 =
n∑
j=1

a2jfj .
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We therefore have

g(λ1) ∧ g(λ2) = (g1 + Θmξ1) ∧ (g2 + Θmξ2)

= g1 ∧ g2 + Θmg1 ∧ ξ2 + Θmξ1 ∧ g2 + Θ2
mξ1 ∧ ξ2

where

g1 ∧ g2 =
n∑
j=1

a1jfj ∧
n∑
j=1

a2jfj

= a11a22f1 ∧ f2 + a12a21f2 ∧ f1 +
∑
i<j

(i,j)6=(1,2)

cijfi ∧ fj

= (a11a22 − a12a21)f1 ∧ f2 +
∑
i<j

(i,j)6=(1,2)

cijfi ∧ fj

= det

a11 a12

a21 a22

 f1 ∧ f2 +
∑
i<j

(i,j) 6=(1,2)

cijfi ∧ fj

so

g(λ1) ∧ g(λ2) = det

a11 a12

a21 a22

 f1 ∧ f2 +
∑
i<j

(i,j)6=(1,2)

cijfi ∧ fj

+ Θmg1 ∧ ξ2 + Θmξ1 ∧ g2 + Θ2
mξ1 ∧ ξ2.

Multiplying by Θm and using the relation Θmg(λ1) ∧ g(λ2) = Θ2
mεSm,T , we get

Θ2
mεSm,T = Θm det

a11 a12

a21 a22

 f1 ∧ f2 + Θm

∑
i<j

(i,j)6=(1,2)

cijfi ∧ fj

+ Θ2
mg1 ∧ ξ2 + Θ2

mξ1 ∧ g2 + Θ3
mξ1 ∧ ξ2
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Applying (4.16) det

a11 a12

a21 a22

 = Θm det(An−2) and cij = Θmdij, therefore

Θ2
mεSm,T = Θ2

m det(An−2)f1 ∧ f2 + Θ2
m

∑
i<j

(i,j)6=(1,2)

dijfi ∧ fj

+ Θ2
mg1 ∧ ξ2 + Θ2

mξ1 ∧ g2 + Θ3
mξ1 ∧ ξ2

whereby, since Θm is a nonzero divisor, we can cancel Θ2
m on both sides giving

εSm,T = det(An−2)f1 ∧ f2 +
∑
i<j

(i,j)6=(1,2)

dijfi ∧ fj

+ g1 ∧ ξ2 + ξ1 ∧ g2 + Θmξ1 ∧ ξ2. (4.46)

We now consider the field extensions

Fm,λ1λ2

Fm,λ1 Fm,λ2

Fm

k

H2 H1

H1

H

H2

and let π : I2
H/I

3
H −→ I2

H/(I
2
H1

+I2
H2

) be the natural projection. We apply the generalized

Gross conjecture to the triple Fm,λ1λ2/Fm/k with the special value Θλ1λ2 associated to

Fm,λ1λ2/k. The composite π ◦RGross = φλ1
∧ φλ2

, applied to (4.46) gives

δ1,1(Θλ1λ2) = (φλ1
∧ φλ2

)(det(An−2)f1 ∧ f2) + (φλ1
∧ φλ2

)(
∑
i<j

(i,j) 6=(1,2)

dijfi ∧ fj)

+ (φλ1
∧ φλ2

)(g1 ∧ ξ2 + ξ1 ∧ g2 + Θmξ1 ∧ ξ2). (4.47)
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We now compute each term individually,

(φλ1
∧ φλ2

)(det(An−2)f1 ∧ f2) = det(An−2) det

φλ1
(f1) φλ2

(f1)

φλ1
(f2) φλ2

(f2)


= det(An−2) det

u1 0

0 u2


= u1u2 det(An−2).

(φλ1
∧ φλ2

)(
∑
i<j

(i,j)6=(1,2)

dijfi ∧ fj) =
∑
i<j

(i,j)6=(1,2)

dij(φλ1
∧ φλ2

)(fi ∧ fj)

=
∑
i<j

(i,j)6=(1,2)

dij det

φλ1
(fi) φλ2

(fi)

φλ1
(fj) φλ2

(fj)


= 0

since (i, j) 6= (1, 2) there is at least one column in each

φλ1
(fi) φλ2

(fi)

φλ1
(fj) φλ2

(fj)

 which is

zero, hence each determinant is zero.

Finally, we have

(φλ1
∧ φλ2

)(g1 ∧ ξ2 + ξ1 ∧ g2 + ξ1 ∧ ξ2)

= (φλ1
∧ φλ2

)(g1 ∧ ξ2) + (φλ1
∧ φλ2

)(ξ1 ∧ g2) + Θm(φλ1
∧ φλ2

)(ξ1 ∧ ξ2)

= det

φλ1
(g1) φλ2

(g1)

φλ1
(ξ2) φλ2

(ξ2)

+ det

φλ1
(ξ1) φλ2

(ξ1)

φλ1
(g2) φλ2

(g2)

+ Θm det

φλ1
(ξ1) φλ2

(ξ1)

φλ1
(ξ2) φλ2

(ξ2)


= det

 a11u1 a12u2

φλ1
(ξ2) φλ2

(ξ2)

+ det

φλ1
(ξ1) φλ2

(ξ1)

a21u1 a22u2

+ Θm det

φλ1
(ξ1) φλ2

(ξ1)

φλ1
(ξ2) φλ2

(ξ2)


= β1a11 + β2a12 + β3a21 + β4a22 + β5Θm

where

β1 := u1φλ2
(ξ2)
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β2 := −u2φλ1
(ξ2)

β3 := −u1φλ2
(ξ1)

β4 := u2φλ1
(ξ1)

β5 := φλ1
(ξ1)φλ2

(ξ2)− φλ1
(ξ2)φλ2

(ξ1)

and the elements a11, a12, a21, a22 are thought of as determinants of 1 × 1 minors ofa11 a12

a21 a22

, and therefore related to determinants of (n− 1)× (n− 1) minors of A, i.e.

elements of Fit1
Λ−F /p

NΛ−F
(Tp(MSF ,TF )−/(pN )).

Putting the above computations together and solving for det(An−2) in (4.47),

we see

det(An−2) ∈ Fit1
Λ−F /p

NΛ−F
(Tp(MSF ,TF )−/(pN )) + 〈Θm, δ1,1(Θλ1λ2)〉

⊂ F 1 + 〈Θm, δ1,1(Θλ1λ2)〉

⊂ F 2.

The above computations may seem particular to the positioning of An−2, however, if B

is any other (n − 2) × (n − 2) minor of A, a suitable linear transformation (row and

column swaps in this case) will place B in the position of our original An−2. These row

and column swaps only affect the sign of the determinant, hence they don’t affect our

desired inclusion result. Applying the An−2 computations to the newly located minor B,

we obtain

det(B) ∈ F 2.

Therefore, since B was an arbitrary (n− 2)× (n− 2) minor of A, we obtain our desired

inclusion, namely

Fit2
Λ−F /p

NΛ−F
(Tp(MSF ,TF )−/(pN )) ⊂ F 2.



Part II

80



Chapter 5

Preliminary Notions

Part two of this manuscript will have some differing notation in comparison

with part one, however, all such differences will be noted to avoid confusion. This

section will be devoted to establishing the tools used in the proof of our special case of

the Breuil-Schneider conjecture.

5.1 Fundamental notions in p-adic Hodge theory

Let L/Qp be a finite field extension and view L inside an algebraic closure Qp

of Qp, so that GL := Gal(Qp/L) is the absolute Galois group of L. One of the goals

of p-adic Hodge theory is to study p-adic representations of GL, which are continuous

homomorphisms ρ : GL −→ GL(V ) where V is a finite dimensional K vector space for

K a finite extension of Qp. We denote the category of p-adic representations of GL by

RepQp(GL).

When studying RepQp(GL) it is useful to study certain subcategories which lie

in functorial equivalence with semi-linear algebraic categories. The information from the

objects in the semi-linear algebraic category can then be used to understand properties

of the original object in the subcategory of RepQp(GL). We give a brief outline of some

of the subcategories of interest along with the general philosophy for constructing such

functorial equivalences between said subcategories. The ensuing account follows that in

[5] and should be thought of as an axiomatic approach to Fontaine’s period rings.

Let F be a field, G a group, B a domain as an F [G] algebra with C = Frac(B),

and E = BG.
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Definition 5.1. We say B is (F,G)-regular if CG = BG and if 0 6= b ∈ B is such that

Fb is G-stable, then b ∈ B×.

If Vecfin
E denotes the category of finite dimensional E vector spaces, then given an (F,G)-

regular B, we define a functor

DB : RepF (G) −→ Vecfin
E ,

by

DB(V ) := (B ⊗F V )G.

In general, it is known that dimE DB(V ) ≤ dimF V , however, if equality holds, then the

representation V is called B-admissible. If one restricts to the subcategory RepBF (G) of

B-admissible representations, then the functor DB is exact and faithful.

In the notation of the above formalism, and for our study of the category

RepQp(GL), we let G = GL and F = Qp. Fontaine then constructs period rings BHT,

BdR, Bcris, and Bst, which play the role of B above, and which give rise to the sub-

categories of RepQp(GL) consisting of Hodge-Tate RepHT
Qp (GL), de Rham RepdR

Qp (GL),

crystalline Repcris
Qp (GL), and semistable Repst

Qp(GL) representations, respectively. One

can find the precise definitions of Hodge-Tate, de Rham, crystalline, and semistable

representations of GL in [5] and [10].

Each of the above subcategories comes endowed with a functor DHT, DdR, Dcris,

and Dst, which, depending on the subcategory of interest, takes values in a certain

semi-linear algebraic category. The semi-linear algebraic category of interest will be

the category of (φ,N)-modules MODL′/L, which will be described in more detail in the

section on the Breuil-Schneider conjecture. The final definition we will need in this

section is that of a potentially semistable p-adic representation of GL.

Definition 5.2. A p-adic representation V of GL is semistable if there exists a finite

Galois extension L′/L such that V becomes semistable when viewed as a representation

of GL′.

Fontaine’s semistability conjecture, which was first proved by Berger and then again by

Andrè-Kedlaya-Mebkhout, characterizes those potentially semistable representations of

GL.

Theorem 5.1 (Berger, Andrè-Kedlaya-Mebkhout). A p-adic representation V of GL is



83

potentially semistable if and only if it is de Rham.

5.2 The Local Langlands Correspondence

One of the main tools needed to address the smooth side of the Breuil-Schneider

conjecture is the local Langlands correspondence. Before stating the correspondence, we

provide descriptions of the mathematical objects involved.

Let F be a nonarchimedean local field with residue field kF , and let qF := |kF |.
Fix algebraic closures F of F and kF of kF , and denote the absolute Galois group of F

by GF := Gal(F/F ).

Definition 5.3. The Weil group of F is the topological group

W (F/F ) := {σ ∈ GF : σ induces Φn on kF for any n ∈ Z, },

where Φ(x) = xqF is the arithmetic Frobenius of Gal(kF /kF ), and the topology on

W (F/F ) is given by declaring the inertia subgroup IF ⊂ GF to be open in W (F/F ),

where IF is given the profinite topology from GF .

The subgroup W (F/F ) is dense in GF and contains the inertia subgroup IF ⊂ GF . We

will often view W (F/F ) as sitting in the following topological short exact sequence

1 IF GF Ẑ 0

1 IF W (F/F ) Z 0

val

Fixing an algebraically closed field K of characteristic zero, we have the important notion

of a Weil-Deligne representation of W (F/F ), namely

Definition 5.4. A Weil-Deligne representation of W (F/F ) with coefficients in K is a

triple (r,N, V ) consisting of

1. a finite dimensional K-vector space V

2. a continuous homomorphism r : W (F/F )→ GL(V ) with open kernel

3. an endomorphism N : V → V satisfying

r(σ)Nr(σ)−1 = |Art−1
F (σ)|FN
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where ArtF : F×
∼−→ W (F/F )ab is the reciprocity map of local class field theory,

normalized by sending a uniformizer πF of F to the geometric Frobenius FrF ∈
Gal(kF /kF ).

We call a Weil-Deligne representation (r,N, V ) Frobenius semisimple, if r is

semisimple as a representation of W (F/F ). If (r,N, V ) is not Frobenius semisimple,

then its Frobenius semisimplification is (r,N, V )F−ss = (rss, N, V ) where rss denotes the

semisimplication of r. Recall that rss is the W (F/F )-representation on V whose Jordan-

Hölder components are the same as r, i.e. rss =
⊕

i≥0 Vi/Vi+1 where Vi/Vi+1 is simple

for all i. Notice that rss satisfies the same N -conjugation relation as does r. An alternate

yet equivalent construction of rss comes from the Jordan decomposition of r(φ), where φ

is a lift of the geometric Frobenius Φ. Applying Jordan decomposition to r(φ) ∈ GL(V )

gives s, u ∈ GL(V ) such that r(φ) = su = us, where s is semisimple and u is unipotent.

Following Deligne [8, p.570], one defines rss by the formula rss(φnσ) = snr(σ), for any

n ∈ Z and σ ∈ IF .

Our statement of the local Langlands correspondence will follow that of Harris-

Taylor [18, p.2]. Following their notation, for each n ∈ Z≥1 we let Irr(GLn(F )) denote the

classes of irreducible admissible representations of GLn(F ) over K, and let WDRepn(F )

denote the classes of n-dimensional, Frobenius-semisimple Weil-Deligne representations

of W (F/F ) over K.

Theorem 5.2 (Local Langlands Correspondence). Let ψ : F → C× be a nontrivial

additive character. For each n ∈ Z≥1, a local Langlands correspondence for F is a

sequence of bijections

recn : Irr(GLn(F )) −→WDRepn(K)

satisfying the following

1. If π ∈ Irr(GL1(F )) then rec1(π) = π ◦Art−1
F

2. If π1 ∈ Irr(GLn1(F )) and π2 ∈ Irr(GLn2(F )) then

L(π1 × π2, s) = L(recn1(π1)⊗ recn2(π2), s)

ε(π1 × π2, ψ, s) = ε(recn1(π1)⊗ recn2(π2), ψ, s)
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3. If π ∈ Irr(GLn(F )) and χ ∈ Irr(GL1(F )) then

recn(π ⊗ (χ ◦ det)) = recn(π)⊗ rec1(χ)

4. If π ∈ Irr(GLn(F )) and π has central character χ, then det(recn(π)) = recn(χ).

5. If π ∈ Irr(GLn(F )) then recn(π∨) = recn(π)∨.

5.3 Algebraic Induction

Let G be a linear algebraic group over K. Traditionally one usually works over

an algebraically closed field, however in [21], Jantzen considers the more general case

of K being a commutative ring with unit. By a G-module we mean a module M over

the group ring K[G]. Given a G-module M and a closed subgroup H < G, we obtain

a natural H-module structure on M simply by restricting the G-action to the subgroup

H < G. In this way one obtains the restriction functor

resGH : ModG → ModH ,

where ModG and ModH denote the categories of G and H-modules respectively. From

this construction it is natural to ask whether one can reverse the process, i.e. given an

H-module M , can one construct a functor from ModH to ModG which behaves nicely

with respect to resGH?

Definition 5.5. Let H < G be a closed subgroup and M a finitely generated H-module.

The set IndGHM , given by

IndGHM := {f : G→M : f is algebraic and f(hx) = hf(x) for all x ∈ G and h ∈ H},

is a G-module under the left G-action of right translations, namely (yf)(x) = f(xy) for

all x, y ∈ G. We call IndGHM the induction of M from H to G.

From this definition we obtain the functor

IndGH : ModH → ModG

which is related to the restriction functor resGH via Frobenius reciprocity
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Lemma 5.3 (Frobenius Reciprocity). Let H < G be a closed subgroup of G and M an

H-module, then for each G-module N we have an isomorphism

HomG(N, IndGHM)
∼−→ HomH(resGHN,M).

In particular, IndGH is right adjoint to resGH . The following properties of the functor

IndGH can be found in [21] and will be used throughout our proof of a special case of the

Breuil-Schneider conjecture.

Lemma 5.4. 1. If H < H ′ < G are groups and M is an H-module, then

IndGHM ' IndGH′
(

IndH
′

H M
)
.

2. Let M be a G-module, then there is a canonical isomorphism

M ' IndGGM.

3. Let G,H, and G′ be groups such that G′ acts on G and H is stable under the action

of G′. If M is a H oG′-module, then we have an isomorphism of GoG′-modules

IndGHM ' IndGoG′
HoG′M.

4. If G, G′, H < G, and H ′ < G′ are groups and M an H-module and M ′ an

H ′-module, then

(IndGHM)⊗ (IndG
′

H′M
′) ' IndG×G

′

H×H′(M ⊗M
′).



Chapter 6

A Special Case of the

Breuil-Schneider Conjecture

6.1 The Breuil-Schneider Conjecture

In their paper [4], Christophe Breuil and Peter Schneider formulate a deep

conjecture associated to de Rham representations. Our treatment of a special case of

the Breuil-Schneider conjecture will utilize similar notations used in loc. cit. We briefly

recall the statement of the general conjecture.

Let p be a rational prime number and L/Qp and K/Qp finite field extensions

satisfying [L : Qp] = |HomQp(L,K)|. We call L the base field and K the coefficient

field , and view both fields as living in an algebraic closure Qp of Qp. Let q := pf denote

the cardinality of kL (the residue field of L), and let L0 denote the maximal unramified

subfield of L. We let ordp denote the additive p-adic valuation on Qp, normalized so that

ordp(p) = 1. For any extension F/Qp we let W (Qp/F ) denote the Weil group of F .

Let n ∈ Z≥2 and set Gn := GLn(L). Let L′/L be a finite Galois extension of L

with maximal unramified subfield L′0. Let pf
′
denote the cardinality kL′0 (the residue field

of L′0) and assume [L′0 : Qp] = |HomQp(L
′
0,K)|. There is an equivalence of categories

UNRAMF ←→ FINkF

where UNRAMF denotes the category of finite unramified extensions of a local field F ,

and FINkF is the category of finite extensions of the perfect residue field of F . The above

87
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equivalence yields an identification of Galois groups

Gal(F ′/F ) ' Gal(kF ′/kF ),

for finite unramified extensions F ′/F . In our case, we have the identification

Gal(L′0/Qp) ' Gal(kL′0/Fp),

and let φ′0 : L′0 → L′0 denote the Frobenius of L′0 corresponding the arithmetic Frobenius

Φ ∈ Gal(kL′0/Fp). We can now give a brief description of the following two important

categories WDL′/L and MODL′/L.

We denote by WDL′/L the category of Weil-Deligne representations over K,

whose objects are triples (r,N, V ) where

• r : W (Qp/L)→ GL(V ) is a continuous representation whose restriction toW (Qp/L
′)

is unramified.

• V is a finite dimensional K-vector space endowed with the discrete topology. Con-

sequently, continuity of r is equivalent to ker(r) being open.

• N is an endomorphism of V satisfying the third property of definition 5.4, implying

N is nilpotent.

We denote by MODL′/L the category of (φ,N)-modules whose objects are quadruples

(φ,N,Gal(L′/L), D) where

• D is a free L′0 ⊗Qp K module of finite rank.

• φ : D → D is a Frobenius, that is, an L′0 ⊗Qp K-linear bijection satisfying

φ((l′0 ⊗ k) · d) := (φ′0(l′0)⊗ k)φ(d),

for all l′0 ∈ L′0, k ∈ K, and d ∈ D.

• N : D → D is an L′0⊗QpK-linear (nilpotent) endomorphism satisfying Nφ = pφN .

• D carries an action of Gal(L′/L) which commutes with the actions of φ and N ,

and such that

σ((l′0 ⊗ k) · d) = (σ(l′0)⊗ k)σ(d)
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for all l′0 ∈ L′0, k ∈ K, d ∈ D, and σ ∈ Gal(L′/L).

There are exact functors

WD : MODL′/L →WDL′/L

and

MOD : WDL′/L → MODL′/L

which provide an equivalence of categories. We briefly describe the construction of WD

since it will be used in our proof of a special case of the Breuil-Schneider conjecture. A

detailed description of WD can be found in [4] and [11].

Let (φ,N,Gal(L′/L), D) be an object in MODL′/L and fix some embedding

σ′0 : L′0 ↪→ K. Corresponding to the isomorphism

L′0 ⊗Qp K
∼−−→

∏
σ′0:L′0↪→K

K (6.1)

l′0 ⊗ k 7−→ (σ′0(l′0)k)σ′0:L′0↪→K

we have the decomposition

D '
∏

σ′0:L′0↪→K

Dσ′0
(6.2)

where

Dσ′0
= (0, . . . , 0, 1σ′0 , 0, . . . , 0)D

is a K-vector space. Setting V := Dσ′0
and restricting N to the finite dimensional K-

vector space V we obtain a nilpotent K-linear endomorphism of V , which, by abuse of

notation, we denote by N . To construct r : W (Qp/L)→ GL(V ) we consider the diagram

Qp

L′

L

Qp

W (Qp/L)⊂Gal(Qp/L)

Gal(L′/L)
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where Galois restriction gives a surjective morphism

resL′ : Gal(Qp/L)→ Gal(L′/L).

For each w ∈ W (Qp/L) we let w := resL′(w) and define r(w) := w ◦ φα(w), where

α(w) ∈ fZ is the unique integer such that the image of w in Gal(Fp/Fp) is the α(w)-th

power of the arithmetic Frobenius x 7→ xp. Then, r(w) ∈ EndK(V ), and the triple

(r,N, V ) is an object of WDL′/L. It is shown in [8] that the above construction does not

depend on the choice of embedding σ′0 : L′0 ↪→ K.

We now remind the reader of the statement of the Breuil-Schneider conjecture

as given in [4]. Starting with the following

1. an object (r,N, V ) of MODL′/L such that r is semisimple

2. to each embedding σ : L ↪→ K, an increasing list of n integers, i1,σ < i2,σ < . . . <

in,σ,

a modified version 1 of the classical local Langlands correspondence applied to the object

(r,N, V ) gives a smooth admissible representation πsm(r) of Gn := GLn(L). To the

strictly increasing list of n integers i1,σ < . . . < in,σ we associate a new increasing

sequence of integers a1,σ ≤ a2,σ ≤ . . . ≤ an,σ where for each 1 ≤ j ≤ n

aj,σ := −in+1−j,σ − (j − 1). (6.3)

Let ρσ denote the irreducible algebraic representation of Gn over K of highest weight

(a1,σ, a2,σ, . . . , an,σ) relative to the upper triangular Borel Bn ⊂ Gn, and let πalg(r) be

the irreducible algebraic representation of Gn associated to
⊗

σ:L↪→K ρσ.

Conjecture 6.1 (Breuil-Schneider). With (r,N, V ), πsm(r), and πalg(r) as above, the

following are equivalent

i.) The locally algebraic representation BS(r) := πsm(r) ⊗K πalg(r) admits a Gn-

invariant norm.

ii.) There is an object (φ,N,Gal(L′/L), D) of MODL′/L such that

WD(φ,N,Gal(L′/L), D)F−ss = (r,N, V ),

1If r is not generic, then one replaces πsm(r) with a (possibly reducible) generic representation.
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and a Gal(L′/L)-preserved admissible filtration (FiliDL′,σ)i,σ on DL′ (i.e. for sub-

objects, the Newton polygon lies above the Hodge polygon, and they have the same

endpoints) such that, for all embeddings σ : L ↪→ K

FiliDL′,σ/Fili+1DL′,σ 6= 0 if and only if i ∈ {i1,σ, i2,σ, . . . , in,σ}.

It is known that i.) implies ii.), which was shown by Hu in his thesis [19]. In fact, Hu

showed that ii.) is equivalent to Emerton’s condition [19, p.118]. There are certain cases

in which ii.) implies i.), some of which can be found in [4, p.19-23], however, in the

indecomposable case, the implication ii.) implies i.) was shown by Sorensen [40].

6.2 A Special Case of BS(ρ)

The main result of this part of the manuscript is a proof of the following special

case of the Breuil-Schneider conjecture along with a natural generalization

Theorem 6.2. Let L,K be as above, and denote GL := Gal(Qp/L). If ρ : GL →
GLn(K) is a potentially semistable representation with subrepresentation ρ1 and quotient

representation ρ2, then, under the following hypotheses

i.) For each σ : L ↪→ K the Hodge-Tate weights satisfy HTσ(ρ1) < HTσ(ρ2),

ii.) If WD(DdR(ρ)) = (r,N, V ) and φ denotes a lift of the geometric Frobenius, and if

the eigenvalues of r(φ) satisfy {µ1, . . . , µn1 , νn1+1, . . . , νn2} (here the {µ1, . . . , µn1}
and {νn1+1, . . . , νn2} correspond to the matrix blocks for ρ1 and ρ2, respectively),

then µk
νj
6= p for all 1 ≤ k ≤ n1 and n1 + 1 ≤ j ≤ n2,

iii.) ρ is generic i.e. πsm(ρ) is generic and irreducible,

iv.) For i = 1, 2 the representations WD(DdR(ρi)) are indecomposable,

the locally algebraic representation BS(ρ) admits a Gn-invariant norm.

We briefly note that the condition HTσ(ρ1) < HTσ(ρ2) simply denotes the

increasing nature of the Hodge-Tate weights between the two sets, namely, if HTσ(ρ1) =

{i1,σ < . . . < in1,σ} and HTσ(ρ2) = {j1,σ < . . . < jn2,σ}, then HTσ(ρ1) < HTσ(ρ2) means

in1,σ < j1,σ. When both ρ1 and ρ2 are characters, this condition is the usual ordinarity

condition for Galois representations.



92

Proof of Theorem 6.2. We will utilize the following notations,

Notation: For i = 1, 2 let ni = dim(ρi) so that n = n1 + n2 and set Gn := GLn(L),

Gn1 := GLn1(L), and Gn2 := GLn2(L), then

• Tn will denote the subgroup of diagonal matrices of Gn.

• Un will denote the subgroup of unipotent matrices of Gn.

• Bn will denote the Borel subgroup of upper triangular matrices of Gn so that

Bn ' Tn n Un.

• Corresponding to the partition n = n1 + n2 we let P denote the unique parabolic

subgroup of Gn given by

P :=


gn1 ∗

0 gn2

 : gni ∈ Gni for i = 1, 2

 = MN,

where N is the unipotent radical and M ' Gn1 ×Gn2 .

Algebraic Side of BS(ρ):

In Repst
Qp(GL) we have the short exact sequence

1 ρ1 ρ ρ2 1.

Applying Fontaine’s faithful exact functor DdR gives

0 DdR(ρ1) DdR(ρ) DdR(ρ2) 0

in MODL′/L. Since morphisms in MODL′/L preserve filtration degree, the Hodge-Tate

weights of ρ are sums of the Hodge-Tate weights of ρ1 and ρ2. Let

HTσ(ρ1) := {i1,σ < . . . < in1,σ} and HTσ(ρ2) := {j1,σ < . . . < jn2,σ}

and assume in1,σ < j1,σ. Associated to HTσ(ρ1) and HTσ(ρ2) are sequences of increasing

integers a1,σ ≤ . . . ≤ an1,σ and b1,σ ≤ . . . ≤ bn2,σ, respectively, which are given by (6.3).

Corresponding to these sequences are characters λσ : Tn1 → K and µσ : Tn2 → K defined

by

λσ(t1, . . . , tn1) = t
a1,σ

1 . . . t
an1 ,σ
n1 and µσ(tn1+1, . . . , tn2) = t

b1,σ
n1+1,σ . . . t

bn2,σ
n2 .
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Using the decompositions Bn1 = Tn1 n Un1 and Bn2 = Tn2 n Un2 , we obtain characters

λ̃σ and µ̃σ given by

λ̃σ(b) = λσ(t)

µ̃σ(b′) = µσ(t′)

where b = tu ∈ Bn1 and b′ = t′u′ ∈ Bn2 . Due to our assumptions on the Hodge-Tate

weights we obtain irreducible representations

πalg,σ(ρ1) = Ind
Gn1
Bn1

λ̃σ and πalg,σ(ρ2) = Ind
Gn2
Bn2

µ̃σ.

Furthermore, the increasing nature of the Hodge-Tate weights for ρ1 and ρ2 along with

their connection to the Hodge-Tate weights of ρ give the irreducible representation

πalg,σ(ρ) := IndGnBn(λ̃σ ⊗ µ̃σ).

The decompositions P = (Gn1 ×Gn2) nN and Bn = (Bn1 × Bn2) nN , combined with

properties of algebraic induction give

πalg,σ(ρ) = IndGnBn(λ̃σ ⊗ µ̃σ)

' IndGnP

(
IndPBn(λ̃σ ⊗ µ̃σ)

)
' IndGnP

(
Ind

(Gn1×Gn2 )nN
(Bn1×Bn2 )nN (λ̃σ ⊗ µ̃σ)

)
' IndGnP

(
Ind

Gn1×Gn2
Bn1×Bn2

(λ̃σ ⊗ µ̃σ)
)

(6.4)

Furthermore,

πalg,σ(ρ1)⊗ πalg,σ(ρ2) = Ind
Gn1
Bn1

λ̃σ ⊗ Ind
Gn2
Bn2

µ̃σ

' Ind
Gn1×Gn2
Bn1×Bn2

(λ̃σ ⊗ µ̃σ). (6.5)

Combining (6.4) and (6.5)

πalg,σ(ρ) ' IndGn
P (πalg,σ(ρ1)⊗ πalg,σ(ρ2)).

Considering all embeddings σ : L ↪→ K gives an irreducible algebraic representation of
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∏
σ:L↪→K GLn(K), denoted ⊗

σ:L↪→K
πalg,σ(ρ).

Consider now the connected reductive algebraic group ResL/QpGLn over the infinite field

Qp, defined by

(ResL/QpGLn)(A) := GLn(A⊗Qp L)

for A any Qp-algebra. We therefore have

(ResL/QpGLn)(Qp) = GLn(L) and (ResL/QpGLn)(K) =
∏

σ:L↪→K
GLn(K).

Using a result in [3, p.220], we see GLn(L) ⊂
∏
σ:L↪→K GLn(K) is dense, where GLn(L) ↪→∏

σ:L↪→K GLn(K) is embedded diagonally. We therefore let πalg(ρ) be the irreducible al-

gebraic representation of GLn(L) obtained by restriction of
⊗

σ:L↪→K πalg,σ(ρ) to GLn(L).

Smooth Side of BS(ρ):

Since the representation ρ is potentially semistable, the subrepresentation ρ1,

and quotient ρ2, are both potentially semistable. As above, Fontaine’s faithful exact

functor DdR gives the short exact sequence

0 DdR(ρ2) DdR(ρ) DdR(ρ2) 0 (6.6)

in the category MODL′/L. Since we will be working with the actual quadruples them-

selves, we let

DdR(ρ) := (φ,N,Gal(L′/L), D)

DdR(ρ1) := (φ1, N1,Gal(L′/L), D1)

DdR(ρ2) := (φ2, N2,Gal(L′/L), D2).

We must now show that the functor WD : MODL′/L → WDL′/L preserves exactness of

(6.6). From (6.6) we have an exact sequence

0 D1 D D2 0 (6.7)

of free L′0 ⊗Qp K-modules of finite rank, hence D ' D1 ⊕ D2. Corresponding to the

decompositions in (6.1) and (6.2), for each σ′0 : L′0 ↪→ K, we have the direct sum of
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K-vector spaces

Dσ′0
' D1,σ′0

⊕D2,σ′0
. (6.8)

Letting

WD(ρ) := WD(DdR(ρ)) := (r,N, V )

WD(ρ1) := WD(DdR(ρ1)) := (r1, N1, V1)

WD(ρ2) := WD(DdR(ρ2)) := (r2, N2, V2)

where V := Dσ′0
, V1 := D1,σ′0

, and V2 := D2,σ′0
are the K-vector spaces coming from our

chosen embedding σ′0 (recall that the constructions do not depend on the choice of σ′0),

we see from (6.8) that V ' V1 ⊕ V2 and therefore we have exactness of

0 WD(ρ1) WD(ρ) WD(ρ2) 0. (6.9)

Since K is flat over K, tensoring (6.9) with K preserves exactness. Therefore we view

the representations in (6.9) as being over K.

Let φ ∈ W (Qp/L) be a lift of the geometric Frobenius of Gal(kL/kL). The

action of r(φ) gives an eigenbasis for V , in which the monodromy operators N,N1 and

N2 are related in matrix form by

N =

 N1 ∗

0 N2

 ,

where the matrix for r(φ) is

r(φ) =

 Dn1 0

0 Dn2

 ,

where

Dn1 =


µ1

. . .

µn1

 and Dn2 =


νn1+1

. . .

νn2

 .

Lemma 6.3. If µi
νj
6= p for all 1 ≤ i ≤ n1 and n1 + 1 ≤ j ≤ n, then N =

 N1 0

0 N2

,
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i.e. N = N1 ⊕N2.

Proof of Lemma 6.3. Setting N = (cij) we analyze the conjugation relation of the Weil-

Deligne representation (r,N, V ) associated to φ, namely r(φ)Nr(φ)−1 = pN . If 1 ≤ i ≤
n1 and n1 + 1 ≤ j ≤ n, then the (i, j)-th entry of r(φ)Nr(φ)−1 is µi

νj
ci,j . Consequently,

the zero matrix r(φ)Nr(φ)−1 − pN = 0 has (i, j)th entry (µiνj − p)cij = 0. Therefore,

since µi
νj
6= p for all 1 ≤ i ≤ n1 and n1 + 1 ≤ j ≤ n, we obtain N =

 N1 0

0 N2

.

Returning to the proof of the main result, we apply Lemma 6.3 to our situation and

use additivity of semisimplification of representations over an algebraically closed field

of characteristic zero, i.e.

rss ' rss
1 ⊕ rss

2 ,

to obtain

WD(ρ)F−ss 'WD(ρ1)F−ss ⊕WD(ρ2)F−ss. (6.10)

Applying the local Langlands correpondence to (6.10) yields smooth irreducible

admissible representations πsm(ρ), πsm(ρ1), and πsm(ρ2) such that

recn(πsm(ρ)) = WD(ρ)F−ss

recn1(πsm(ρ1)) = WD(ρ1)F−ss

recn2(πsm(ρ2)) = WD(ρ2)F−ss

and

recn(πsm(ρ)) ' recn1(πsm(ρ1))⊕ recn2(πsm(ρ2)).

Furthermore, from [18, p.252]

recn1(πsm(ρ1))⊕ recn2(πsm(ρ2)) ' recn(πsm(ρ1)� πsm(ρ2)),

where � is the Langlands sum defined in [18, p. 32]. Therefore

recn(πsm(ρ)) ' recn(πsm(ρ1)� πsm(ρ2)),

whereby,

πsm(ρ) ' πsm(ρ1)� πsm(ρ2)
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by the injectivity of recn. Since ρ is generic, namely πsm(ρ) is generic and irreducible,

πsm(ρ) is fully induced [23, p.374]

πsm(ρ) ' πsm(ρ1)� πsm(ρ2) ' IndGnP (πsm(ρ1)⊗ πsm(ρ2)).

Without the genericity condition on ρ, one would replace πsm(ρ) by a generic principal

series whose unique irreducible quotient is πsm(ρ).

Existence of an Invariant Norm for BS(ρ): From the above computations

BS(ρ) ' IndGnP (πalg(ρ1)⊗ πalg(ρ2))⊗K IndGnP (πsm(ρ1)⊗ πsm(ρ2)).

For i = 1, 2 we let BS(ρi) := πalg(ρi)⊗K πsm(ρi) and

ι : (πalg(ρ1)⊗πalg(ρ2))⊗(πsm(ρ1)⊗πsm(ρ2))
∼−−→ (πalg(ρ1)⊗πsm(ρ1))⊗(πalg(ρ2)⊗πsm(ρ2)),

the isomorphism given on elementary tensors by ι((f⊗g)⊗(f ′⊗g′)) = (f⊗f ′)⊗(g⊗g′).
Let (f, g) ∈ BS(ρ), so f ∈ IndGnP (πalg(ρ1)⊗ πalg(ρ2)) and g ∈ IndGnP (πsm(ρ1)⊗ πsm(ρ2)).

Then for any p ∈ P and x ∈ Gn

ι(f ⊗ g)(px) = ι(f(px)⊗ g(px))

= ι(p · f(x)⊗ p · g(x))

= ι(p · (f(x)⊗ g(x)))

= p · (ι(f(x)⊗ g(x)))

and therefore we obtain a Gn-equivariant map

BS(ρ) −→ IndGnP (BS(ρ1)⊗K BS(ρ2)) (6.11)

(f, g) 7→ ι ◦ (f ⊗ g).

Since πalg(ρ) is an irreducible algebraic representation and πsm(ρ) is an irreducible

smooth representation, a result of Dipendra Prasad [37, p.126] states that the locally

algebraic representation BS(ρ) is irreducible, and therefore, since (6.11) is not the zero

map

BS(ρ) ↪→ IndGnP (BS(ρ1)⊗K BS(ρ2)). (6.12)
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To the indecomposable WD(ρ1),WD(ρ2), a result of Sorensen [40] yields Gni-invariant

norms || · ||i on BS(ρi) for i = 1, 2, respectively. Following [34] we obtain a norm [34,

Proposition 17.4] || · || = || · ||1 ⊗K || · ||2 on BS(ρ1)⊗K BS(ρ2) by defining

||u|| := inf
u

{
max
1≤i≤r

||vi||1||wi||2
}
,

where the infimum is taken over all representations u =
∑r

i=1 vi ⊗wi where vi ∈ BS(ρ1)

and wi ∈ BS(ρ2) for all 1 ≤ i ≤ r. For i = 1, 2 the || · ||i are Gni-invariant, therefore the

tensor product norm || · || is Gn1 ×Gn2-invariant.

We now consider the set C(Gn,BS(ρ1)⊗KBS(ρ2); ||·||∞) of continuous functions

f : Gn → BS(ρ1) ⊗K BS(ρ2), such that f(px) = p · f(x) for all p ∈ P and all x ∈ Gn,

and where || · ||∞ is the sup-norm

||f ||∞ := sup
g∈Gn

||f(g)||.

Let Gn act on the left of C(Gn,BS(ρ1)⊗K BS(ρ2); || · ||∞) via right translations, namely

(σ · f)(x) := f(xσ),

for all x, σ ∈ Gn and all f ∈ IndGnP (BS(ρ1)⊗K BS(ρ2)). A priori it is unclear why || · ||∞
should be finite, however, the compactness of P\Gn coupled with the Gn-invariance (and

therefore P -invariance) of || · || show that || · ||∞ is really defined on the compact quotient

P\Gn, namely

||f ||∞ = sup
Pg∈P\Gn

||f(Pg)|| <∞,

for all f ∈ C(Gn,BS(ρ1)⊗K BS(ρ2); || · ||∞). Any x ∈ Gn gives a bijection

P\Gn −→ P\Gn

Pg 7−→ Pgx

and therefore

||xf || = sup
Pg∈P\G

||f(Pgx)|| = sup
Ph∈P\G

||f(Ph)|| = ||f ||∞.

hence ||·||∞ isGn-invariant. Viewing BS(ρ) ⊂ IndGnP (BS(ρ1)⊗KBS(ρ2)) ⊂ C(Gn,BS(ρ1)⊗K
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BS(ρ2); || · ||∞), restriction of the Gn-invariant norm || · ||∞ to the subspace BS(ρ) gives

a Gn-invariant norm on BS(ρ).

The above proof provides the base case for an induction process used to prove a

corollary to the above theorem under a certain modification of the Frobenius eigenvalues

hypothesis. We briefly explain these additional Frobenius eigenvalue assumptions.

Suppose φ is a lift of the geometric Frobenius such that (in a suitable basis) the Weil-

Deligne representation (s,N, V ) satisfies

s(φ) =


Dn1 0 . . . 0

0 Dn2

. . .
...

...
. . .

. . . 0

0 . . . 0 Dnr

 ,

where, for each 1 ≤ i ≤ r, the Dni ∈ GLni(K) is the diagonal matrix

Dni =


µ

(i)
1 0 . . . 0

0 µ
(i)
2

. . .
...

...
. . .

. . . 0

0 . . . 0 µ
(i)
ni

 .

If (in the same basis) the nilpotent endomorphism N has matrix form

N =


Nn1 ∗ . . . ∗

0 Nn2

. . .
...

...
. . .

. . . ∗
0 . . . 0 Nnr

 ,

then our Frobenius eigenvalue conditions are as follows

Hypothesis 6.1 (Frobenius Eigenvalue Hypothesis). For all 1 ≤ i < j ≤ r if x and y

are elements on the diagonals of Dni and Dnj , respectively, then we assume x
y 6= p.

We are therefore assuming that ordered quotients of eigenvalues of s(φ), occurring in

distinct blocks, are not equal to p. This condition will be necessary for obtaining a direct

sum decomposition of monodromy operators in the following corollary to Theorem 7.2
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Corollary 6.4. Let L,K, and GL be as above. Let ρ : GL → GLn(K) be a potentially

semistable representation of the form

ρ =



ρn1 ∗ . . . ∗

0 ρn2

. . .
...

...
. . .

. . . ∗
0 . . . 0 ρnr−1

∗

0 ρnr


=

 ρ ∗

0 ρnr

 ,

so

0 ρ ρ ρnr 0

is exact. If the following hypotheses hold

i.) For each σ : L ↪→ K

HTσ(ρn1) < HTσ(ρn2) < . . . < HTσ(ρnr).

ii.) Let WD(DdR(ρ)) = (r,N, V ) and denote a lift of the geometric Frobenius by φ.

Suppose the eigenvalues of r(φ) satisfy the Frobenius eigenvalue condition as stated

in Hypothesis 7.1.

iii.) ρ is generic i.e. πsm(ρ) is generic and irreducible.

iv.) For i = 1, 2, . . . , r the representations WD(DdR(ρni)) are indecomposable.

then BS(ρ) admits a Gn-invariant norm.

Proof. The proof will proceed by induction on r, in particular, we see that Theorem 7.2

is precisely the base case r = 2.

Notation: For i = 1, 2, . . . , r let ni := dim(ρni) so that n = n1 + n2 + . . .+ nr and set

Gni := GLni(L) for all 1 ≤ i ≤ r, then

• Tn will denote the subgroup of diagonal matrices of Gn.

• Un will denote the subgroup of unipotent matrices of Gn.

• Bn will denote the Borel subgroup of upper triangular matrices of Gn so that

Bn ' Tn n Un.
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• Corresponding to the partition n = n1 + n2 + . . .+ nr we let P denote the unique

parabolic subgroup of Gn given by

P :=




gn1 ∗ . . . ∗

0 gn2

. . .
...

...
. . .

. . . ∗
0 . . . 0 gnr

 : gni ∈ Gni for all 1 ≤ i ≤ r


= MN,

where N is the unipotent radical and M ' Gn1 × . . .×Gnr .

For any σ : L ↪→ K we have characters λσ : Tn−nr → K and λnr : Tnr → K given by

λσ(t1, . . . , tn−nr) = t
a1,σ

1 t
a2,σ

2 . . . t
anr−1,σ

nr−1

λnr,σ(tnr−1+1, . . . , tn) = t
bnr−1+1,σ

nr−1+1 t
bnr−1+2,σ

nr−1+2 . . . tbn,σn

where a1,σ ≤ a2,σ ≤ . . . ≤ anr−1,σ and bnr−1+1,σ ≤ . . . ≤ bn,σ are the increasing sequences

of integers obtained from the Hodge-Tate weights HT(ρ) and HT(ρnr), respectively, given

as in (6.3). From the decompositions Bn−nr = Tn−nr n Un−nr and Bnr = Tnr n Unr ,

we inflate λσ and λnr,σ to Bn−nr and Bnr , and denote the inflations by λ̃σ and λ̃nr,σ,

respectively. From our assumptions on the Hodge-Tate weights we obtain irreducible

algebraic representations

πalg,σ(ρ) = Ind
Gn−nr
Bn−nr

λ̃σ and πalg,σ(ρnr) = Ind
Gnr
Bnr

λ̃nr,σ.

Our induction hypothesis applied to ρ gives

πalg,σ(ρ) ' Ind
Gn1×...×Gnr−1

Bn1×...×Bnr−1

(
r−1⊗
i=1

πalg,σ(ρni)

)
,

and therefore

πalg,σ(ρ)⊗ πalg,σ(ρnr) ' Ind
Gn1×...×Gnr
Bn1×...×Bnr

(
r⊗
i=1

πalg,σ(ρni)

)
.

Applying the same computations as in (6.4) and (6.5) to the decompositions P = MnN
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and Bn = (Bn1 × . . .×Bnr) nN , we obtain the isomorphism

πalg,σ(ρ) ' IndGnP

(
r⊗
i=1

πalg,σ(ρni)

)
. (6.13)

Taking the tensor product over all embeddings σ : L ↪→ K yields the irreducible algebraic

representation of
∏
σ:L↪→K GLn(K), denoted

πalg(ρ) :=
⊗

σ:L↪→K
πalg,σ(ρ).

Again, using the density of the diagonal embedding GLn(L) ⊂
∏
σ:L↪→K GLn(K), re-

striction of
⊗

σ:L↪→K πalg,σ(ρ) to GLn(L) gives an irreducible algebraic representation of

GLn(L), which we denote πalg(ρ).

Smooth Side of BS(ρ): Applying Fontaine’s functor DdR to the short exact sequence

0 ρ ρ ρnr 0

gives the short exact sequence

0 DdR(ρ) DdR(ρ) DdR(ρnr) 0. (6.14)

Modifying the standard notation slightly we let

WD(ρ) := WD(DdR(ρ)) := (s,N, V )

WD(ρ) := WD(DdR(ρ)) := (s,N, V )

WD(ρnr) := WD(DdR(ρ)) := (snr , Nnr , Vnr)

so that applying the exact functor WD to (6.14) gives

0 WD(ρ) WD(ρ) WD(ρnr) 0. (6.15)

Letting φ ∈ W (Qp/L) be a lift of the geometric Frobenius of Gal(kL/kL), we choose a

basis for V given by an eigenbasis for s(φ). In this basis N ∈ End(V ) has matrix form

N =

 N ∗

0 Nnr

 .
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However, restricting the basis of V to its subspace V , the operator N has matrix form

N =


Nn1 ∗ . . . ∗

0 Nn2

. . .
...

...
. . .

. . . ∗
0 . . . 0 Nnr−1


in which case N has matrix form

N =


Nn1 ∗ . . . ∗

0 Nn2

. . .
...

...
. . .

. . . ∗
0 . . . 0 Nnr

 .

Lemma 6.5. Assuming the Frobenius eigenvalue hypothesis for s(φ), the matrix for the

monodromy operator N is

N =


Nn1 0 . . . 0

0 Nn2

. . .
...

...
. . .

. . . 0

0 . . . 0 Nnr

 ,

hence N =
⊕r

i=1Nni.

Proof. Since we will need to compute with the non-diagonal upper triangular part of N ,

we write

N =


Nn1 An1,n2 . . . An1,nr

0 Nn2

. . .
...

...
. . .

. . . Anr−1,nr

0 . . . 0 Nnr


where, for each 1 ≤ i ≤ nr−1 and 2 ≤ j ≤ nr, the Ani,nj is a matrix of size ni × nj . We

let Ani,nj = (ak,l) where 1 ≤ k ≤ nr−1 and 1 ≤ l ≤ nr, so the labeling of entries of N will

be written in terms of entries of each submatrix Ani,nj , this allows for simpler notation
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in the computation. As before, write s(φ) as

s(φ) =


Dn1 0 . . . 0

0 Dn2

. . .
...

...
. . .

. . . 0

0 . . . 0 Dnr

 ,

where, for each 1 ≤ i ≤ r, the Dni ∈ GLni(K) is the diagonal matrix

Dni =


µ

(i)
1 0 . . . 0

0 µ
(i)
2

. . .
...

...
. . .

. . . 0

0 . . . 0 µ
(i)
ni

 .

The conjugation relation s(φ)Ns(φ)−1 = pN for (s,N, V ) is

pN = s(φ)Ns(φ)−1 =


Nn1 Bn1,n2 . . . Bn1,nr

0 Nn2

. . .
...

...
. . .

. . . Bnr−1,nr

0 . . . 0 Nnr

 ,

where, for each 1 ≤ i ≤ nr−1 and 2 ≤ j ≤ nr, if Bni,nj = (bk,l), then bk,l =
µ

(ni)

k

µ
(nj)

l

ak,l for

all 1 ≤ k ≤ ni and 1 ≤ l ≤ nj . Equating coefficients and using that for all i, j, k and l

the quotient
µ

(ni)

k

µ
(nj)

l

6= p, we find

(
µ

(ni)
k

µ
(nj)
l

− 1

)
ak,l = 0,

and therefore, ak,l = 0 for all 1 ≤ i ≤ nr−1, 2 ≤ j ≤ nr, 1 ≤ k ≤ ni, and 1 ≤ l ≤ nj ,

hence N =
⊕r

i=1Nni .

The short exact sequence of (6.15) along with the decompositions V ' V ⊕Vnr
and N = N ⊕Nnr render an isomorphism

WD(ρ)F−ss 'WD(ρ)F−ss ⊕WD(ρnr)
F−ss. (6.16)
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By induction, we have the decompositions V '
⊕r−1

i=1 Vni and N =
⊕r−1

i=1 Nni , whereby

WD(ρ)F−ss '
r−1⊕
i=1

WD(ρni)
F−ss,

and therefore (6.16) becomes

WD(ρ)F−ss '
r⊕
i=1

WD(ρni)
F−ss. (6.17)

Applying the local Langlands correspondence to (6.17) we obtain smooth irreducible

admissible representations πsm(ρ), πsm(ρ), and πsm(ρnr) such that

recn(πsm(ρ)) = WD(ρ)F−ss

recn−nr(πsm(ρ)) = WD(ρ)F−ss

recnr(πsm(ρnr)) = WD(ρnr)
F−ss

From (6.17)

recn(πsm(ρ)) ' recn−nr(πsm(ρ))⊕ recnr(πsm(ρnr))

' recn(πsm(ρ)� πsm(ρnr))

where � is the Langlands sum defined in [18, p.32]. By our induction assumption

recn−nr(πsm(ρ)) '
r−1⊕
i=1

recni(πsm(ρni)),

hence

recn(πsm(ρ)) ' recn (�ri=1πsm(ρni)) , (6.18)

whereby injectivity of the local Langlands correspondence gives

πsm(ρ) ' �ri=1πsm(ρni).

As before, since ρ is assumed generic the Langlands sum is fully induced,

πsm(ρ) ' �ri=1πsm(ρni) ' IndGnP

(
r⊗
i=1

πsm(ρni)

)
,
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and therefore the locally algebraic representation of Breuil-Schneider, BS(ρ) = πalg(ρ)⊗K
πsm(ρ), is

BS(ρ) ' IndGnP

((
r⊗
i=1

πalg(ρni)

)
⊗K

(
r⊗
i=1

πsm(ρni)

))
.

Existence of an Invariant Norm for BS(ρ): The proof of the existence of an invariant

norm on BS(ρ) follows immediately from the computations given in the proof of Theorem

7.2. In particular, letting

ι :

(
r⊗
i=1

πalg(ρni)

)
⊗K

(
r⊗
i=1

πsm(ρni)

)
∼−−→

r⊗
i=1

(πalg(ρni)⊗K πsm(ρni))

denote the isomorphism given on elementary tensors by

ι((f1 ⊗ f2 ⊗ . . .⊗ fr)⊗ (g1 ⊗ g2 ⊗ . . .⊗ gr)) = (f1 ⊗ g1)⊗ (f2 ⊗ g2)⊗ . . .⊗ (fr ⊗ gr),

we construct a map

BS(ρ) −→ IndGnP

(
r⊗
i=1

BS(ρ)

)
(6.19)

(f1, . . . , fr) 7−→ ι ◦ (f1 ⊗ . . .⊗ fr)

which satisfies ι(f1 ⊗ . . . ⊗ fr)(px) = p · ι(f1 ⊗ . . . ⊗ fr)(x) for all p ∈ P and x ∈ Gn.

Since πalg(ρ) and πsm(ρ) are both irreducible and (6.19) is not the zero map, we again

utilize Dipendra Prasad’s result [37, p.126] to obtain the injection

BS(ρ) ↪→ IndGnP

(
r⊗
i=1

BS(ρni)

)
. (6.20)

To the indecomposable WD(ρni) a result of Sorensen [40] applied to each BS(ρni) yields

Gni-invariant norms || · ||i for each 1 ≤ i ≤ r. Again utilizing the result [34, Proposition

17.4], these norms yield a Gn1 × . . .×Gnr -invariant norm || · || := || · ||1 ⊗ . . .⊗ || · ||r on

BS(ρ) given by

||u|| := inf
u

{
max

1≤j≤m
||v(1)

j ||1 . . . ||v
(r)
j ||r

}
where the infimum runs over all representations u =

∑m
j=1 v

(1)
j ⊗ . . . ⊗ v

(r)
j where
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v
(k)
j ∈ BS(ρnk) for all 1 ≤ j ≤ m and 1 ≤ k ≤ r.

Consider the set C(Gn,
⊗r

i=1 BS(ρni); || · ||∞) consisting of continuous functions

equipped with the sup-norm || · ||∞. We give C(Gn,
⊗r

i=1 BS(ρni); || · ||∞) the left Gn-

action of right translations, and observe that P\Gn is compact. Therefore, for any

x ∈ Gn and f ∈ C(Gn,
⊗r

i=1 BS(ρni); || · ||∞)

||xf ||∞ = sup
Pg∈P\Gn

||f(Pgx)|| = sup
Ph∈P\Gn

||f(Ph)|| = ||f ||∞,

whereby || · ||∞ is Gn-invariant. Viewing BS(ρ) ⊂ C(Gn,
⊗r

i=1 BS(ρni); || · ||∞), the

restriction of || · ||∞ to BS(ρ) is a Gn-invariant norm.



Chapter 7

Invariant principal ideals in a

p-adic Heisenberg algebra

The work in this chapter came about from an attempt to generalize work of

Peter Schneider and Jeremy Teitelbaum [38] on Schneider’s 2006 ICM conjecture [35,

Conjecture 2.5]. Although a proof in full generality failed, we were able to obtain a

result about a certain graded p-adic Heisenberg group.

Our methods utilize the theory of p-valuable groups, which we briefly describe.

A more thorough and comprehensive treatment can be found in [25] and [36].

7.1 Introduction and Notation

Let G be an abstract group whose identity we denote by 1, and let p ∈ N be

a prime number with additive valuation ordp on Qp normalized so that ordp(p) = 1. A

function ω : G → (0,∞] is called a p-valuation if ω(1) = ∞ and, for all g, h ∈ G the

following hold

i.) ω(g) > 1
p−1

ii.) ω(g−1h) ≥ min(ω(g), ω(h))

iii.) ω([g, h]) ≥ ω(g) + ω(h)

iv.) ω(gp) = ω(g) + 1

108
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By definition, a p-valuable group is a pair (G,ω) consisting of an abstract group G along

with a p-valuation ω on G satisfying the above properties. In general, the values of ω can

vary widely, however, if G is a pro-p group then the values of ω are discrete in (0,∞].

Associated to any p-valuable group (G,ω) is a filtration given as follows. For

any v ∈ R>0 define the subgroups

Gv = {g ∈ G : ω(g) ≥ v} and Gv+ = {g ∈ G : ω(g) > v}.

The collection {Gv}v is a filtration ofG with normal subgroupsGv+ and abelian quotients

grv(G) := Gv/Gv+ . The graded abelian group

grG =
⊕
v>0

grvG

is endowed with a p-power operator given on components by

P((gGv+)v) = (gpG(v+1)+)v.

The operator P endows grG with the structure of an Fp[P]-module, and the rank of

(G,ω) is defined to be the rank of the Fp[P]-module grG. For notational convenience

we set R = Fp[P] for the remainder of this chapter.

Definition 7.1. Let (G,ω) be a p-valuable group. We say the elements g1, g2, . . . , gr ∈ G
are an ordered basis if both of the following conditions are satisfied

i.) The map

Zrp → G

(x1, . . . , xr) 7→ gx1
1 . . . gxrr

is a homeomorphism.

ii.) ω(gx1
1 . . . gxrr ) = min

1≤i≤r
(ordp(xi) + ω(gi))

If (G,ω) is a p-valuable group of finite rank with ordered basis {g1, . . . , gr},
then {σ(g1), . . . , σ(gr)} is an R-module basis of grG, where σ(g) = gGω(g)+ for g ∈ G.
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7.2 A p-adic Heisenberg group

For n ∈ Z≥2, the n× n p-adic Heisenberg group H consists of upper triangular

matrices of the form

(xi,j) =



1 x1,2 x1,3 . . . x1,n−1 x1,n

1 0 . . . 0 x2,n

. . .
. . .

...
...

1 0 xn−2,n

1 xn−1,n

1


where x1,i, xj,n ∈ Zp for all 2 ≤ i ≤ n and 2 ≤ j ≤ n − 1, with group operation matrix

multiplication.

In [36, p.171] Schneider constructs a p-valuation on the open subgroup G ⊂
GLn(Qp) where

G := {g ∈ GLn(Qp) : f(g − 1) >
1

p− 1
}

and f : Mn(Qp)→ Z ∪ {∞} is defined by

f(g) = min
i,j

(ordp(aij))

for g = (aij) ∈ Mn(Qp). For g ∈ Mn(Qp) define ω(g) = f(g − 1), then (G,ω) is a

p-valuable group. Let ϕ : H → G be defined by

ϕ((xi,j)) =



1 px1,2 p2x1,3 . . . pn−2x1,n−1 pn−1x1,n

1 0 . . . 0 pn−2x2,n

. . .
. . .

...
...

1 0 p2xn−2,n

1 pxn−1,n

1


.

Then, for any g, h ∈ H, ϕ(gh) = ϕ(g)ϕ(h) and kerϕ = {1}, therefore, we identify H

with its image under ϕ and view H inside G. Let h ∈ ϕ(H), then

ω(h) = min
2≤i≤n

2≤j≤n−1

{ordp(x1,i) + i− 1, ordp(xj,n) + n− j}.
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is a p-valuation on ϕ(H) and therefore on H from the above identification.

Since (H,ω) is a p-valuable pro-p group, the values of ω are discrete. Therefore

there exists h0 ∈ H such that 0 < ω(h0) = min
h∈H

ω(h). By definition, ω(h) ≥ 1 for all

h ∈ H, hence, there exists a real number C satisfying 0 < C < 1 − 1
p−1 . Using this C

we define ωC := ω −C, which defines a new p-valuation on H with the added benefit of

strict inequality on commutators, namely, for any g, h ∈ H

ωC([g, h]) = ω([g, h])− C

≥ ω(g) + ω(h)− C

> ω(g)− C + ω(h)− C

= ωC(g) + ωC(h).

For v ≥ 0, the filtration on (H,ωC) is given by

Hv := {h ∈ H : ωC(h) ≥ v} and Hv+ := {h ∈ H : ωC(h) > v},

with associated graded abelian group

grH =
⊕
v≥0

grv(H).

The Lie algebra structure of grH is given by the bracket

[·, ·] : grv(H)× grv′(H)→ gr(v+v′)(H)

(ξ, η) 7→ [g, h]H(v+v′)+

where ξ = gHv+ and η = hHv′+ . In [36, p.173-174] it is shown that [·, ·] is a well-defined,

biadditive map, compatible with the operator P, such that [ξ, ξ] = 0 and [ξ, η] = −[η, ξ]

for all ξ, η ∈ grH. Therefore, grH is a graded Lie algebra over R. Furthermore, for

ξ = gHv+ and η = hHv′+

ωC([g, h]) > ωC(g) + ωC(h) ≥ v + v′,

hence, [ξ, η] = 0 for all ξ, η ∈ grH, whereby grH is abelian as a Lie algebra over R.

Define Ei,j ∈ GLn(Qp) by Ei,j = In+(1i,j), where In is the n×n identity matrix
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and (1i,j) is the n× n matrix with a one in the (i, j)th entry, and zeroes elsewhere.

Lemma 7.1. For 2 ≤ i ≤ n and 2 ≤ j ≤ n − 1, the elements E1,i and Ej,n form an

ordered basis of (H,ωC).

Proof. Indeed, any h ∈ H can be written as

h =

n−1∏
j=2

E
xj,n
j,n

n∏
i=2

E
x1,i

1,i

showing that the continuous map

ψ : (x1,2, x1,3, . . . , x1,n, x2,n, . . . , xn−1,n) 7→ h

is surjective. If ψ(a) = ψ(b) in H, then a = b in Z2n−3
p . This follows simply from the fact

that two n×n matrices are equal if and only if their corresponding coefficients are equal.

Therefore, ψ is a continuous bijection from the compact space Z2n−3
p to the Hausdorff

space H, hence ψ is a homeomorphism.

Finally, we have

ωC

n−1∏
j=2

Ej,n

n∏
i=2

E1,i

 = min
2≤i≤n

2≤j≤n−1

{ordp(x1,i) + i− 1, ordp(xj,n) + n− j} − C

= min
2≤i≤n

2≤j≤n−1

{ordp(x1,i) + i− 1− C, ordp(xj,n) + n− j − C}

= min
2≤i≤n

2≤j≤n−1

{ordp(x1,i) + ωC(E1,i), ordp(xj,n) + ωC(Ej,n)}

proving the lemma.

The above lemma shows that grH has rank 2n−3 as a Lie algebra over R and is generated

by {σ(E1,i), σ(Ej,n) : i = 2, . . . , n and j = 2, . . . , n−1}, where σ(h) := hHωC(h)+ for any

h ∈ H.

Now that the properties of grH have been established, we will review similar

properties associated to the graded Iwasawa algebra of H, denoted gr Λ(H). Proofs of

the details can be found in [36, ch.VI].
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7.3 The graded Iwasawa algebra gr Λ(H) and universal en-

veloping algebra U(grH)

Let H be as above, then the Iwasawa algebra of H is

Λ(H) = lim←−
UC◦H

Zp[H/U ]

where U C◦ H indicates that U is an open normal subgroup of H. For v ∈ R≥0, define

Jv to be the smallest closed Zp-submodule of Λ(H) generated by elements of the form

pl(h1 − 1) . . . (hs − 1) such that l +
∑s

i=1 ωC(hi) ≥ v where l, s ≥ 0 and hi ∈ H for all

1 ≤ i ≤ s. Defining

Jv+ =
⋃
v′>v

Jv′

and grvΛ(H) = Jv/Jv+ we have the graded algebra

gr Λ(H) =
⊕
v≥0

grvΛ(H)

over the graded ring

grZp =
⊕
n≥0

pnZp/pn+1Zp.

We view the graded ring grZp as an R-algebra by identifying Fp ' gr0Zp and mapping

P to p+ p2Zp.

Lemma 7.2. The map

R
∼−→ grZp∑

n

anPn 7→ (anp
n + pn+1Zp)n

is an isomorphism of R-algebras.

We now discuss Schneider’s exposition of the Lazard isomorphism between the

graded R-algebra gr Λ(H), and the universal enveloping algebra U(grH) of grH. Let

v ∈ R>0 and define

Lv : grvH → grvΛ(H)

hvHv+ 7→ hv − 1 + Jv+ .
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In [36, p.197-198] it is shown that Lv is an R-algebra homomorphism, consequently we

obtain an R-algebra homomorphism

L :=
⊕
v>0

: grH → gr Λ(H).

The universal property of universal enveloping algebras gives a homomorphism of asso-

ciative R-algebras ψ : U(grH) → gr Λ(H), whereby, if O is a finite unramified integral

extension of Zp with fraction field K, the Lazard isomorphism is given by extension of

scalars to grO of the homomorphism ψ. In our case, K = Qp so O = Zp, and since

grZp ' R, extension of scalars is unnecessary, hence the Lazard isomorphism is precisely

the R-algebra isomorphism

ψ : U(grH) ' gr Λ(H).

Since grH is an abelian Lie algebra over R generated by {σ(E1,i), σ(Ej,n) : 2 ≤
i ≤ n and 2 ≤ j ≤ n− 2}, the universal enveloping algebra is a polynomial ring

U(grH) = R[X1,2, X1,3, . . . , X1,n, X2,n, . . . , Xn−1,n] =: S,

where, for all ≤ i ≤ n and 2 ≤ j ≤ n − 1 the variables X1,i and Xj,n correspond to the

generators σ(E1,i) and σ(Ej,,n), respectively.

7.4 The Contracting Monoid T+

Define the set

T+ = {diag(y1, y2, . . . , yn) ∈Mn(Qp) : |y1|p ≤ |y2|p ≤ . . . ≤ |yn|p}.

Under matrix multiplication, T+ is a monoid (inverses reverse inequalities). Using the

structure of Q×p , any element t ∈ T+ is of the form t = diag(u1p
m1 , u2p

m2 , . . . , unpmn),

where ui ∈ Z×p for all 1 ≤ i ≤ n, and m1 ≥ m2 ≥ . . . ≥ mn are integers. For each

1 ≤ i ≤ n we define the elements

ti = diag(p, . . . , p︸ ︷︷ ︸
i

, 1, . . . , 1︸ ︷︷ ︸
n−i

),
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then any element t = diag(u1p
m1 , . . . , unp

mn) ∈ T+ decomposes as

t = diag(u1, . . . , un)

(
n∏
i=1

t
mi−1−mi
i−1

)
tmnn .

We define an action of T+ on grH by conjugation, namely,

t · (hvHv+)v = (thvt
−1Hv+)v,

for any t ∈ T+ and any (hvHv+)v ∈ grH. Although T+ is simply a monoid, notice that

the above conjugation makes sense since

yi
yj
∈ Zp

for all i < j.

Using the Lazard isomorphism

L : U(grH) ' gr Λ(H),

we now write down explicitly the action of T+ on the polynomial ring S. For each

2 ≤ i ≤ n and 2 ≤ j ≤ n− 2, to explicitly write down the action of T+ on S, it suffices

to write down the action of the generators of T+ on the generators X1,i, Xj,n of S, and

extend R-linearly to all of S.

For u ∈ T (Zp) we see

u ·Xi,j =
ui
uj
Xi,j

where 1 ≤ i < j ≤ n. The action is somewhat more difficult to describe for the non-torus

elements ti ∈ T+. The action of t1 is given by

t1X1,i = PX1,i for all 2 ≤ i ≤ n

t1Xj,n = Xj,n for all 2 ≤ j ≤ n− 1.

The element tn ∈ T+ acts trivially, namely tnXi,j = Xi,j for all choices of i and j.
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Finally, for 1 < m < n, the action of tm is given by

tmX1,i =

X1,i if 2 ≤ i ≤ m

PX1,i if i > m

and

tmXj,n

PXj,n if 2 ≤ j ≤ m

Xj,n if j > m
.

7.5 Main Result

Let p be a rational prime number and n ∈ Z≥2. Consider (H,ω), where H is the

n×n Heisenberg group over the p-adic integers Zp, and ω is a p-valuation on H, as defined

in [36, p.169]. Let T+ ⊂ GLn(Qp) be the set of diagonal matrices diag(y1, y2, . . . , yn) ∈
GLn(Qp) such that |y1|p ≤ |y2|p ≤ . . . ≤ |yn|p, where | · |p is the p-adic absolute value on

Qp, normalized so that |p|p = 1
p . Under matrix multiplication T+ is a monoid, which we

call a contracting monoid of GLn(Qp). The Iwasawa algebra of H is

Λ(H) = lim←−
UCH

Zp[H/U ],

where U runs over all open normal subgroups of H. Let R = Fp[P] be a polynomial ring

in the operator P, where

P(h) = hp

for all h ∈ H. Then, utilizing Lazard’s theory of p-valuable groups, we construct a

finitely generated R-module grΛ(H) which can be identified with a polynomial ring over

R in 2n − 3 variables, denoted S = R[X1,2, X1,3, . . . , X1,n, X2,n, . . . , Xn−1,n], and which

carries a natural action of T+. The main result of this paper is the following

Theorem 7.3. The T+-invariant principal ideals I = (f) of grΛ(H), are precisely those

for which the cyclic R-module Rf is T+-invariant.

7.6 Proof of the main result

Proof. We first show that the T+-invariant cyclic R modules, Rf , are determined by

an equality condition on certain coefficients brought about by the action of T+ on f .
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Consider the cyclic R-submodule Rf of S. By definition, Rf is T+-invariant if and only

if for all r ∈ R and t ∈ T+

t · (rf) = r′f,

for some r′ ∈ R. Since the action of T+ on S is R-linear, the above relation reads

r(t · f) = r′f.

Since the action of any t ∈ T+ on a monomial in S is given by multiplication by some

element of R, we have

r(t · f) =
∑

m∈Mon(f)

ramcm(t)m

where the cm(t) ∈ R are the coefficients determined by the action of T+. Therefore,

T+-invariance of Rf amounts to

∑
m∈Mon(f)

ramcm(t)m =
∑

m∈Mon(f)

r′amm

which holds if and only if ramcm(t) − r′am = 0 for all m ∈ Mon(f), and t ∈ T+. Since

R is a commutative domain, and the am 6= 0 for all m ∈ Mon(f), we see that the above

equation is equivalent to rcm(t) = r′ for all m ∈ Mon(f) and t ∈ T+. Therefore, Rf is

T+-invariant, if and only if the cm(t) are equal for all t ∈ T+.

Now, if the principal ideal I = (f) is such that Rf is a T+-invariant R-

submodule of S, then for any t ∈ T+, we have

t · f = rtf,

for some rt ∈ R, and therefore, t · I ⊂ I, showing that I is T+-invariant. Conversely,

suppose that I = (f) is T+-invariant, then for all t ∈ T+, we have

t · f = qtf

for some qt ∈ S. If qt /∈ R for some t ∈ T+, then qt contains at least one nontrivial

monomial term involving at least one variable of S. Therefore, the monomial terms of
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qtf would differ from those monomial terms of f , hence, the equality

rtf = t · f = qtf

would not hold. Therefore, for all t ∈ T+, we have qt ∈ R, and therefore f is precisely a

polynomial for which the cyclic module Rf is T+-invariant.

Originally this work grew from an attempt to generalize to GL3(Zp) the work

of Schneider-Teitelbaum [38, sect. 4] on GL2(Zp). If K is a finite extension of Qp and

G = GL2(Zp) with B ⊂ G the Iwahori subgroup of matrices whose reduction modulo

p is lower triangular, and if P, P−, U, U−, and T denote the lower triangular, upper

triangular, lower unipotent, upper unipotent, and diagonal matrices, respectively, then,

given a character χ : T → K, we have a finitely generated K[[B]]-module

Nχ := k[[B]]⊗K[[P ]] K
(χ).

The main result in section four of [38] is the following proposition

Theorem 7.4. [38, Proposition 4.1] If c(χ) /∈ N0 then Nχ is a simple K[[B]]-module.

Their approach is to utiilize an equivariant notion of Schikhof-duality, allowing

them to translate the desired irreducibility statement into a statement about a certain

algebra being simple. The algebra in question consists of formal power series in one

variable with bounded coefficients, in particular, the algebra is commutative and a PID.

A rough sketch of their argument is as follows:

• Choose a submodule of your principal series representation and invoke the equivari-

ant version of Schikhof duality to consider the corresponding ideal in the algebra.

• Since the algebra is a PID, this ideal is generated by some power series.

• Using the Weierstrass preparation theorem, one can assume that the generator of

this ideal is a distinguished polynomial.

• Using the actions of the torus of GL2(Zp) and the upper triangular unipotent

matrices, one concludes that the generating polynomial has either none or infinitely

many zeroes in the p-adic unit disk. Hence, the ideal is either the whole algebra

or the zero ideal.
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• Invoking Schikhof duality again one concludes that the original submodule was

either trivial or the whole principal series itself.

There are many problems in trying to generalize their results to the GL3(Zp)-

setting, namely

• The algebra is a noncommutative power series algebra in three variables, no longer

a PID, and therefore one cannot assume that the ideal afforded by Schikhof duality

is principal.

• There is no direct analog of the Weierstrass preparation theorem for noncommu-

tative power series rings in multiple variables, so even if the corresponding ideal

were principal, one wouldn’t be able to conclude that the ideal is generated by a

polynomial, thereby ruling out the argument regarding zeroes of polynomials.

For these reasons, we specialized to the n× n Heisenberg group, passed to the

graded Iwasawa algebra, and considered only invariant principal ideals. Understanding

the behavior of ideals in noncommutative Iwasawa algebras is difficult and few results

are known. For more information regarding conjectures and known results the reader is

directed to the papers [20], [1].
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