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Abstract

Computational neuromodeling methods for evaluating repre-
sentational dynamics involve intricate analysis choices at ev-
ery stage of the analysis pipeline. Analysis choices for data
processing pipelines are generally chosen based upon end to
end accuracy metrics and corresponding performance met-
rics. Psychology research has recently begun to acknowl-
edge the importance of controlling for potential bias intro-
duced by degrees of freedom in data analysis, with specifi-
cation curve analysis introduced as a principled method for
correcting for such biases. In this paper, we conduct a spec-
ification curve analysis (SCA) for representational similarity
analysis pipelines reported in the literature for fMRI and EEG
datasets, respectively. We show that EEG-based RSA analyses
are relatively robust to alternative specifications but that fMRI-
based analyses are not. Using a novel decision-tree analysis to
supplement SCA, we present a potentially more robust pipeline
for such analyses.

Keywords: specification curve analysis, fMRI, EEG, rep-
resentational similarity analysis

Introduction

About ten years ago, (Simmons, Nelson, & Simonsohn, 2011)
elegantly demonstrated that, with a small number of post
hoc analysis decisions, empirical results that satisfy conven-
tional statistics-based thresholds for scientific evidence could
be produced for nearly any study. Widespread concerns about
p-hacking - when analysis pipelines are modified post hoc af-
ter data has been collected in search of statistically significant
results to report - have since led to widespread changes in the
way research is reported, e.g. the use of pre-registration and
registered reports, more openness to publishing null results or
failed replications, and the use of alternatives to null hypoth-
esis testing (Nelson, Simmons, & Simonsohn, 2018).

While the general principle that data-dependent analysis
offers a garden of forking paths to false positive results has
been widely accepted (Gelman & Loken, 2016), principled
solutions have been hard to come by. Recently, specification
curve analysis (SCA) has emerged as an interesting method
to assess the robustness of specific results, given access to
data (Simonsohn, Simmons, & Nelson, 2020). The basic idea
behind SCA is blindingly simple - authors’ journey from data
to results is chaperoned by a series of decisions about how
to conduct analyses. At each point in this series, an alter-

native researcher may presumably have selected a different526

choice than the one the authors chose. Therefore, a combi-
natorially large set of possible specifications exists to analyze
the data, of which the original specification that led to the
claimed result is one. SCA permits one to redo the analysis
across this set and report whether the result continues to be
statistically significant across most reasonable specifications
of the analysis chain or whether a very specific set of choices
leads to a statistically significant result, while most others do
not (Simonsohn et al., 2020). A result that falls in the former
category may be more reliable than a result that falls in the
latter.

The past decade has also seen an efflorescence of research
adopting the framework of representational similarity analy-
sis (RSA) to try to find results that unify brain-activity data,
behavioral data, and computational models (Kriegeskorte,
Mur, & Bandettini, 2008). RSA makes strong assumptions
about the nature of representations, viz. that brain or be-
havioral activity seen in an experimental condition can be di-
rectly treated as a stimulus-condition representation and then
proceeds to use correlations between all possible condition
pairs to create entries in a representational dissimilarity ma-
trix (RDM). Comparing RDMs across modalities, researchers
seek to identify models that are strongly correlated with data-
based RDMs.

However, in practice, data analysis pipelines for estimating
brain activity from raw hemodynamic responses are saturated
with a diversity of specification choices. For example, to es-
timate feature vectors based upon linearizing encoding mod-
els (Naselaris, Kay, Nishimoto, & Gallant, 2011) from BOLD
fMRI, the estimation of best-fitting canonical hemodynamic
response functions can be performed in a multitude of ways
(Pedregosa, Eickenberg, Ciuciu, Thirion, & Gramfort, 2015).
Estimation strategies using voxel-wise best-fitting HRF of-
ten introduce biases due to idiosyncratic noise embedded in
the signal in individual voxels. Estimating HRFs for entire
regions of interest(ROI), on the other hand, results in more
unbiased, but also more variable, estimates (Pedregosa et al.,
2015).

In this paper, we try to understand the robustness of RDMs
acquired from fMRI data using a specification curve analysis.
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In contrast with the large garden of forking paths relevant for
fMRI data analysis, EEG data analysis in RSA offers rela-
tively fewer degrees of flexibility. As a baseline for compar-
ison with the fMRI analysis, we also present a similar spec-
ification curve analysis for EEG-based RDMs. Finally, we
present a decision-tree based search methodology for identi-
fying the most robust specification from a set of of alternative
specifications, and specifically identify such a specification
for the representational similarity analysis of fMRI data.

Methods
Datasets

We used the THINGS-data fMRI dataset (Hebart et al., 2023)
comprising 720 object concepts from the THINGS concept
class (Hebart et al., 2019). THINGS-data contained MRI
data for stimulus presentation of 12 exemplars of each of the
720 object categories over 12 sessions for each subject. For
our analysis,we used the data of a randomly sampled subject
from the pool of three subjects. Stimulus was presented in
an event related design for 500ms, followed by fixation of 4s.
Furthermore, 6 category selective functional runs for faces,
body parts, scenes, words, and objects were also recorded for
each subject. MRI recordings across multiple sessions on di-
verse sets of object categories posited the optimal basis for
reliability assessment of multivariate analyses of single trial
responses in evoked BOLD responses.

For EEG, we wused the THINGS-EEG dataset
(Grootswagers, Zhou, Robinson, Hebart, & Carlson,
2022) for our analysis. We randomly pooled 5 subjects from
a sample size of 50 subjects. The data used in the analysis
was for the 200 validation images presented randomly in a
rapid serial visual presentation paradigm (RSVP), repeated
across 12 sequences. Individual images were presented for
50 ms, followed by a blank screen, which lasted for another
50 ms. The same 200 images were repeated for all the
subjects; the uniformity of the stimuli across participants is
vital for an accurate reliability assessment of the underlying
representational dynamics.

Data Preprocessing

fMRI Functional images for each run were preprocessed
by performing slice timing correction, rigid head motion
correction, field map-based susceptibility distortion correc-
tion, alignment of functional space to individual subject’s T1-
weighted anatomical template, brain tissue segmentation, and
pial and white matter surface reconstruction. ICA was per-
formed post additional preprocessing of each functional run
with spatial smoothing and high pass filtering. MELODIC
ICA (Beckmann & Smith, 2004) was implemented for com-
ponent estimation, and correlation coefficient thresholds as
specified in THINGS-data (Hebart et al., 2023) were fol-
lowed for noise component detection.

EEG The data (Grootswagers et al., 2022), comprising
64-channel EEG recording, was preprocessed using EEGLab
(Delorme & Makeig, 2004). Data was filtered by applying
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a Hamming-windowed FIR filter with 0.1 Hz highpass and
100 Hz lowpass filters. The electrodes were re-referenced to
average, and the data was downsampled to 250 Hz. The con-
tinuous EEG data was epoched into trials ranging from 100
ms before the stimulus onset to 1000 ms after stimulus onset.

fMRI -weights estimation

Original Specification The original specification for data
analysis of fMRI data was taken from (Hebart et al., 2023).
Following their recipe, BOLD time series for each run was
normalized using percent signal change (“The General Lin-
ear Model”, 2011) to eliminate the effects of variable scale
and the resulting effect size variability over each individual
voxel. Time course normalization was performed at two lev-
els, viz. at runwise signal level and at global signal level
across all runs over the sessions, to further negate any ef-
fect of signal level differences across sessions. For the global
level, we performed normalization by removing the mean
over all runs of the signal time series for every voxel. Al-
though time-course normalization is not essential for GLM
estimation, for comparing voxel activity spaces using repre-
sentational dissimilarity matrices (RDM), the scale of sig-
nals at a coherent level allows for more reliable compar-
isons across sessions. Normalized functional runs were noise
normalized by fitting GLMs runwise with noise components
produced by MELODIC ICA (Beckmann & Smith, 2004)
and drift components estimated by fMRIprep. For each run,
residuals were calculated after model fit and z-standardized
for downstream analysis. We estimated B weights for sin-
gle trials using a similar analysis pipeline as mentioned in
THINGs-data (Hebart et al., 2023). We changed some pa-
rameter estimation strategies to reduce bias in the resulting
analysis due to confounds. Firstly, for finding the best hemo-
dynamic response function (HRF), we estimated the best-fit
HRFs for each ROI based on the mean R? over all sessions
from a set of 20 canonical HRF functions (Allen et al., 2022).
Finding specific HRF for each ROIs takes into account the
variability of these basis response functions across regions
(Handwerker, Ollinger, & D’Esposito, 2004; Badillo, Vin-
cent, & Ciuciu, 2013) while also mitigating the chances of
overfitting to noise when voxel-specific HRFs are used. We
also fixed the regularization parameter o0 = 0.1 for all voxels
as our initial assessment displayed non-existent variability af-
ter an exhaustive search over the hyperparameter space for o
ranging from 0.1 to 0.9. The estimation of amplitude, i.e.,
- weights from convolved trail design matrices with hemo-
dynamic basis functions, was performed by fitting a ridge-
regression model for each voxel.

Alternative Specifications Devising alternative specifica-
tions for single trial response estimates in fMRI included
developing alternative strategies for time course normaliza-
tion (Liu, Glover, Mueller, Greve, & Brown, 2013; Yan,
Craddock, Zuo, Zang, & Milham, 2013) of the signals and
an alternative best-fit HRF estimation method. In the orig-
inal specification, time course normalization was performed



sequentially, voxel-wise. Firstly, runwise by utilizing percent
signal change(PSC) then subsequently using baseline correc-
tion using the global mean over all sessions and runs for the
voxel. Alternatively, standardizing levels of signals(RTN)
can be performed by z-standardization(Z-S) (Zhao et al.,
2018) or baseline correction for the mean(CFM) (de Beeck,
2010) for each run. Similarly, global normalization(GTN)
can be performed by z-standardization(RZ-S), re-centering
from mean(RCFM) or percent signal change(RPSC), and
even just using the runwise normalized signal (OF) by it-
self since the comparison across sessions is based on am-
plitude estimates of linear encoding models, which is inde-
pendent of signal scale or level variances across sessions. In
total, this set of combinations resulted in 3 x4 = 12 specifi-
cations. Choosing whether to standardize residuals(ZSR) or
not(NZSR) after performing ICA denoising created two fur-
ther specifications, producing 12 =2 = 24 specification alter-
natives for downstream processing pipeline. Further down-
stream specification choices were devised by utilizing vary-
ing hemodynamic response function(HRF) fitting strategies
and variations in ROI estimation process. HRF fitting was
performed for each region of interest (ROIs) (Ciuciu, Idier,
Roche, & Pallier, 2004) individually and was performed by
estimating best fitting HRFs in two alternative strategies. One
approach selects the best-fitting HRF(BHRF) for each ROI
over all sessions cumulatively(H) and the other selects the
most frequent best-fit HRF(HM) across sessions. Both speci-
fications used the best-fit metric estimated from the mean R?
over the voxels (Allen et al., 2022) comprising the ROI. For
estimating B-weights, we developed 12 %2 %2 = 48 alternative
specification, one of which is the original specification itself.

EEG Decoding Analysis

Original Specification. The original specification for data
analysis of EEG data was taken from (Grootswagers et al.,
2022). Following their approach, our multivariate decoding
analyses using EEG-evoked responses for 200 images across
n=5 subjects was performed within subjects, while subse-
quent analysis was done at the group level. We then con-
structed RDMs (Kriegeskorte et al., 2008) that map out the
dissimilarity patterns evoked by each stimulus pair, a total
of (2(2)0), i.e., 19,900 pairs. The pipeline was used for all
stimulus-present epochs[-100 to 1000ms].

In the decoding analyses, the voltages of all 64 EEG chan-
nels were used as features for each time point. A regular-
ized (A=0.01) linear discriminant classifier was trained using
a leave-one-sequence-out cross-validation procedure. This
involved reserving one image presentation sequence from
each category as test data while training the classifier on
the remaining image presentation sequences. This resulted
in (19,900 image condition pairs x 275 eeg time points)
shaped EEG-RDM containing the mean classification accu-
racy scores for the image pairs in the left-out sequences for
each subject. The RDMs were then averaged across the im-
age pairs to calculate the mean pairwise classification accu-
racy over time.
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Alternative Specification Alternative specifications were
devised by performing the leave-k-sequence out cross-
validation procedure with varying k-values and training a reg-
ularized (A=0.01) linear discriminant classifier for image pair
classification. Here, k sequences, ranging from 1 to 10, were
reserved as test data while training the classifier on remain-
ing (12 - k) image presentation sequences for each category.
This pipeline was used for all stimulus-present epochs [-100
to 1000 ms]. The mean classification accuracy for the image
pairs in the left-out sequences was calculated and recorded in
the RDMs for each k-value for all the subjects, which were
then averaged across the range of k-values to calculate the
mean pairwise classification accuracy over time for each k.
In total, 10 specifications, one for each k-value, were devised
for the EEG decoding pipeline.

fMRI Region of Interest (ROI) Map Estimation

Original Specification This method also followed the
approach used in (Hebart et al., 2023). THINGS-
data (Hebart et al., 2023) included six functional imag-
ing for category localizer experimental runs for each par-
ticipant. Based on the preference of activation pattern of
each region of interest to particular object categories, we
defined T-contrast schema for estimating ROIs (Poldrack,
2007). Statistical parametric threshold maps were aggre-
gated across spatially smoothed six functional runs with
a fixed effects model (Woolrich, Behrens, Beckmann,
Jenkinson, & Smith, 2004) and corrected for multiple
comparisons (cluster threshold = 0.0001, extent threshold =
3.7).Resulting maps were intersected with existing category-
selective brain area parcels (Julian, Fedorenko, Webster, &
Kanwisher, 2012) to account for single subject noise sensitiv-
ity, thus producing the final estimates for EBA, FFA, LOC,
and PPA regions.

Alternative Specifications For estimating the contrast
maps, we sampled an exhaustive set of 3,4 and 5 runs, re-
spectively, from the set of 6 totally available runs(RU) result-
ing in (§) maps for k = 3,4,5. For each of the sets of 3(3R),
4(4R), and 5(5R) functional runs, we created two masks from
each set of threshold maps(MM) — by union(U) and intersec-
tion(I) of the maps. In total, we estimated 7 maps, including
the original map from 6 runs(6R).

Combining both alternatives at the stage of calculating
beta-weights and at the stage of calculating the ROI map, our
alternative specification! choices yielded a set of 487 = 336
specifications, including the original specification. The set of
analysis forks, with the possible choices available at each one,
is listed in Table 1.

! Abbreviations used for Specification Choices:-
Run-wise Time Course Normalization : RTN; Global Time Course
Normalization : GTN; Standardization Post ICA : SR; HRF esti-
mation strategy : BHRF; Number of Category Localizer Runs used
for ROI estimation:RU; ROI mask estimation method from contrast
maps : MM



Table 1: Summary Of alternative specifications for fMRI analysis. Each column lists the possible options within each analysis

fork (column header). 1% row corresponds to original spec.

RTN GTN SR BHRF RU MM
% Signal change(PSC)  Mean Centering(RCFM)  Z-Scoring(ZSR)  Using Mean(H) 6 runs(6R)  Intersection(I)
Z-standardization(Z-S) % Signal change(RPSC) None(NZSR) Using Mode(HM) 3 Runs (3R) Union(U)

Mean Centering(CFM)  Z-Standardization(RZ-S) 4 Runs(R)
None(OF) 5 Runs(5R)

8 T 0 s ————— 19 in total. Based on Kendall’s T4 scores of each specifica-

— p-values tion for 19 shuffles and the original sample, we estimated p-

0.75 1 T oioms ciomificance level | values for assessing the significance of the specifications. For

--- 0.5 significance level
@ Original Specification

0 100 200 300
Specifications(sorted by p-values)

(a) SCA for fMRI

1.00 -]
—— p-values
--- 0.975 significance level
0. 75 ! --=- 0.025 significance level
$ --- 0.5 significance level
S @ Original Specification
e L T L0 T
3
o
0.25+

1 2 3 45 6 7 8 9 10
Specifications(k)

(b) SCA for EEG

Figure 1: p-values for fMRI and EEG specifications from
SCA. For fMRI, specifications are arbitrarily ordered based
on p-values. For EEG, specifications correspond to the value
of k in leave-k-sequence out cross-validation.

Specifications Curve Analysis

In order to perform Specifications Curve Analysis (SCA)
(Simonsohn et al., 2020), we generated the null distribution
by shuffling the stimulus labels for the conditions for both
fMRI and EEG recordings. For fMRI, we shuffled the labels
of the stimulus over each session and estimated the average
RDM over each session by computing the mean RDM of in-
dividual shuffled session-wise RDMs. To calculate the simi-
larity index across the specifications, we calculated Kendall’s
T4 (Khaligh-Razavi & Kriegeskorte, 2014; Nili et al., 2014)
for each specification against the original specification using
the resultant RDMs from the 19 shuffled samples, which were

529

EEG, we performed random shuffling, 10 in total, of the stim-
ulus labels of the time-series data for each stimulus presenta-
tion and constructed the null distribution. We then calculated
the subject-wise RDMs and estimated the mean time-varying
decoding accuracy for each shuffle. The p-values were cal-
culated using Kendall’s T4 mean time-varying decoding ac-
curacy correlation for each k-value pairing from the original
sample against the decoding accuracy of the k-value pairings
of the 10 shuffled samples.

Results

We present two sets of results. First, we present the reliability
of fMRI activation coefficients and EEG decoding analysis
for specification changes. Second, we show how to identify
the most robust specification for data analysis possible in the
set of possible fMRI analysis specifications we have defined.

Robustness to alternative specifications

fMRI We performed a two-sided significance test for the
rank correlation, Kendall’s T4, estimates of each specification
for the original data using p-value estimation (see Methods)
from the simulated null sample with 19 shuffles.

Table 2: Specification choices producing the largest number
of significant correlations.

RIN GIN SR BHRF RU MM #
any OF any any 3R U 12
any RCFM any any 5R I 12
any RZ-S any any 5R | 12
any OF any any 5R I 12
any PSC any H 5R U 6
any RZ-S ZSR any 3R 8] 6



Table 3: Specification choices producing the largest number
of non-significant correlations.

RITN GIN SR BHRF RU MM #
any any any any 3R I 48
CEN any any HM 4R any 16
PSC any any HM 4R any 16
any OF any any 5R U 12
any PSC any any 5R I 12
Z RCFM ZSR HM 4R any 8

We found significance [p < 0.025] for only 126 alternative
specifications out of the total 335 alternative specifications in
addition to the original specification.

The specification significance curve is illustrated in Figure
1, showing that for the other set of 209 specifications, the
correlation between the RDM estimated using the particular
alternative specification with the RDM produced using the
original specification is not significantly different from esti-
mated correlations between specifications in the null samples.

We also found that the original specification is quite frag-
ile with respect to changes in analysis choices. Figure 2(top)
plots the fraction of alternative specifications yielding non-
significant correlations when a single analysis decision (of
the six we evaluated) is changed in the original analysis spec-
ification. Of the total 11 specifications achievable by a single
perturbation of the analysis method, only 6 yield significantly
different correlations from the null distribution.

EEG Kendall’s t4 was calculated between the mean time-
varying decoding accuracy of the original specification
against the mean time-varying decoding accuracies of the
10 alternative specifications. Similarly, for each shuffle, we
also calculated Kendall’s T4 between the decoding accuracy
of the shuffled original specification and the 10 shuffled al-
ternative specifications to estimate the null. Then, a signifi-
cance test was performed for the rank correlation relations,
Kendall’s 14, for specifications for the original data using
the p-value estimation approach based on a simulated null
sample through 10 shuffles. The analysis showed significant
[p < 0.025] results for all the 10 specifications, as seen in Fig
1(b). Unlike fMRI, which showed robustness for 126 alter-
native specifications out of 335, the alternative specifications
curve analysis for EEG indicates robustness for all the speci-
fication choices of the pipeline. The decoding model consis-
tently produced significant results regardless of the number of
left-out (k) sequences, indicating model stability across cross-
validation configurations. Hence, the model reliably captures
underlying neural patterns parallel to the stimuli shown, and
its ability to decode the EEG time series data is not a result
of overfitting to a particular sequence of data but is effective
across various splits, indicating model generalizability. This
shows that the EEG decoding pipelines are reliable tools for
analyzing the dynamics of neural representation.
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Hm Significant

0.5 0.5 Non-Significant

Proportion

Figure 2: Proportion of significant and non-significant spec-
ifications caused by a change in one analysis choice. The
top panel shows the shift for the original specification. The
bottom panel shows the same for the observed most robust
specification.

Finding robust fMRI specifications

The set of alternative specifications defined in SCA is ob-
tained by a branching process in the garden of analysis forks,
which eventually yields specifications that are significantly or
non-significantly different from the null distribution. There-
fore, it is possible to model the mapping of the specifications
to the binary prospect of their being significant or not by fit-
ting a decision tree classifier (Quinlan, 1983) using the speci-
fication choices as features and significance as the binary tar-
get variable.

Examination of the structure of the learned tree reveals
the importance of each parameter specification based on fre-
quency. Decision tree paths leading to leaf nodes with the
most number of significant and non-significant specifications
are tabulated in Tables 2 and 3 respectively. Evidently, using
5 runs seems to be most predictive of significance for spec-
ifications as shown in Table 2, though even here, selecting
some choices in other analysis forks can lead to clusters of
non-significant specifications, as shown in Table 3.

Based on the decision tree’s structure, we defined the most
robust specification as the one that leads to the least num-
ber of non-significant specifications if one analysis choice
is varied. For the set of alternative specifications we used,
specification shifts for the most robust specification (PSC-
OF-ZSR-H-5R-I) are shown in Figure 2(bottom). For this
specification, changes in either HRF estimation strategy, z-
standardization of residuals, or normalization methods do not
affect the significance of the correlations. Only using union
instead of intersection for ROI definition results in a non-
significant combination.

In comparison with the original specification, this one
chooses to not use any form of global normalization. Thus,
simplifying the original specification in this way, it is possi-
ble to arrive at one that is substantially more robust to further
alternative specifications.



Discussion

Cognitive science is deluged with fMRI-based studies us-
ing stimulus-yoked designs to make claims about localization
of various cognitive phenomena (Weisberg, Keil, Goodstein,
Rawson, & Gray, 2008). In view of the large garden of fork-
ing paths known to exist in the processing of fMRI data for
stimulus-linked experiments, we conducted a specifications
curve analysis for fMRI data-based representation similarity
analyses (Simonsohn et al., 2020). We showed that, in com-
parison with a baseline EEG-based representation similarity
analysis pipeline, the fMRI pipeline shows significant vari-
ability in the outcomes of multiple theoretically reasonable
alternative specifications. In particular, only a third of the set
of alternative specifications achieved statistical significance
in our analysis. We then showed, using a novel decision-tree
based approach, that a small change in the original specifica-
tion could make it more robust.

We note though, that even the most robust specification
identified in our exercise would still not reduce the overall
fragility of the fMRI analysis pipeline. For instance, switch-
ing the mask estimation method from I to U in the robust
specification discovered in our analysis yields a large number
of non-significant alternatives, as evident by the presence of
this modified specification in Table 2. Moreover, we could
not identify any theoretically sensible pattern to character-
ize specifications failing to pass the significance test based
on SCA. Thus, we inevitably conclude that, in addition to
its known unreliability (Elliott et al., 2020), single trial fMRI
data is also fragile to analysis choices in its information pro-
cessing pipeline. Therefore, caution is warranted in interpret-
ing representational similarity results using fMRI data.
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