UC Irvine
UC Irvine Electronic Theses and Dissertations

Title
Computational Studies of DNA Hybridization and Self-Assembly of DNA-Based Nanowires via
Molecular Dynamics Simulations

Permalink
https://escholarship.org/uc/item/62f1m08h
Author

Markegard, Cade Bryant

Publication Date
2015

Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Diqital Library

University of California


https://escholarship.org/uc/item/62f1m08h
https://escholarship.org
http://www.cdlib.org/

UNIVERSITY OF CALIFORNIA,
IRVINE

Computational Studies of DNA Hybridization and Self-Assembly of DNA-Based Nanowires
via Molecular Dynamics Simulations

DISSERTATION

submitted in partial satisfaction of the requirements
for the degree of

DOCTOR OF PHILOSOPHY

in Chemical and Biochemical Engineering

by

Cade Bryant Markegard

Dissertation Committee:
Professor Hung D. Nguyen, Chair
Professor Elizabeth Read
Professor Ray Luo

2015



Portion of Chapter 2 © 2015 American Chemical Society
All other materials © 2015 Cade Bryant Markegard



DEDICATION

To my parents,
for always supporting and encouraging me.

ii



TABLE OF CONTENTS

LIST OF FIGURES ...ttt s s st st st s v
LIST OF TABLES ..ottt ssss st sss s s EESEEEER R R R RS X
ACKNOWLEDGMENTS ..ucutiitismtsssssssssssssssssssssssssssssssssssessssss st sttt sessasss st asas st sessas st sessss st stssssss sssssssssssssssssasanans xi
CURRICULUDM VITAE .oociisiitsssssssssssssss s st sssas xii
ABSTRACT OF THE DISSERTATION ...ccootvsmismsmsssismsssmssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssasns xiv
CHAPTER 1 INEFOAUCHION oo ——————— 1
B I 0 7 U0 ) 1
1.2 DNA Nanotechnology: Structure and ApplicationsS.......cccoinsmnnnsssmss 4
1.3 Coarse-Grained Nucleic Acid MOdelS......ccuuvsmmmmmsmsmsmsmsmsmsmsmsmsmsmsmsmsmsssssssssssssssssssssssssssssssssssssssssssns 7
1.3 Organic Semiconductors and Perylene Based Molecules...........ccuuummmnsssnsnnnsssssnsessssssenes 10
1.4 Structure of DiSSertation ... —————————— 12
1.5 REMOIEIICES i 13
CHAPTER 2 Coarse-Grained Simulation Study of Sequence Effects of DNA Hybridization
in a Concentrated ENVIrONMENT. ... sssssssssssss 17
2.1 ADSEIACE.. s SR 17
2§ 110 o007 10 (0T o 17
2.3  Simulation Methods ... ———————————— 22
2.3.1 Coarse-grained DNA Model .........conmnsiisssssssssssssssssssssssssssssssssssssssss 22
2.3.2 Simulation and Analysis ProCedures ... msssssssssssssssssssssssssssssssssssss 27
2.3.3 Thermal Melting ... s sass 28
2.34 Persistence Length..... s 29
2.3.5 Hybridization by TWO Strands .........ssssssssssssssssssssssssssssssssssss 30
2.3.6 Self-Assembly of Many Strands........ s 30
2.4 Results and DiSCUSSION ... s s 32
241 Thermal property as a function of SEQUENCE ..o 32
2.4.2 Mechanical property as a function of ionic strength.........ccovnssnnnnsssssnsnininsnn, 33
2.4.3 Kinetic mechanism of hybridization is determined
by the first point of CONACE.......ccvrricsrnr s ———————— 34
244 Self-assembly by homogeneous sequences produces
polydisperse aggregate SIZES ... ————————————— 38
2.4.5 Self-assembly by heterogeneous sequences produces
mMonodiSperse aggregate SIZe ... —————————————— 40
2.4.6 Self-assembly by diblock sequences produces partially hybridized dimers.......... 43
2.4.6 Self-assembly by tetrablock sequences produces fully hybridized dimers ........... 45
2.3.7 Self-assembly yield depends 0N SEQUENCE .......cuvimsmnisissmsissssssssmsssssssssssssssssssssssssssssnss 46
S 01 4 Lol L1 ) 1) . 46
2.6 Supplementary INfOrmation ... ———————————————— 50
A L3 () 4= 1 1 . 51
Chapter 3 Effect of Sequence, Temperature, and DNA Concentration on dsDNA Self-
Assembly via Coarse-Grained SIMulations ... ———————— 55
3.1 ADSIIACE... 55
K207 0 110 307 10 (0T o 55
3.3 MEthOds.. s 58

iii



3.3.1 SIMUIAtION MEUhOAS. .. iciiiiiiririirsiis i sssss s sssssss s sss s mssssssssmsssns s e sasmssnassesnnsnnssnnssnnss 58

3.3.1.1 Self-Assembly of Many Strands......usssssss 59
3.3.2 ANalysis Method.......cissss s s s 60
3.4 Results and DiSCUSSION ... 63
3.4.1 Effect of Sequence on Kinetics of dSDNA Self-Assembly........ccccuvsnmsmnsssnsnsesinssnsenesns 63
3.4.2 Effect of Temperature on dsDNA Kinetic Self-Assembly .........cccoveririnsssssnsssnssnsenennns 66
3.4.3 Effects of DNA Concentration on Self-Assembly ..o, 68
344 Kinetic Modeling of dsDNA Self-Assembly ... 71
B ST 01 1 Tod L1 ) ) . 72
3.6  Supplementary INfO ... ——————————————————————— 74
B A L3 () 4= 1 1 -, 76
CHAPTER 4 Molecular Dynamics Simulations of Perylenediimide DNA Base Surrogates....80
4.1 ADSEFACT ... s 80
37200 § 113 o001 11 T (0 ¢, 80
4.3 MethOdS. ..o 82
4.3.1 Preparation of the DNA Phosphoramidites ... 82
4.3.2 Synthesis, Purification, and Characterization of the Oligonucleotides.................... 83
4.3.3 Parameterization of the Perylenediimide Base Surrogates .........ccocusssssnsessnssnsesnsnns 83
4.3.4 Molecular Dynamics Simulations of Perylenediimide
Base Surrogate Stacking Kinetics ..o 84
4.3.5 Replica-exchange Molecular Dynamics Simulations
of Perylenediimide Base Surrogate ASSemDbIly ... 85
4.2 Results and DiSCUSSION ... 86
S 1) 1 Ul L ') . 96
4.5 Supplementary INFO ... —————————————————— 97
4.6 RefOIEINCES...ccciiicrs s 101
Chapter 5 The Role of PEGylated Tail on Stacking of Perylenediimide DNA Base
R 10 0 9007 1 104
5.1 ADSETACE i s 104
L7072 118 o0 T L1 Ut 1) 1 . 104
5.3 Methods. . s 106
531 Parameterization of the Perylenediimide Base Surrogates .........ccocusssssnnesnsssnnenns 106
5.3.2 Molecular Dynamics Simulations of Perylenediimide Base Surrogate Stacking
KiNEtICS s, 107
5.4 Results and DiSCUSSION ... 109
5.6 Supplementary INfOrmation ... ——————————————— 119
5.7 REEIEICES .o s 119
CHAPTER 6 Summary and Future DIrection........msmsssssssssssssssssssss 121
(30 T 1110010 1 o 121
6.2  Future DIireCtion.....mssssssssssssss s 122
6.2.1 Biomodi DNA Model and DMD Base COde ......c.cuummmmmmnmmsmsmsmsmsmsssssmsmssssssssssssssssssssssssnnss 122
6.2.2 DNA Base SUITOZAES....cciciimiemiemimninisnininissssssssssssssssssssss s s s ssssssssssmssmssmssnssnssnssns s 124
L T L3 () =3 1 1 124

iv



LIST OF FIGURES

Figure 1.1: A. Holliday junction inspired 2D lattice developed by Seeman et al. Sticky ends enable the
assembly of a 2D lattice. B. Various self-assembled DNA origami structures. DNA origami can be used to
create complex structures such as gears, beams, stars, smiley faces, and DOXES. .....ccouoereernrernneenserssessessssessssesseesseens 2

Figure 1.2: Synthetic nucleosides developed for insertion into DNA structures. Unnatural bases are able to
stack within the double-helixX SIFUCTUTE [37]. o rereeereeseeseessseessessssesssesssessssesssesssessssesssassssssssasssss s sssas s sssas s sasasssassasesas 4

Figure 1.3: A. Two double crossover structures from Fu and Seeman. [40] B. Triple crossover structure from
LaBean et al. [41] C. Tensegrity triangle lattice designed by Zheng et al. [10]....cceneenreeneernmeeseesseersessseessesseesssesseens 5

Figure 1.4: Applications of DNA origami structures. A. DNA box designed by Andersen et al. designed to open
and close to hold small biological fragments [43]. B. Nanorobot used to carry molecules into cells designed by
Douglas et al. [16]. The nanorobot has DNA aptamer ends to have controlled release of the molecules
contained. C. Schematic of DNA origami coated with doxorubicin for cellular uptake into tumor cells designed
by Jiang et al. [45] D. Protein array created by Yan et al. [46]. Array is similar in nature to Holliday junction
lattices, however much larger using a scaffold strand and many staple strands. The arrays have also been
used as teMPlates fOr SIIVET NANOWITES. ....oieieeeeeniesseesseessseessessssssssesssess s sssssssess s ss e Es st ase R R bR R R e et 7

Figure 1.5: A. Two-bead model, 0xDNA, used by Ouldridge et al. B. 3SPN model representation used by de
Pablo and Dokholyan research groups. C. Direct mapping of coarse-grained atoms from all-atom simulations
used by Dans et al. Enables the translation from coarse-grained model to all-atom representations. .......cccccuueene. 9

Figure 2.1: A coarse-grained model is derived from atomistic structure by representing each phosphate,
sugar, and base group of a nucleotide as 0ne bead PartiCle. ...t sssessssssseanes 21

Figure 2.2: (A) Covalent bonds are schematically shown as dark black lines connecting united atoms. Pseudo-
bonds are schematically shown as dashed blacks lines and are used to maintain bond angles and dihedrals.
Base-pair interactions (red lines) are directional in orientation. (B) Probability distribution of a bond’s
distance extracted from all-atom MD simulations. The mean, minimum, maximum, and standard deviations
are used to discretize a harmonic potential for bonding. (C) Example of the discretized potential for the bond
in B. (D) Electrostatic potential for the phosphate groups with a monovalent salt concentration of 69 mM at
300 K. Continuous electrostatic potential is in black and three-step shoulder potential is in red. (E) Solvent
induced potential for complementary sugar groups for a strand of DNA 30 nucleotides long at a salt
concentration of 69 mM. Continuous Morse-potential is in black and the two-step discrete potential is in blue.

Figure 2.3: Melting curves of double-stranded DNA of a homogenous sequence (GC content 0%, black) and a
random sequence of strand length 30 (GC content 40%, red)..... s —————— 32

Figure 2.4: Simulation results of persistence length of (A) dsDNA and (B) ssDNA as a function of NaCl salt
concentration. The green line is predicted from the Poisson-Boltzmann theory [66]......coeneenmeerrseenseeseeesneennes 33

Figure 2.5: (A) Two representative mechanisms of hybridization by two strands of a homogenous sequence
A3p: (1) zippering and (2) slithering. (B) A contact map showing probability (in non-normalized values) of
making an initial contact between certain nucleotides of two strands from 350 simulations. (C) Hybridization
kinetics in term of the number of bp interactions as a function of time (in reduced units) of two mechanisms.
(D) Average hybridization time for each mechanism to reach a certain number of bp interactions. .....c.ccccuuuunece. 35

Figure 2.7. A typical trimer transitioning into a dimer by sequence RAND shown by (A) aggregate size and
(B) number of bp interactions between three strands over time. Snapshots showing self-assembly to form a
dsDNA starting from (C) free strands, which form (D) a partially hybridized dimer via the slithering
mechanism, then (E) the free strand (gray) attaches to the unhybridized segment of the red strand to undergo
hybridization via the zippering mechanism, finally (F) the green strand is displaced so that the red and gray
strands can form a COMPLETE ASDNA. ...t sees e seesees s s b es b e e S s b bbb E bR bR b b 42



Figure 2.8: Percentage of molecules belonging to various aggregate sizes, s, as a function of time in
logarithmic scale for (A) A16T16 and (E) CsTsAsGs sequences. Aggregate size distribution for (B) A16T16 and (F)
CsTsAsGs sequences at steady state. Distributions of dimers containing a certain number of base pair
interactions for (C) A16T16 and (G) CsTsAsGs sequence at steady state. Contact maps or possible first contact
along each nucleotide by two strands of (D) A16T16 and (H) CsTgAsGs sequences: non-native contacts in blue,
native contacts in green, and no possible contacts in white. The native contacts should be a straight line;
however, a small tolerance of +3 is allowed. Adding heterogeneity to the sequence reduces the possible
number of non-native contacts thus shifting the mechanism from slithering toward zippering. .......ccuermeeenes 44

Figure 2.9: (A) Number of base pairs vs. time for a typical A1T16 dimer from the self-assembly simulations.
(B) Schematic representation of a trapped kinetic structure called bubble dimer by Ai6T16. (C) A typical
bubble dimer whose middle region containing the same nucleotides is unhybridized. .......coenmeenreeneernreesseeennens 45

Figure S2.1: A schematic representation of a partially hybridized dimer undergoing a misaggregation process
during which free strands are able to form bp interactions with unhybridized segments creating a larger
AEETEZATE. ..cvureererureesseeuseesssessseesseesssasssessssessseessee s e s LR RS AE R AL R SRR S E SR RS E R4S E AL E SRR AR E R EE AR AR R AR AR ER SRR LR AR R eEE LR R R Rt R AR 50

Figure S2.2: (A) Average number of base pairs per strand for As;. (B) Average number of base pairs per
strand for RAND. RAND has a higher number of base pairs per strand due to primarily forming dimers
whereas Az, forms a large disStribution Of QgEIegates. ... ssessssssssesssess s ss s ssss s sssassnses 51

Figure 3.1: BioModi representation of each of the 4 nucleotides. Adenine in pink, thymine in cyan, cytosine in
Ted, aNd GUANINE TN JEIIOW. ...ceuieeeeerieeeceeerseesseeseesssesssees s sss b sessse s b s s R RS E R R bR R bR bR b b 58

Figure 3.2: Effect of sequence on CBT8A8G8 and RAND32 self-assembly at [DNA] = 1.45mM, [NaCl] = 69 mM,
T* = 1.0. Percentage of molecules belonging to various aggregate sizes, s, as a function of time in natural
logarithmic scale for (A) C8T8A8G8, and (D) RAND32 sequences. Unique aggregate creation times and
lifetimes plotted as a function of reduced time (t*) for (B) CBT8A8G8, and (E) RAND32. Unique aggregates
lifetime and the mean number of base pairs per chain during the lifetime for (C) CBT8A8G8, and (F) RAND32.

Figure 3.4: Effect of temperature on C8T8A8G8 self-assembly at [DNA] = 1.45mM and [NaCl] = 69 mM.
Percentage of molecules belonging to various aggregate sizes, s, as a function of time in natural logarithmic
scale for (A) T* = 0.7, and (D) T* = 1.3 reduced temperatures. Unique aggregate creation times and lifetimes
plotted as a function of reduced time (t*) for (B) T* = 0.7, and (E) T* = 1.3 reduced temperatures. Unique
aggregates lifetime and the mean number of base pairs per chain during the lifetime for (C) T = 0.7, and (F) T*
= 1.3 TEAUCEA LOIMPETATUTES. coureureeueesseesseerssesssessseesssesssassssesssasssassssesssasssessssesssess e s s R s AR R SRR ER SRR AR R R bR AR b et R b 66

Figure 3.5: Effect of DNA concentration on C8T8A8G8 self-assembly at T* = 0.9. Percentage of molecules
belonging to various aggregate sizes, s, as a function of time in natural logarithmic scale for (A) 1.45 mM, (D)
0.36mM, and (G) 0.09 mM. Unique aggregate creation times and lifetimes plotted as a function of reduced
time (t*) for (B) 1.45 mM, (E) 0.36 mM, and (H) 0.09 mM. Unique aggregates lifetime and the mean number of
base pairs per chain during the lifetime for (C) 1.45 mM, (F) 0.36 mM, and (I) 0.09 MM.....ccorenmrrnreeneerrneesseceneens 68

Figure 3.6: Kinetic Fits for C8T8A8G8 at 1.45 mM. (A) Percentage of molecules belonging to various
aggregate sizes, s, as a function of time in natural logarithmic scale; (B) Percentage of filtered molecules
belonging to various aggregate sizes, s, as a function of time in natural logarithmic scale; Arrhenius plots for
(C) k1fand (D) k1b. Red line in (C) is the fitted line for the linearized Arrhenius equation.........oeneeneens 71

Figure S3.1: Effect of temperature on the number of aggregates with short lifetimes (t* < 200) for (A)
C8T8BA8G8 and (C) RAND32. At T* = 1.3, RAND32 (not in view in C) has a value of 121.70 + 16.8. Effect of
temperature on the number of aggregates with long lifetimes (t* > 200) for (B) CBT8A8G8 and (D) RAND32.

Figure S3.2: Effect of Temperature on RAND32. Percentage of molecules belonging to various aggregate
sizes, s, as a function of time in natural logarithmic scale for (A) T*=0.7, (D) T*=0.9, (G) T*=1.1,and (J) T* =
1.3. Unique aggregate creation times and lifetimes plotted as a function of reduced time (t*) for (B) T* = 0.7,,
(E) T*=0.9, (H) T* = 1.1, and (K) T* = 1.3 reduced temperatures. Unique aggregates lifetime and the mean
number of base pairs per chain during the lifetime for (C) T = 0.7, (F) T* = 0.9, (I) T* = 1.1, (L) T* = 1.3
TEAUCEA LEIMPETALUTES. ..eurreueeuseesseessreesseesseesssesssassssesssasssassssesssesssessssesssasssessssesssasssee s EsseEEseEE LA R seEE e R AR R SRR LR AR R seEE et R AR R et R b sne s 75

vi



Figure S3.3: Effect of DNA concentration on C8T8A8G8 self-assembly at T* = 1.1. Percentage of molecules
belonging to various aggregate sizes, s, as a function of time in natural logarithmic scale for (A) 1.45 mM, (D)
0.36mM, and (G) 0.09 mM. Unique aggregate creation times and lifetimes plotted as a function of reduced
time (t*) for (B) 1.45 mM, (E) 0.36 mM, and (H) 0.09 mM. Unique aggregates lifetime and the mean number of
base pairs per chain during the lifetime for (C) 1.45 mM, (F) 0.36 mM, and (I) 0.09 mMM.....ccoorenmernmeereerrseesseeeneens 76

Figure 4.1: Illustration of oligonucleotides Oligo1, Oligo2, and Oligo3 featuring 1, 2, and 3 PTCDI base
surrogates (red ovals), respectively. The DNA sequences of these macromolecules were 3’-(4)10(P)n-S-5’,
where the A, P, and S indicate the locations of the adenines, PTCDIs, and thiols, respectively, and n
corresponds t0 the NUMDET Of PTCDIS. .. eeeeneiseesssessssssesssessssesssessssssssssssss s sssssssssssssessssss s sss st ssss st sssasssssssssssassssssanes 86

Figure 4.4: Snapshots of P2 during a molecular dynamics simulation at times of A) t = 0.051 ns, B) t = 1.718
ns, C) t=1.912 ns, and D) t = 2.419 ns. The sequence demonstrates the transition of P2 from an open random
to a stacked configuration. E) The evolution of the centers of mass (COM) distance between the two PTCDIs of
P2 as a function of time. (F) The evolution of the offset angle between the two PTCDIs of P2 as a function of
time. G) The evolution of the van der Waals energy of P2 as a function of time. H) The evolution of the
electrostatic energy of the PTCDIs’ carbonyl oxygens distal to the alkane phosphate backbone as a function of
time. The four vertical dashed lines in (E) and (F) correspond to the times used for the snapshots in A), B), C),
and D). The simulations were performed at a constant temperature of 300 K......cooreenmeesnreneeenneesneesseeesssessesssseennes 89

Figure 4.5: Snapshots of P3 during a molecular dynamics simulation at times of A) t = 0.051 ns, B) t = 0.649
ns, C) t = 2.935 ns, and D) t = 6.389 ns. The constituent PTCDIs of P3 are labeled as 1, 2, and 3. The sequence
demonstrates the transition of P3 from an open random to a stacked configuration. E) The evolution of the
centers of mass (COM) distance between PTCDIs 1 and 2 (black curve), PTCDIs 2 and 3 (blue curve), and
PTCDIs 1 and 3 (red curve) as a function of time. (F) The evolution of the offset angle between PTCDIs 1 and
2 (black curve), PTCDIs 2 and 3 (blue curve), and PTCDIs 1 and 3 (red curve) as a function of time. G) The
evolution of the van der Waals energy of P3 as a function of time. H) The evolution of the electrostatic energy
of the PTCDIs’ carbonyl oxygens distal to the alkane phosphate backbone as a function of time. The four
vertical dashed lines in (E) and (F) correspond to the times used for the snapshots in A), B), C), and D). The
simulations were performed at a constant temperature 0f 300 K.....cooeneennresneernneeseesseesssessssssesesssessssssssssssssessssssanes 92

Figure 4.6: Snapshots of the lowest energy equilibrium structure observed for P2 from A) a side view and B)
a top view. The backbone is colored gray, and two PTCDIs are colored red and blue. C) The potential of mean
free force (PMF) in kcal/mole as a function of the centers of mass (COM) distance and the offset angle
between the two PTCDIs of P2, as obtained from a replica exchange simulation at 300 K......cocoomnneneenneensecennens 93

Figure 4.7: Snapshots of the lowest energy equilibrium structure observed for P3 from A) a side view and B)
a top view. The backbone is colored gray, and PTCDIs 1, 2, and 3 are colored red, blue, and green,
respectively. C) The potential of mean free force (PMF) in kcal/mole as a function of the centers of mass
(COM) distance and the offset angle between the PTCDIs 1 and 2 of P3, as obtained from a replica exchange
simulation at 300 K. D) The potential of mean free force (PMF) in kcal/mole as a function of the centers of
mass (COM) distance and the offset angle between the PTCDIs 2 and 3 of P3, as obtained from a replica
exchange SIMUIAtION At 300 K. .. eeeeetseesseetssessseeseessessses s s ssses s b s bR b s R bR bR bRt b 95

Figure S4.1: A typical HPLC chromatogram corresponding to the purification of Oligo2. The DNA sequence
was 3’-(A)10(P)2-S-5’, where the A, P, and S indicate the locations of the adenines, PTCDIs, and thiol,
TESPECTIVELY. oeurteureeuseeuseerusesseesssesssesssessssessseesseebssesss s b eE s E £ R EEE SRR £ SR E SRR AR R AR R SRR LR AR R bR R R bR b 97

Figure S4.2: The chemical structure of the three PTCDI residues (along with the corresponding phosphate
groups) that were designed and parameterized for the molecular dynamics simulations. The terminal
residues of P2 and P3 are illustrated in A) and B), and the middle residue is illustrated in C). When two
residues are joined, one of the redundant phosphate groups will be removed to leave a single phosphate
DEtWEEN The JOINEA PTCDIS. c.uieuieeeeerieeseeeeeesseessecsessssesssesssse s s s sssess s ssse s s s eSS bbb 97

Figure S4.3: Illustration of the PTCDI DNA base surrogate. The blue line indicates the vector connecting the
nitrogen closest to the backbone to the nitrogen furthest away from the backbone. The vector was used for
analysis of the stacking Of AdJACENT PTCDIS. ... eeeeseerseesseessesssesssesssessssesssssssssssssssssssssssssessssssssessssssssssssssssssssssssssssssssssssanes 98

vii



Figure S4.4: The side view (left) and top view (right) of the chemical structure of P2, where the two
constituent PTCDIs feature a COM distance of ~ 3.4 A and an offset angle of 0°. The top view, where the
backbone has been removed for clarity, shows that the PTCDI moieties perfectly overlap in this scenario......98

Figure S4.6: Assembly of P3 into a stacked configuration through another possible alternative pathway, as
observed during molecular dynamics simulations. Snapshots of P3 at times of A) t = 0.105 ns, B) t = 0.649 ns,
C) t = 1.857 ns, and D) t = 3.481 ns. The constituent PTCDIs of P3 are labeled as 1, 2, and 3. The sequence
demonstrates the transition of P3 from an open random to a stacked configuration. E) The evolution of the
centers of mass (COM) distance between PTCDIs 1 and 2 (black curve), PTCDIs 2 and 3 (blue curve), and
PTCDIs 1 and 3 (red curve) as a function of time. (F) The evolution of the offset angle between PTCDIs 1 and
2 (black curve), PTCDIs 2 and 3 (blue curve), and PTCDIs 1 and 3 (red curve) as a function of time. G) The
evolution of the van der Waals energy of PTCDIs 1 and 2 (black curve), PTCDIs 2 and 3 (blue curve), and
PTCDIs 1 and 3 (red curve) as a function of time. H) The evolution of the electrostatic energy of PTCDIs 1 and
2 (black curve), PTCDIs 2 and 3 (blue curve), and PTCDIs 1 and 3 (red curve) as a function of time. The
simulations were performed at a constant temperature of 300 K.....ceenrernneeneeenesssesseessessessssssssssssssssssssssess 100

Figure S4.7: A) Structure of an isolated PTCDI moiety, where the vectors used to calculate the angle of
bending are illustrated in red. B) The bending angle distribution of an individual PTCDI, the structure of
WhHiCh IS SHOWI IN FIGUIE SA.3A. .ottt ettt ess s sb s es s s bbb SRR bR R bt 100

Figure S4.8: The bending angle distribution found for the A) 3’ and B) 5’ PTCDIs of P2. The data was obtained
from the last 10 % of the conformation of a replica exchange simulation at 300 K.......cccoumrernrennernnsernsesnnn: 101

Figure S4.9: The bending angle distribution found for the A) 3’ B), middle, and C) 5’ PTCDIs of P2. The data
was obtained from the last 10 % of the conformation of a replica exchange simulation at 300 K.......ccccccneees 101

Figure 5.1: The chemical structures of each PEGylated PTCDI subunit used for molecular dynamics
simulations. The center of mass (COM) of the second half of each PEG tail is used to determine its dynamics
and interactions with other chemical MOIELIES. ... ————————— 106

Figure 5.2: Snapshots of P2 during a molecular dynamics simulation at times of A) t = 0.648 ns, B) t = 1.718
ns, C) t = 6.389 ns, and D) t = 32.115 ns. The sequence demonstrates the transition of P2 from an open
random to a stacked configuration. As a function of time, the evolution of: E) the centers of mass (COM)
distance between the two PTCDIs, (F) the offset angle between the two PTCDIs, (G) COM distance between
each PTCDI and its PEG tail, (H) COM distance between two PEG tails, (I) the van der Waals energy of PTCDIs,
(]) the electrostatic energy of PTCDIs, (K) the van der Waals energy between each PTCDI and its PEG tail, and
(L) the electrostatic energy between each PTCDI and its PEG tail of P2. The four vertical dashed lines in (E)-
(L) correspond to the times used for the snapshots in A), B), C), and D). The simulations were performed at a
constant teMPETATUTE OF 300 K. eeieeereeureeueeesseesseeeseessesssee e sssessssssssessses s ssses s sss bR ae R bR bbbt 109

Figure 5.3: Snapshots of P3 during a molecular dynamics simulation at times of A) t = 0.284 ns, B) t = 0.648
ns, C) t = 6.389 ns, and D) t = 32.115 ns. The sequence demonstrates the transition of P3 from an open
random to a stacked configuration. As a function of time, the evolution of: E) the centers of mass (COM)
distance between the two PTCDIs, (F) the offset angle between the two PTCDIs, (G) COM distance between
each PTCDI and its PEG tail, (H) COM distance between two PEG tails, (I) the van der Waals energy of PTCDIs,
(]) the electrostatic energy of PTCDIs, (K) the van der Waals energy between each PTCDI and its PEG tail, and
(L) the electrostatic energy between each PTCDI and its PEG tail of P3. The four vertical dashed lines in (E)-
(L) correspond to the times used for the snapshots in A), B), C), and D). The simulations were performed at a
constant teMPETATUTE OF 300 K .uoueuieeereeureeeeeesseesseesseessessseesssesssessssesssessses s ssse s £ss b s b a bR s bbbt 112

Figure 5.4: Snapshots of P4 during a molecular dynamics simulation at times of A) t = 0.648 ns, B) t = 2.490
ns, C) t = 8.472 ns, and D) t = 32.115 ns. The sequence demonstrates the transition of P4 from an open
random to a stacked configuration. As a function of time, the evolution of: E) the centers of mass (COM)
distance between the two PTCDIs, (F) the offset angle between the two PTCDIs, (G) COM distance between
each PTCDI and its PEG tail, (H) COM distance between two PEG tails, (I) the van der Waals energy of PTCDIs,
() the electrostatic energy of PTCDIs, (K) the van der Waals energy between each PTCDI and its PEG tail, and
(L) the electrostatic energy between each PTCDI and its PEG tail of P4. The four vertical dashed lines in (E)-
(L) correspond to the times used for the snapshots in A), B), C), and D). The simulations were performed at a
constant teMPETATUTE OF 300 K.uiuueeieeereeueeeeeesseesseessesssessee e sssessssssssessses s s s sss bR Ea AR s bR bbb 115



Figure S5.1: PTCDI-PEGylated Residues. (A) Used for charge optimization. (B) (C) (D) are modified versions
of (A) by removing excess atoms. B-D are used to be able to make PTCDI nanowires of any length.................. 119

Figure 6.1: Example PEND (3’ end) tetrachlorinated perylene base residue to be parameterized for molecular
AYNIAINICS STUAIES . c.urcreueeeseeeseeesressseesssesssesssessssesssessssesssess e s esse s s Es R s E RS ER AR R RS ER AR RS E AR AR R e bR 124

ix



Table 2.1:
Table 2.2:

2.2A.

Table 2.3:
Table 2.4:
Table 2.5.
Table 2.6.
Table 3.1:
Table 3.2:

LIST OF TABLES

United atom sizes for nucleic acid beads in BIOMOdI. ... sesssssssssssesssssssssss 22

Mean distances and standard deviations of 26 covalent bond and pseudo-bonds shown in Figure

....................................................................................................................................................................................................... 24
Base pairing interaction strengths in BIOMOi .......cceermieneerneeenniessessesesesssesssesssssssessssssssssssesssssssesssessssssssessns 25
Base stacking interaction strengths in BIOMOdi.....couemienrenseesmiesessseeesesssesssessssssssessssssssesssessssssssesssessssssssessns 25
Sequences for thermal melting SIMUIAtIONS ... ierreerree et es s ss s ss s ssssss s 28
Sequences for self-asSembIY SIMULATIONS ...c.ieuceerrereereeeseesseersseesees s ssssssssssss s s sess s ssssss s sssssssnssans 31
Sequences used in this study C8T8A8G8 and RAND32 listed from 5’ t0 3'..eeeoneernneenseeeseerseesseeeneees 59
Summary of simulations used in this study. Total number of simulations is 208. .....c.cccuueoneerreerreeeneens 60



ACKNOWLEDGMENTS

Thank you to my advisor, Professor Hung Nguyen, for his support and guidance throughout my
PhD. I greatly appreciate the knowledge I have gained in completing this work. Thank you to my
qualifying and dissertation committee, Professor Elizabeth Read, and Professor Ray Luo, for giving
their time and knowledge to further my work. Additional thanks to Professor Alon Gorodetsky for
the guidance and feedback on the PTCDI nanowires project.

A huge thanks to my labmates, Iris & Quynh, who definitely help make every day in lab a lot better.
I'm going to miss sending random gifs and memes and then to hearing a laugh on the other side of
the room. Thanks to the Zen Pad + QLA + Subsessions crews for the fun times at the pads, station, or
shows. I'm going to deeply miss the random pho trips. Huge thanks to Peter for the support and
friendship. A big thanks for all my friends who have helped keep me sane and work through this
project.

Audrey, thank you for always being there, being understanding, and helping me during this PhD
adventure. I couldn’t have done it without you.

Thank you to my family who supported me pursue this dream of mine.

Finally, thank you to the University of California, Irvine for the financial support with which this
work would not be possible.

Xi



CURRICULUM VITAE

Cade Bryant Markegard
Education
University of California, Irvine
PhD Chemical and Biochemical Engineering 2015
MS Chemical and Biochemical Engineering 2012

University of California, Santa Barbara
BS Chemical Engineering 2010

Research Experience

Graduate Student Researcher at University of California, Irvine 2011 - 2015
Dissertation advisor: Professor Hung D. Nguyen

RISE Intern at University of California, Santa Barbara 2009 - 2010
Research advisor: Professor Michael Gordon

FASTNET/CISEI Intern at Tyndall National Institute, Cork, Ireland 2009
Research advisor: Professor Martyn Pemble

Undergraduate Researcher at University of California, Santa Barbara 2008 - 2009
Research advisor: Professor Michael Gordon

Publications

1. C.B. Markegard, D. Cheng, and H.D. Nguyen, “Molecular Dynamics Simulations of a
DNA Computing Threshold” (in prep).

2. C. B. Markegard, and H. D. Nguyen, “The Role of PEGylated Tail on Stacking of
Perylenediimide DNA Base Surrogates” (in prep).

3. C.B. Markegard, D. Cheng, and H.D. Nguyen, “Effect of Sequence, Temperature, and
DNA Concentration on dsDNA Self-Assembly via Coarse-Grained Simulations” (in
prep).

4. C.B. Markegard, A. Mazaheripour, ].M. Jocson, A.M. Burke, A.A. Gorodetsky, and H.D.
Nguyen, “Molecular Dynamics Simulations of Perylenediimde DNA Base Surrogates”,
(submitted).

5. C.B. Markegard, I.W. Fu, K.A. Reddy, H.D. Nguyen, “Coarse-Grained Simulation Study
of Sequence Effects of DNA Hybridization in a Concentrated Environment”, J. Phys.
Chem. B. (2015).

xii



L.W. Fu, C.B. Markegard, and H.D. Nguyen, “Solvent Effects on Kinetic Mechanisms of
Self-Assembly by Peptide Amphiphiles via Molecular Dynamics Simulations”,
Langmuir, 31(1): 315-324 (2015)

B.K. Chu, LW. Fu, C.B. Markegard, S.E. Choi, and H.D. Nguyen, “A Tail of Two Peptide
Amphiphiles: Effect of Conjugation with Hydrophobic Polymer on Folding of Peptide
Sequences”, Biomacromolecules, 15(9): 3313-3320 (2014).

L.W. Fu, C.B. Markegard, B.K. Chu, and H.D. Nguyen, “Role of Hydrophobicity on Self-
Assembly by Peptide Amphiphiles via Molecular Dynamics Simulations”, Langmuir,
30(26): 7745-7754 (2014).

L.W. Fu, C.B. Markegard, B.K. Chu, and H.D. Nguyen, “The role of electrostatics and
temperature on morphological transitions of hydrogel nanostructures self-
assembled by peptide amphiphiles via molecular dynamics simulations”, Adv.
Healthc. Mater., 10(2): 1388-1400 (2013).

Contributed Conference Presentations

1.

AIChE Annual Meeting; Atlanta, GA; Nov. 2014
Talk: “Sequence Effect on Self-Assembled DNA Nanostructures via Molecular
Dynamics Simulations”
Foundations of Nanoscience (FNANO) 14; Snowbird, UT; April 2014
Poster: “Elucidation of DNA Self-Assembly Kinetics via Molecular Dynamics
Simulations”
AIChE Annual Meeting; San Francisco, CA; Nov. 2013
Talk: “Molecular Dynamics Simulations of Self-Assembled DNA Nanostructures”
AIChE Annual Meeting; Pittsburgh, PA; Nov. 2012
Talk: “Self-Assembly of Complex DNA Architectures via Multiscale Simulations for
Nanotechnology and Alternative Energy”
AIChE Annual Meeting; Pittsburgh, PA; Nov. 2012
Talk: “Molecular Dynamics Simulations of Peptide Self-Assembly Under
Confinement”
UC Bioengineering Symposium; Berkeley, CA; June 2012
Poster: “Molecular Dynamics Simulations of Peptide Self-Assembly Under
Confinement”
UC Irvine CCBS Retreat; Santa Monica, CA; March 2012
Poster: “Molecular Dynamics Simulations of Peptide Self-Assembly Under
Confinement”
GRC on Protein Folding Dynamics; Ventura, CA; Jan. 2012
Poster: “Molecular Dynamics of Peptide Self-Assembly Under Confinement”
AIChE Annual Meeting; Minneapolis, MN; Oct. 2011
Talk: “Molecular Dynamics Simulations of 2D Self-Assembled Peptide Monolayers”

xiii



ABSTRACT OF THE DISSERTATION

Computational Studies of DNA Hybridization and Self-Assembly of DNA-Based Nanowires
via Molecular Dynamics Simulations

By
Cade Bryant Markegard
Doctor of Philosophy in Chemical and Biochemical Engineering
University of California, Irvine, 2015

Professor Hung D. Nguyen, Chair

DNA nanotechnology has been a rapidly growing field with many applications in
drug delivery, energy, and molecular computing. First, a novel coarse-grained model of
DNA is developed for elucidating the effects of sequence and environmental factors on DNA
hybridization. This coarse-grained model has been integrated into our recently developed
simulation package called BioModi (Biomolecular Multiscale Models at UC Irvine), enabling
the study of the molecular interactions of large systems consisting of amino acids, nucleic
acids, and polymers over long time scales. Second, for a design of organic nanowires, a DNA
base surrogate, perylene-3,4,9,10-tetracarboxylic diimide, is parameterized and simulated
via all-atom simulations to understand kinetic mechanisms of stacking and structural
arrangement at equilibrium for optimized transfer of electrical charge.

DNA hybridization processes in a crowded environment are investigated using
Biomodi. This model has been shown to capture the mechanical and thermal melting
properties of DNA as compared to experimental data. Moreover, the effect of sequence,

temperature and DNA concentration is elucidated in detail on the self-assembly process of

Xiv



DNA, giving insight to choosing the right environmental conditions for the formation of
double helices. Furthermore, DNA hybridization processes demonstrate many kinetic
pathways that are dependent on the sequence.

The overlapping 1 system of stacked natural DNA bases can mediate the transfer of
electrical charge over long distances. To enhance such electron transport property, novel
nanowires can be designed by replacing the sugar group and natural DNA bases with
perylene-3,4,9,10-tetracarboxylic diimides. Therefore, it is necessary to understand the
stacking kinetics of such perylenediimide DNA base surrogates and their equilibrium
structures. Simulations demonstrate the different kinetic pathways for stacking depending
on the length of the nanowire even when the base is PEGylated. Equilibrium structures
obtained are shown to be similar to expected structures found in experiments.

Implementation of our newly developed coarse-grained models, BioModi, and
insight gained from our simulations will provide key parameters and understanding to
advance computer-aided design and development of innovative smart biomaterials.
Moreover, our parameterization, simulation and analysis methods developed for DNA base
surrogates will enable the creation and design of organic nanowires with enhanced

electron transport properties.
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CHAPTER 1 Introduction

1.1 Motivation

Friedrich Miescher discovered deoxyribonucleic acid (DNA) in 1868 while
determining the chemical composition of cells [1]. It was not until 1943 when Avery,
MacLeod, and McCarty demonstrated that DNA was used as a hereditary material in cells
rather than the originally thought proteins [2]. Watson and Crick proposed the double-
helix structure of DNA in 1953 to provide an understanding on structural biology of DNA
[3]- These discoveries have fueled a larger scientific community to further investigate DNA
for genetics and medicine. Moreover, DNA nanotechnology has been a rapidly developing

field with many potential applications for biofuels, biomaterials, and molecular computing.

DNA nanotechnology has been evolving quickly since Seeman first published a
paper that proposed using Holliday junction structures, each of which is composed of four
strands of DNA (Figure 1.1A), to build large 2D DNA lattices [6-7]. Moreover, various
groups have developed methods for using the lattices for arranging metallic nanoparticles
and detecting proteins [8-9]. Recently these methods have been further advanced to
assemble 3D structures such as a tensegrity triangle [10]. Furthermore, Rothemund
developed DNA origami via a bottom-up method of using scaffold and staple strands to self-
assemble squares, rectangles, stars, smiley faces, and triangles [11]. This method has been
widely popular in engineering a variety of structures and the software caDNAno developed
by Douglas enables researchers to design a variety of structures by selecting the correct

DNA sequences [12-13]. Through DNA origami, researchers have engineered DNA



nanopores in lipid membranes, molecular transporters, gears, and beams [13-18] (Figure
1.1B). Although experimentalists can create almost any nanostructure they desire, the
kinetic mechanisms and thermodynamics of such assembly processes are not well
elucidated. Through the use of molecular dynamics simulations, these mechanisms can be

investigated to reduce the kinetic trapping events of unwanted stable by-products.

Figure 1.1: A. Holliday junction inspired 2D lattice developed by Seeman et al. Sticky ends enable the
assembly of a 2D lattice. B. Various self-assembled DNA origami structures. DNA origami can be used to
create complex structures such as gears, beams, stars, smiley faces, and boxes.

All-atom force fields such as AMBER or CHARMM offer full atomistic detail [19-20],
though at a computational cost. These force fields have been employed in a large number of
DNA related studies such as DNA transport through synthetic nanopores [21], DNA
supercoils [22], DNA origami structure and dynamics [23], and conformational changes
from B-form to A-form [24]. Currently, only short sequences (8 nucleotides) have been
studied using advanced sampling techniques to measure thermal melting conditions [25]. [t
is not currently computationally feasible to use all-atom approaches to study the
hybridization and self-assembly DNA due to the long time scales and rarity of events. Since
the time scales and system sizes are incredibly large for self-assembly events, researchers
have developed coarse-grained models to address these problems. Coarse-grained models

have been used to study hybridization, self-assembly of double-stranded DNA and Holliday



junctions [26-29], DNA walkers [30], and crystallization of DNA modified nanoparticles
lattices [31]. While these models have been used to study the aforementioned systems, the
models have failed to (1) accurately represent the physical aspects of DNA, (2) be
dependent on the environmental conditions (e.g. salt concentration), (3) accommodate
large systems involving multiple types of strands, and (4) be compatible with coarse-
grained models of proteins for studying protein-DNA interactions. Therefore, in this work a
coarse-grained model is developed to closely represent the physical properties of DNA and
accommodate large system sizes. Long time scales are accessed through the use of an
event-driven molecular dynamics algorithm [32-33], which has been used to simulate
peptide and peptide amphiphile self-assembly [34-35]. Using this nucleotide model, the
hybridization and self-assembly of many strands chains of DNA are explored to further
understand the thermodynamics and kinetics of the system.

Due to the ease of synthesizing DNA using solid-state supports, organic chemists
have synthesized unnatural bases that can utilize the phosphate backbone of DNA [36]. For
example, groups have developed libraries of artificial nucleosides as seen in Figure 1.2
[37]. Recently, the Gorodetsky group at UC Irvine has synthesized perylene attached to the
same phosphate backbone as DNA to create a perylene-based nanowire. Since DNA bases
are similar in nature to the perylene m-conjugated base they are believed to stack as a
single strand in a wire-like conformation. DNA bases have been shown to conduct electric
charge [38-39], thus this wire formation offers a competitive edge in studying charge
transport of other m-stacked organic molecules. In this work, a perylene conjugated to a
DNA backbone is parameterized for all-atom molecular dynamics simulations through

quantum mechanics calculations. Advanced sampling methods for molecular dynamics



simulations give insight into the atomic structures of these nanowires. The lowest free
energy structures are taken and the molecular orbital structure is evaluated to find the
location and energy of the molecular orbitals for electron transfer. Results from this work
help determine the structure of the nanowires that are not easily observable to

experimentalist.

Figure 1.2: Synthetic nucleosides developed for insertion into DNA structures. Unnatural bases are able to
stack within the double-helix structure [37].

1.2 DNA Nanotechnology: Structure and Applications

Seeman in 1982 developed a method of designing stable immobile junctions
inspired by the four-armed Holliday junction [6-7]. By learning from genetic engineering at
the time, he synthesized strands that had sticky ends to create a lattice structure using the
immobile junctions. Fu and Seeman then developed double-crossover (DX) molecules in
which strands of DNA crossover between nearby strands twice (Figure 1.3A) [40]. It was
later found by Sa-Ardyen et al. that DX molecules have twice the persistence length of
dsDNA [41], thus showing a path of creating very rigid DNA based structures. LaBean et al.
developed a triple-crossover (TX) structure using four strands to form three double-helices
[42] (Figure 1.3B). Lattice arrays can be formed from DX and TX structures, however TX

4



arrays have larger spacing between the molecules, thus enabling these sites to be used for
tethering molecules. Additionally, it was found that TX structures could be used for
molecular computation [42]. These crossovers and sticky ends have been applied to self-
assemble 3D structures such as the tensegrity triangle that formed a crystal lattice [10]
(Figure 1.3C). Furthermore, DNA has been applied to making non-array structures through

DNA origami.
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Figure 1.3: A. Two double crossover structures from Fu and Seeman. [40] B. Triple crossover structure from
LaBean et al. [41] C. Tensegrity triangle lattice designed by Zheng et al. [10]

Rothemund developed DNA origami via a method using a long scaffold strand with
smaller staple strands that help the scaffold fold into a desired structure [11]. Furthermore,
this method has been applied in assembling structures such as smiley faces, gears,
nanopores, triangles, and rods [11, 14, 43]. Researchers have developed methods for
determining appropriate sequences to use at the thermodynamic level in order to reduce
misfolded structures. Douglas has developed the program caDNAno to aid in the design of
DNA origami structures. The program is freely available and is used as a plugin for Maya,
the popular 3D CAD program [13]. Additionally, the CanDO (Computer-aided engineering

for DNA origami) program was developed to give researchers feedback on the design of



their nanostructures made in caDNAno before experiments are performed [12, 44]. DNA
origami has been applied to problems such molecular drug delivery systems and
arrangement of molecules. For example, Andersen et al. designed a box, which had a lid
capable of opening, and closing depending on the environment. This box (Figure 1.4A) is
big enough to contain a ribosome or virus structure for delivery to a cell [43]. Similarly,
Douglas et al. used a self-assembled molecular carrier (Figure 1.4B) to carry gold
nanoparticles or antibody fragments into cells. A logic gate, using DNA aptamers, was used
to control when the carrier would release the contents into the cell [16]. Moreover, Jiang et
al. used 2D and 3D structures covalently attached to doxorubicin, a cancer medication
(Figure 1.4C). The structures were found highly efficient in delivering the drug to cancer
cells, even those that are resistant to the drug [45]. DNA origami has also been applied to
the self-assembly of Holliday junction inspired 4x4 structure with sticky ends. The
structures assemble into a lattice structure similar to those of Seeman (Figure 1.4D). The
assembled structures have been used as a protein arrays and as a scaffold for creating
silver nanowires [46]. Therefore, DNA origami offers scientists and engineers the ability of

designing nanostructures for a wide range of applications.



Figure 1.4: Applications of DNA origami structures. A. DNA box designed by Andersen et al. designed to open
and close to hold small biological fragments [43]. B. Nanorobot used to carry molecules into cells designed by
Douglas et al. [16]. The nanorobot has DNA aptamer ends to have controlled release of the molecules
contained. C. Schematic of DNA origami coated with doxorubicin for cellular uptake into tumor cells designed
by Jiang et al. [45] D. Protein array created by Yan et al. [46]. Array is similar in nature to Holliday junction
lattices, however much larger using a scaffold strand and many staple strands. The arrays have also been
used as templates for silver nanowires.

1.3 Coarse-Grained Nucleic Acid Models

Atomic-resolution simulations of DNA hybridization and assembly are
computationally expensive due to the large system sizes required and the long timescales
involved. As a consequence, researchers have employed coarse-grained models to study
the kinetics and thermodynamics of nucleic acids. However, there is a large variety of
coarse-grained models of nucleic acids ranging from one-bead models representing many
nucleotides to more detailed models with six-beads representing one nucleotide [47-54].
Models in this field are designed to capture details such as the local dynamics of DNA,
thermodynamics of melting, structural details such as persistence length, or hybridization
kinetics. Below is an overview of some of the models that are capable of simulating DNA

hybridization or assembly and their drawbacks.

Drukker et al. in 2001 developed a two-bead model, one representing the sugar and



phosphate sites, and one representing the base [47]. This model included important
interactions such as hydrogen bonding, bending and torsion energies. Since this model
implemented molecular dynamics, instead of the Monte Carlo method, it was the first to
study the dynamics of the denaturation of DNA. The researchers were able to capture the
sequence and chain length effects on thermal melting, and investigated the effect of
mismatched base pairs on the melting. From their results they showed that the mismatches
towards the end of strands does not affect the melting temperature as much as having
mismatches in the middle of two strands. This indicates that melting is highly dependent on
the core of the dsDNA being base paired. Another two-bead model is that from Ouldridge et
al. to study DNA for nanotechnology purposes (Figure 1.5A) [51]. One drawback of the
model is that it currently is parameterized for only 0.5 M NaCl, therefore investigating
systems with different salt concentrations is not currently available. Also, the model is
unable to capture the major and minor grooves of B-DNA due to the limitation of only two
beads. This model has been very successful in exploring hybridization of dsDNA using
forward flux sampling; researchers have found the rate constants from simulations
compare favorably to ones obtained experimentally [27]. Ouldridge et al. have also
investigated problems such as DNA tweezers, DNA walkers, and DNA stretching [30, 55,
56]. Other groups have used this model to investigate the self-assembly of dsDNA with

comparisons of equilibrium states to liquid phase theories, and DNA nanostars [28, 57].
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Figure 1.5: A. Two-bead model, 0xDNA, used by Ouldridge et al. B. 3SPN model representation used by de
Pablo and Dokholyan research groups. C. Direct mapping of coarse-grained atoms from all-atom simulations
used by Dans et al. Enables the translation from coarse-grained model to all-atom representations.

3-site-per-nucleotide models have been developed by both the dePablo and
Dokholyan research groups (Figure 1.5B). Knotts et al. first introduced the three-site
model for DNA in which the phosphate, sugar, and base are each represented by one bead.
[52] This initial model was able to accurately predict melting temperatures, however the
persistence length was determined to be a factor of 2 smaller than experimental values.
Sambriski et al. updated the model to more accurately capture the persistence length of
dsDNA compared to experimental values and improved upon replicating experimental
melting curves [53]. However, single-strand persistence length was greatly overestimated.
Additionally, the hybridization of two single strands was investigated and the researchers
determined that the two observed mechanisms were sequence dependent [26, 58]. This
model has also been applied to studying the hybridization of strands in solution to strands
bonded to surfaces. The researchers found that having one strand bound to the surface
changes the hybridization kinetics by limiting how the strands can reorient themselves to
successfully base pair [59-60]. Recently, Hinckley et al. updated the model even further
being able to capture both dsDNA and ssDNA persistence lengths [54]. Additionally, using

forward-flux sampling [61], the researchers were able to obtain similar rate constants for



hybridization as those found in experiments. Ding et al. from the Dokholyan group used a
similar 3-site-per-nucleotide model with discontinuous molecular dynamics (DMD) to
study the folding of RNA molecules. This implementation of a 3-bead model was able to
predict the structure of many RNA molecules within 4 A of the experimental crystal

structure [49].

Other groups have developed more detailed coarse-grained models such as that
from Dans et al. [50] This model uses six beads to represent a nucleotide and maps the
beads directly from all-atom (AA) representation making it fairly simple to switch between
coarse-grained and AA. Dans et al. applied the model to capture the conformational
transition from A-form to B-form DNA, and the model is able to capture the melting

temperature effect for ionic strength and sequence dependence.
1.3  Organic Semiconductors and Perylene Based Molecules

Organic semiconductors offer a significant advantage over crystalline
semiconductors due to their ease of processing, flexibility, and low cost. They obtain
semiconductor-like properties due to hybridized orbitals, sp?, thus having both s and p
character. Conjugated molecules are excellent examples of organic semiconductors, as their
highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital
(LUMO) act as a band gap for semiconductor behavior. In solid state physics terms, the
HOMO is similar to the valence band and the LUMO is similar to the conduction band [62-
63]. Charge transport in organic semiconductors is understood to occur through a hopping
mechanism in which a charge hops from the HOMO of one molecule to the LUMO of another

[64]. The effective charge transfer rate depends on the intermolecular distances of the -
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stacking, and the overlap of the molecular orbitals (greater overlap leads to better charge

transfer) [62-63].

One molecule class is of great interest for this work is perylene tetracarboxylic
diimides (PTCDI), due to their ability to conduct charge, and be functionalized (thus
changing their optical and conducting properties) [65]. Klebe et al. investigated the packing
of many perylene-based compounds (not containing a phosphate backbone) to understand
how it affects the color of the dye. It was found that most have a stacking distance of ~3.35
A, with a longitudinal shift of ~ 1.14 A and no transverse shift [66]. Therefore perylene-
based molecules like to stack with the m -conjugated segments on top of one another. An
equation relating the maximum absorption (from UV/Vis) for the perylene molecules was
determined and takes into account the transverse and longitudinal offsets. Since the
absorption is dependent on the offsets, the packing of the molecules changes the electronic
and optical properties of the material. Kazmaier et al. used semi-empirical quantum
mechanics calculations to analyze the electronic properties of stacked perylene structures.
They found a nodal structure of the valence and conduction bandwidth depending on the
longitudinal and transverse offsets [67]. Delgado et al. then used density functional theory
(DFT) to investigate the tuning of the charge-transport of PTCDIs by changing the
functional groups. The researchers investigated single and packed substituted molecules;
finding that intramolecular reorganization energy for electrons increases for both core and
end substituted PTCDIs. An increase in the reorganization energy for holes can be achieved
by substituting the perylene core with halogens. Additionally, transfer integrals were found
to be nodal and depend on the transverse and longitudinal offsets [68]. Geng et al. used
quantum calculations of many perylene compounds and found that imide substituents

11



could be used to change the intermolecular packing. This results with no change to the
geometry and electrical properties of the actual conjugated core. Also found was that
substituents at the core of the molecule changes the electronic and geometrical properties
of the core and thus the intermolecular packing. Therefore, it is important to determine
how the perylene core packs to determine its electronic properties. The properties can be
tuned as shown by the previous quantum mechanics calculations by changing perylene

core substituents [65].

1.4 Structure of Dissertation

The goal of this dissertation is to elucidate the kinetics and thermodynamics of DNA
hybridization and self-assembly of DNA base-surrogate nanowires. In Chapter 2, a novel
coarse-grained model is developed and shown to capture the mechanical and thermal
melting properties of DNA. DNA hybridization and large scale self-assembly to double-
helices are investigated at constant temperature. We show the presence of three
hybridization mechanisms, zippering, slithering and strand displacement in the assembly
towards double-helices. Additionally, it is found that DNA sequence affects yields of double-
helices. In Chapter 3, the coarse-grained model is used to investigate the effects of
sequence and environmental conditions on the kinetic mechanisms of double-helix
assembly at high concentration. An analysis method is presented to delve deeper into those
factors that affect aggregate formation and lifetimes. Kinetic modeling of the double-helix
formation demonstrates activation energies similar to those found experimentally.

In Chapter 4, a DNA base-surrogate, perylene-3,4,9,10-tetracarboxylic diimides

(PTCDIs), is constructed into a nanowire. Parameters for the PTCDI nanowires are

12



determined and simulated using all-atom molecular dynamics. The kinetic mechanisms of

PTCDI stacking are investigated for PTCDI nanowires. Additionally, equilibrium structures

are found to be similar to those expected from experimental evidence. In Chapter 5, the

PTCDI is PEGylated and parameterized for all-atom simulations. Simulations are conducted

to understand the effect of the PEG chain on the kinetic mechanisms of PTCDI stacking. It is

found PTCDI stacking at equilibrium is not affected by the added PEG chain, however the

PEG chain adds complexity in how PTCDIs stack. In Chapter 6, a summary of the

dissertation is provided and some future directions for the projects presented.
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CHAPTER 2 Coarse-Grained Simulation Study of Sequence Effects of
DNA Hybridization in a Concentrated Environment

2.1 Abstract

A novel coarse-grained model is developed to elucidate thermodynamics and kinetic
mechanisms of DNA self-assembly. It accounts for sequence and solvent conditions to
capture key experimental results such as sequence-dependent thermal property and salt-
dependent persistence length of ssDNA and dsDNA. Moreover, constant-temperature
simulations on two single strands of a homogeneous sequence show two main mechanisms
of hybridization: a slow slithering mechanism and a one-order faster zippering mechanism.
Furthermore, large-scale simulations at a high DNA strand concentration demonstrate that
DNA self-assembly is a robust and enthalpically driven process in which the formation of
double helices is deciphered to occur via multiple self-assembly pathways including the
strand displacement mechanism. However, sequence plays an important role in shifting the
majority of one pathway over the others and controlling size distribution of self-assembled
aggregates. This study yields a complex picture on the role of sequence on programmable
self-assembly and demonstrates a promising simulation tool that is suitable for studies in

DNA nanotechnology.

2.2 Introduction

The field of DNA nanotechnology has been evolving quickly since Seeman [1] first
proposed using Holliday junction structures composed of four strands of DNA to build large

2D lattices [2-3], which was later realized for arranging and detecting metallic

17



nanoparticles and proteins [4-5.] Further advances have been made to fabricate 3D
structures such as tetrahedrons [6-7] and nanotubes [8]. Additionally, squares, stars,
smiley faces [9] and a box with a controllable lid [10] can be assembled via DNA origami
folding by using scaffold and staple strands. Current experimental approaches of
programmable DNA self-assembly involves a slow annealing procedure in which all strands
are mixed (1) altogether in ‘one pot’, (2) in hierarchical steps, or (3) with a long scaffolding
strand to undergo origami folding. [11] However, these approaches often encounter
multiple defects or mismatch steps, which greatly affect the degree of perfection of the final
self-assembled nanostructures, possibly impairing morphology and function of the
construct [12]. Therefore, an understanding on optimization of the physical conditions
under which self-assembly occurs is valuable in minimizing errors that occur during the
assembly process in order to improve the efficiency of nanostructure formation [11-12].
Through the use of molecular dynamics (MD), self-assembly kinetic mechanisms and
thermodynamics can be investigated to reduce kinetic traps of unwanted by-products. This
can potentially elucidate not only slow annealing process [5] but also isothermal self-
assembly under diverse solvent conditions as demonstrated by recent studies [13].

MD simulations using atomistic force fields have been limited to relatively small
systems to examine DNA transport through synthetic nanopores [14], DNA supercoiling
[15], DNA origami structural dynamics [16], conformational changes from B-form to A-
form [17], and thermal melting conditions of short sequences [18]. Currently, it is not
computationally feasible to use all-atom approaches to study the hybridization and self-
assembly of DNA at high concentrations due to the long time scales, large system sizes, and

rarity of events. Instead, coarse-grained (CG) models [19-34] have been developed to
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investigate hybridization and structural properties. Notable examples are the two-bead-
per-nucleotide model called 0xDNA [29, 35] and the three-bead model, called 3SPN [19,33].

The Doye group developed a two-bead model called oxDNA to study DNA for
nanotechnology purposes [29, 35]. One drawback of the model is that it currently is
parameterized for only 0.5 M NaCl, therefore investigating systems with different salt
concentrations is not currently feasible. Also, the model is unable to capture the major and
minor grooves of B-DNA due to the limitation of only two beads. However, this model has
been successful in exploring hybridization of dsDNA using forward flux sampling, which
showed that the rate constants from simulations compare favorably with experimental
data [36]. Doye and co-workers have also investigated problems such as DNA tweezers
[37], DNA walkers [38], DNA stretching [39], and toe-hold mediated DNA strand
displacement [40]. Another research group led by Sciortino and co-wokers has used this
model to examine an equilibrium bulk solution of 400 24-nucleotide strands designed to
coaxially align on top of one another through base stacking [41] or 64 tetramers arranged
as nanostars [42] for the formation of liquid crystal phases without investigating self-
assembly kinetics.

The de Pablo research group developed the three-site-per-nucleotide model called
developed by the 3SPN. The initial version, 3SPN.O, by Knotts et al. was able to predict
melting temperatures; however, the persistence length was determined to be a factor of 2
smaller than experimental values [19]. Sambriski et al. updated this model to version
3SPN.1, which captures more accurately the persistence length of dsDNA and improves
upon replicating experimental melting curves [43] however, single-strand persistence

length was greatly overestimated. Additionally, the hybridization of two single strands was
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investigated showing that different mechanisms were sequence dependent [44-45]. This
model has also been applied to the hybridization by strands in solution to strands bonded
to surfaces, which shows that having one strand bound to the surface changes the
hybridization kinetics by limiting how the strands can reorient themselves to successfully
base pair [46-47] Recently, Hinckley et al. updated the model even further to version
3SPN.2, which captures both dsDNA and ssDNA persistence lengths [48]. Using forward-
flux sampling [49], they were able to obtain similar rate constants for hybridization as
those found in experiments. Another version of the force field with explicit ions was
introduced shortly after to study helix-coil transition, which requires local variations in ion
concentrations [50].

These coarse-grained models use the traditional MD method with continuous
potentials. In this work, we developed a CG model called BioModi (Biomolecular Multiscale
Models at UC Irvine) to closely represent the structural properties of DNA (Figure 2.1)
using an event-driven molecular dynamics algorithm [51] called Discontinuous Molecular
Dynamics (DMD), wherein atoms are interacted with one another via discontinuous
potentials. DMD has been shown to simulated large systems such as protein aggregation
[52] and peptide-based self-assembly [53] on a single processor, which enables accessing
to long time scales that have not been easily feasible by using the traditional MD method.
Our DNA model, BioModj, is similar to the one developed by the Dokholyan group, which
used an analogous 3-site-per-nucleotide model without explicit ions for use with DMD to
study the folding of RNA molecules and was able to predict the structure of many RNA
molecules within 4 A of the experimental crystal structure [54]. Moreover, BioModi was

built upon previous well-established models by incorporating some important features
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from 3SPN and other models. For example, we have implemented from the 3SPN model an
electrostatic potential that is dependent on ionic and thermal environment and a solvent
induced potential that is dependent on the ionic strength which was originally present in

the 3SPN.1 implementation.

v

Coarse Graining
+

Discontinuous MD

Figure 2.1: A coarse-grained model is derived from atomistic structure by representing each phosphate,
sugar, and base group of a nucleotide as one bead particle.

BioModi employs a 3-site-per-nucleotide representation in which each phosphate,
sugar, and base group of a nucleotide is represented as one bead particle [19, 54]. By using
an implicit solvent, it reduces the number of degrees of freedom significantly and increases
computational efficiency yet it takes the effects of the solvent into account. Using BioModi,
we performed a set of replica-exchange and constant-temperature simulations to examine
thermal and mechanical properties of DNA molecules as a mean to validate our model.
Next, we conducted another set of constant-temperature simulations to elucidate different
hybridization mechanisms by which a double helical structure is formed by two single
strands of a homogenous sequence. Finally, we performed large-scale simulations on four
systems of different sequences to understand sequence-dependent thermodynamics and

kinetics of self-assembly at high strand concentrations.
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2.3 Simulation Methods

2.3.1 Coarse-grained DNA Model

A coarse-grained model has been developed to represent DNA. This DNA model has
been combined with our model ePRIME [53, 55, 56] for peptides and polymers, becoming
an integrated simulation package called BioModi. For DNA, a 3-site-per-nucleotide model
was chosen due to the success of other groups in accurately representing nucleic acids with
the least number of particles [19, 54]. We simplified the DNA structural model by using a
“bead-on-a-string” model polymer with three coarse-grained beads - phosphate (P), sugar
(S), and base (B) - representing each nucleotide (Figure 2.1). The coordinates of these
three chemical moieties are reduced to effective, united-atom interaction sites, the
coordinates of which are derived from the structures generated by Nucleic Acid Builder
[57]. Beads P and S are positioned at the center of mass of the corresponding phosphate
group and the five-atom ring sugar. The bead representing each base is the N1 position for
purine bases (adenine and guanine) and the N3 position for pyrimidine (thymine and

cytosine). The bead sizes are given in Table 2.1.

Particle Bead Diameter (A)
Phosphate, P 5

Sugar, S 5

ADE, B 2.63

GUA, B 2.67

CYT, B 2.67

THY, B 2.63

Table 2.1: United atom sizes for nucleic acid beads in BioModi.
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Figure 2.2: (A) Covalent bonds are schematically shown as dark black lines connecting united atoms. Pseudo-
bonds are schematically shown as dashed blacks lines and are used to maintain bond angles and dihedrals.
Base-pair interactions (red lines) are directional in orientation. (B) Probability distribution of a bond’s
distance extracted from all-atom MD simulations. The mean, minimum, maximum, and standard deviations
are used to discretize a harmonic potential for bonding. (C) Example of the discretized potential for the bond
in B. (D) Electrostatic potential for the phosphate groups with a monovalent salt concentration of 69 mM at
300 K. Continuous electrostatic potential is in black and three-step shoulder potential is in red. (E) Solvent
induced potential for complementary sugar groups for a strand of DNA 30 nucleotides long at a salt
concentration of 69 mM. Continuous Morse-potential is in black and the two-step discrete potential is in blue.

Besides covalent bonds, neighboring beads are constrained by imposing pseudo-
bonds to mimic the chain connectivity and the local geometry such as bond angles and
dihedrals (Figure 2.2A). The distances for 26 covalent bonds and pseudobonds (Table
2.2) were extracted from all-atom molecular dynamics simulations of dsDNA molecules
with a random sequence of 352 nucleotides and a section of a nucleosome (pdb 1KX3). All-
atom simulations were conducted using NAMD 2.8 with implicit solvent and the CHARMM
27 force field [58]. After a slow heating period to 300 K, the data was collected over a 40 ns

equilibration run. Shown in Figure 2.2B is the probability density of a typical bond in the
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system showing the Gaussian-like nature. Since covalent bonding is traditionally
represented as a harmonic spring, this is discretized to a two-step potential as shown in
Figure 2.2C. The first and second steps of the potential are placed at one and three
standard deviations from the mean. Finally, the potential is set to infinity at the minimum

and maximum of the bond distances found.

Bond Mean (A) | Standard Deviation Bond Mean (A) | Standard Deviation
Type Type

Si-Siv1 6.09 0.22 Pi+1-Bi (GUA) 9.25 0.41
Pi-Pis1 6.98 0.22 Pi+1-Bi (CYT) 7.60 0.42
P;i-Si 3.69 0.06 Pi+1-Bi (THY) 7.62 0.39
Si-Pis1 3.99 0.07 Si+1-Bi (ADE) 8.34 0.45
Si-Bi (ADE) 6.93 0.12 Si+1-Bi (GUA) 8.61 0.47
Si-Bi (GUA) 6.92 0.10 Si+1-Bi (CYT) 7.10 0.38
Si-Bi (CYT) 5.48 0.10 Si+1-Bi (THY) 7.16 0.39
Si-Bi (THY) 5.43 0.10 Si-Bi+1 (ADE) 7.52 0.50
Pi-Bi (ADE) 8.90 0.22 Si-Bir1 (GUA) 7.37 0.54
P;-Bi (GUA) 8.72 0.24 Si-Bi+1 (CYT) 7.20 0.51
Pi-Bi (CYT) 7.71 0.19 Si-Bi+1 (THY) 7.08 0.46
P;-Bi (THY) 7.66 0.18 Pi-Sis1 9.69 0.25
Pi.1-Bi (ADE) 9.03 0.41 Si-Pi+1 9.87 0.34

Table 2.2: Mean distances and standard deviations of 26 covalent bond and pseudo-bonds shown in Figure
2.2A.

Base-pairing (A-T and G-C) interactions are crucial for modeling DNA hybridization,
dynamics, and mechanical properties. The hydrogen bonds between complementary base
pairs are strongly dependent upon orientation in the sense that the vectors connecting
each base to the virtual hydrogen and oxygen (or nitrogen) atoms point toward each other
within a relatively strict tolerance to create an obtuse angle. To enforce this angle
constraint, we adopt an approach similar to that of Ding et al. [54] and require that the
atoms of two pairs S;-Bj and Sj-Bi shown in Figure 2.2A (hereafter referred to as auxiliary
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pairs), be separated by predetermined distances that are chosen to maintain the hydrogen
bond angle constraints. Upon the formation of a bond between two complementary
nucleotides (e.g., A-T or G-C shown as B; and B; in Figure 2.2A), these auxiliary pairs
temporarily interact via a single-step square-shoulder potential whose shoulder height is
equal to the well depth of the hydrogen bond between B; and B;. In addition to preventing
the hydrogen bond angles from straying outside of the desired values, the square-shoulder
interaction within each auxiliary pair adds stability to the hydrogen bond by increasing the
range of the repulsive forces between the beads that neighbor B;i and B;. These auxiliary
pairs return to their original interactions when the hydrogen bond is broken. The relative
strength between complementary base-pair interactions CG and AT is 1.266 (Table 2.3) as

previously adopted by SantaLucia [59] and De Pablo group [43].

Base Pair | Interaction Strength (kJ/mol)
ADE - THY | 6.120
GUA - CYT | 7.748

Table 2.3: Base pairing interaction strengths in BioModi

Base Stack Pair kJ/mol Base Stack Pair kJ/mol
ADE ADE 2.7938 CYT ADE 3.0477
ADE GUA 3.5557 CYT GUA 3.0477
ADE CYT 3.0477 CYT CYT 2.7938
ADE THY 2.7938 CYT THY 2.7938
GUA ADE 3.5557 THY ADE 2.5398
GUA GUA 3.5557 THY GUA 3.3017
GUA CYT 3.0477 THY CYT 2.7938
GUA THY 3.3017 THY THY 2.0318

Table 2.4: Base stacking interaction strengths in BioModi

Also included in the model is base stacking, representing the attractive nature of the

mt-stacking in the bases. This attraction is only allowed to occur between adjacent bases on
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the same strand of DNA. The interaction is also treated to be isotropic in nature, and the
interaction strengths depend on the order of the stacking (5 = 3’). Stacking interaction
strengths were obtained by Hobza and co-workers from quantum mechanics calculations
and scaled appropriately via the hydrogen bond strength for the model [60] as shown in
Table 2.4.

Electrostatic repulsions between phosphate groups are modeled through a
Coulombic potential with a Debye-Huckel salt screening correction. This potential is
dependent on the temperature and ionic environment as seen in Equation 2.1. Parameters
for the relative permittivity (€) follows the work of Sambriski et al. [43], which takes into
account the temperature and monovalent salt concentration. Additionally, the Debye
screening length, A, determines how quickly the potential levels off. As one increases the
amount of monovalent salt in the solution the electrostatic effect is reduced as the
positively charged ions effectively screen the negative charge on the backbone.

. .
n Qiq]'EXp[ ”//113] Equation 2.1

U =Z

elect i<j A4mege(T,O)ryj

The electrostatic interaction is discretized as a three-step square shoulder as shown
in Figure 2.2D. Cut-off lengths were tested to replicate the persistence length of double-
stranded and single stranded DNA. The three shoulders were placed equidistant from the
excluded volume distance (5 A) and the cut off. The strength for each shoulder was set to
be equal to the middle of each shoulder in order to accurately represent the potential with
the least amount of detail. In order for the strands to hybridize together with this

electrostatic potential it was necessary to also implement a solvent induced potential. The
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potential is designed to overcome the entropic penalty of hybridization when water is
ordered around the sugars [43].

The solvent induced potential, which is represented as a Morse-potential, with an
attractive well at long distances and is repulsive at short distances (Equation 2.2). In
Equation 2, a controls the range of the potential, 7y is the minimum of the potential (13.38
A), and ¢ is the relative strength of the potential. The interaction is dependent on the ionic

strength and number of nucleotides in the strand of DNA#s.

Usow = &[1 — Exp(—a(ry; — rs)]z s Equation 2.2
The solvent induced potential occurs between sugars on complementary strands of DNA. A
cutoff of 17 A was chosen for the solvent induced interaction in order to still keep

computational efficiency. The solvent induced interaction is discretized as a square

shoulder and well potential as shown in Figure 2.2E.
2.3.2 Simulation and Analysis Procedures

Simulations were performed by using the DMD (discontinuous molecular dynamics)
simulation algorithm [61], a variant on standard molecular dynamics that is applicable to
systems of molecules interacting via discontinuous potentials, e.g., hard-sphere, and
square-well potentials. Unlike soft potentials such as the Lennard-Jones potential,
discontinuous potentials exert forces only when particles collide, enabling the exact (as
opposed to numerical) solution of the collision dynamics. DMD simulations proceed by
locating the next collision, advancing the system to that collision, and then calculating the
collision dynamics. Simulations are performed in the canonical ensemble with periodic

boundary conditions imposed to eliminate artifacts due to box walls. Constant temperature

27



is achieved by implementing the Andersen thermostat method [62]. In this case, all beads
are subjected to random, infrequent collisions with ghost particles whose velocities are
chosen randomly from a Maxwell Boltzmann distribution centered at the system
temperature. Simulation temperature is expressed in terms of the reduced temperature, T*
= kgT/sup, where kg is Boltzmann's constant, T is the temperature, and egp is the strength of
one hydrogen bond (initially set at 1 kJ/mol as a reference so that other potential strengths
can be accordingly scaled). Simulation time is defined in reduced units to be
t*=t/o(ksT/m)1/2, where t is the simulation time, and ¢ and m are the average bead

diameter and mass, respectively.

2.3.3 Thermal Melting

Thermal melting data of DNA was obtained using replica exchange molecular
dynamics (REMD) [63]. The sequences used in the study are listed below in Table 2.5. A
total of sixteen replicates were used over temperature ranges that capture fully hybridized
and dissociated strands. Over 4,000 exchanges were attempted for each sequence with
each attempt running five reduced time steps. Equilibrium is reached when energy (in term
of the number of base-pair interactions) becomes constant. The equilibrium data reported

in this manuscript is from the last 10% of simulation time.

Name Sequence (5'=23’)

GC 0% | AAAA AAAA AAAA AAAA AAAA AAAA AAAA AA

GC40% | GTCATACG ACTG AGTG CAACATTG TTCA AA

Table 2.5. Sequences for thermal melting simulations
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2.34 Persistence Length

Calculations on the persistence length were performed on the data obtained from
multiple constant-temperature simulations that were conducted for very long time scales
at a constant temperature (7%*) of 0.5 (to ensure that all bases were hydrogen bonded
together as it is below the melting temperature of DNA seen in Figure 2.3). Sixteen
simulations for each salt concentration were conducted on a random sequence of dsDNA
containing 352 nucleotides and a homogenous sequence of ssDNA containing 100 adenines
(in order to keep intrastrand base pairing from occurring). By assuming that both dsDNA
and ssDNA acted like worm-like chains, a method developed by Woodward and coworkers
[64] was employed using the radius of gyration (Ry;) to determine the orientational

persistence length (P) per Equation 2.3.

RZ = PL P24 2P3 2P4 g (—L) Equation 2.3
9773 L 1 PP

In equation 2.3, L is the contour length of the polymer, which was assumed at 6.3 A x
(# nucleotides) for ssDNA [65] and 3.4 A x (# nucleotides) for dsDNA. Specifically, the
ensemble averages for each simulation were used to determine the radius of gyration, thus
giving a value of the persistence length for each of the sixteen simulations conducted.
Additionally, the green line in Figure 2.4A, was determined using Possion-Boltzmann
theory [66] (Equation 2.4), and fitted using non-linear least squares regression to the
mean of sixteen persistence length simulations at each salt concentration.

Equation 2.4
P=P+——F
O 405 /23
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In Equation 2.4, the baseline persistence length, Py, is the persistence length without
any electrostatic contributions, and the second term of the equation is the electrostatic

contribution through the Bjerrum length (1) and Debye length (4,).

2.3.5 Hybridization by Two Strands

Over 350 simulations were setup with one strand of Azp, and the other strand T3o
with a random configuration. To further randomize the initial configuration, simulations
were conducted at high temperature (T* = 5.0) ensuring no base pairing could occur.
Velocities of the particles were reinitialized to T* = 0.7, just below the melting temperature
and conducted with the NVT ensemble. A salt concentration of 0.5 M was used to
determine initial contacts and 69 mM was used to determine the relative rate of
hybridization. The time it takes for each mechanism to reach a given number of base pairs
was determined by taking the given initial contact and running 64 additional simulations
starting from that contact with different random number seeds. Data plotted only occurred
from simulations that reached the maximum number of base pairs discussed in subsection

2.4.3.

2.3.6 Self-Assembly of Many Strands

Self-assembly simulations on four systems, each with 100 strands of DNA (50 sense
strands and 50 anti-sense strands, sequences are listed in Table 2.6), were performed.
These strands were placed randomly in the simulation box as an initial configuration. They
were heated at high temperature (7* = 5.0) for a period of time to ensure there is no bias in

the initial randomization. Velocities of the particles were subsequently reinitialized to a
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desired temperature and conducted with the NVT ensemble. Simulations were ran with a
reduced temperature of T* = 0.9, monovalent salt concentration of 69 mM, and DNA
concentration of 1.45 mM. A total of four simulations at each condition were used in the
analysis as it was found the standard deviations were sufficiently low. Moreover, additional
simulations were conducted using 500 strands, which showed no significant differences in
the final results compared to the 100-strand simulations, thus validating the use of the
smaller system size. Each constant-temperature simulation was conducted for 1000 time
units. This is enough for any simulation to reach equilibrium as indicated by the ensemble
averages of the system's total potential energy which varied by no more than 2.5% toward
the end of each simulation run. The simulation data analyzed for steady state is the last
10% of the simulation. In our analysis, an aggregate is defined as having at least two

strands forming one base pair interaction at a minimum.

Name Sequence (5'2>3")

Az AAAA AAAA AAAA AAAA AAAA AAAA AAAA AAAA
RAND CCAA TGCG GTAA GCCT GACA CCGA TCAATCTT
Ai16T16 AAAA AAAA AAAA AAAATTTT TTTT TTTT TTTT
CsTsAsGs CCCCCCCCTTTT TTTT AAAA AAAA GGGG GGGG

Table 2.6. Sequences for self-assembly simulations
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2.4 Results and Discussion

241 Thermal property as a function of sequence

Fraction of Base Pairs

_ ] | | |
06706 08 1.0 12 14 16
Reduced Temperature

Figure 2.3: Melting curves of double-stranded DNA of a homogenous sequence (GC content 0%, black) and a
random sequence of strand length 30 (GC content 40%, red).

Our model, BioModi, can capture the transition between the natured and denatured
states of dsDNA as a function of temperature, similarly observed in UV/Vis experiments
[67]. Such a two-state nature involving either strongly bound duplexes or widely separated
strands [68] can bee seen in Figure 2.3, which shows the number of base-pair (bp)
interactions from replica exchange molecular dynamics simulations over a wide range of
temperatures for a homogeneous sequence containing adenines (Table 2.5). This
hybridization transition gives a melting temperature of 0.9 in reduced temperature units
(T%). In comparison, the melting curve of a random sequence containing 40% guanine-
cytosine (GC) nucleotides (Table 2.5) exhibits a sharper two-state transition and gives a
melting temperature at approximately 7* = 1.25 (Figure 2.3), in qualitative agreement

with experimental [69] and previous simulation [29, 43] studies.
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2.4.2 Mechanical property as a function of ionic strength
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Figure 2.4: Simulation results of persistence length of (A) dsDNA and (B) ssDNA as a function of NaCl salt
concentration. The green line is predicted from the Poisson-Boltzmann theory [66].

Our model can reproduce not only mechanical properties, such as molecular rigidity
quantified as the persistence length of both dsDNA and ssDNA, but also the dependence of
persistence length on salt concentration. As salt concentration decreases, the screening of
the charges along the backbone of the DNA molecule decreases, and the phosphate groups
seek to separate themselves from their neighbors. The result is a more elongated molecule
at lower salt concentrations than in more screened environments. When the salt
concentration is high, its effect on the persistence length fades away as the persistence
length maintains a constant value. Our model yields a persistence length of ~50 nm at high
salt concentrations and significantly higher values at low salt concentrations for dsDNA
(Figure 2.4A). Similarly, the persistent length is close to 1.5 - 2.0 nm at high salt
concentrations and higher values at low salt concentrations for ssDNA (Figure 2.4B). This
relationship of the persistent length as a function of salt concentration for both dsDNA and

ssDNA agrees with the Poisson-Boltzmann theoretical predictions [66] and experiments

[65-66].
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2.4.3 Kinetic mechanism of hybridization is determined by the first point of
contact

Constant-temperature simulations on two complementary strands of a homogenous
sequence Azp at T* = 0.7, which is slightly below the melting point, demonstrate that
hybridization of dsDNA from ssDNA occurs via two main hybridization mechanisms:
zippering and slithering. Moreover, the choice of these aforementioned mechanisms is
dictated by the first point of contact made by two approaching single strands (Figure
2.5A). The nature of this first contact is relatively random as seen in Figure 2.5B, which
shows probability (in non-normalized values) of making an initial contact between certain
nucleotides of two strands from 350 independent simulations. However, closer inspection
indicates that the end nucleotides of one strand are more likely to make an initial contact
with any nucleotide on the other strand. Moreover, it demonstrates that the first contact is
disproportionally biased toward non-native contacts compared to native contacts. By
definition, base pairs that form when the sense and antisense strands are perfectly aligned
are called native contacts.

The first contact transitions into a nucleus when at least another bp interaction
between consecutive bases is swiftly formed, which creates a stable nucleating complex
involving two or three base pairs. Due to thermal fluctuations, many first contacts are
unable to become nuclei; therefore, two complementary strands break away from one
another and approach each other again until a nucleus is established. In fact, each first
contact has a 26% chance of unsuccessfully becoming a nucleus. The formation of such a
nucleating complex has been formulated as the rate-limiting step of a second-order kinetic

reaction based on the data extracted from experiments [70-71].
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Figure 2.5: (A) Two representative mechanisms of hybridization by two strands of a homogenous sequence
A3p: (1) zippering and (2) slithering. (B) A contact map showing probability (in non-normalized values) of
making an initial contact between certain nucleotides of two strands from 350 simulations. (C) Hybridization
kinetics in term of the number of bp interactions as a function of time (in reduced units) of two mechanisms.
(D) Average hybridization time for each mechanism to reach a certain number of bp interactions.

When two strands initially make native contacts, hybridization is via the zippering
mechanism, in which these strands quickly wrap around one another to form bp
interactions reaching the fully hybridized state as seen in Figure 2.5C from a simulation in
which the end nucleotides of one strand form initial contacts that are native with the end
nucleotides of another strand. This mechanism is consistent with experimental data that
indicated that hybridization is initiated by a nucleation event in which two or three base
pairs of complementary strands are formed [70-71]. This is followed by a rapid process
that accomplishes full complementarity by transitioning single stranded tails that are

relatively flexible and unstructured (with a persistence length of ~1.5 - 2.0 nm as seen in
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Figure 2.4B) into a rigidly double-helical duplex (with a persistence length of ~50 nm as
seen in Figure 2.4A). This mechanism has been previously observed by both Doye [36] and
de Pablo [33] groups.

In contrast, when two strands initially make non-native contacts, hybridization is
via the slithering mechanism, in which the strands slowly reach the fully hybridized state
as seen in Figure 2.5C from a simulation in which the end nucleotides of one strand form
initial contacts that are non-native with the end nucleotides of another strand. The next
step involves the nucleotides at the end of one strand breaking their existing bp
interactions and moving up by a few nucleotides to form new bp interactions. This allows
the end nucleotides of the other strands to form additional bp interactions. Such a process,
which creates about 5 bp interactions, happens quickly with ease. However, the next
sequence of steps faces some degree of difficulty. The nucleotides at the end of one strand
break their existing bp interactions leaving the other bp interactions intact. Since the single
stranded tail is highly flexible (with a persistence length of ~1.5 - 2 nm as seen in Figure
2.4B), they are able move up by a few nucleotides to form new bp interactions. This step
creates a small bulge loop of one or two nucleotides between the new bp interactions and
the intact bp interactions. Due to thermal fluctuations, the bulge breaks newly formed bp
interactions or previously intact bp interactions. The latter results in a larger bulge;
however, the nucleotides of the original bulge can form new bp interactions reducing the
bulge loop’s length. Gradually, the bulge moves down the strand to the other end. Overall,
the whole process creates a few bp interactions. This process is repeated until the 5’ end of
one strand forms bp interactions with the 3’ end of the other strand, which create a full

double-helical structure.

36



The above-described slithering mechanism was similarly observed by Ouldridge et
al., who referred to it as the inchworm displacement mechanism [36]. However, the bulge
observed by Ouldridge et al. contains at least four nucleotides compared to just one or two
nucleotides seen in our simulations. This difference is due to the sequences used for study;
they examined a repetitive sequence of poly-AC whereas we examine a homogenous
sequence of poly-A. Moreover, they observed that poly-AC also undergo another
hybridization mechanism called pseudoknot in which the formation of the first non-native
contacts precipitates the formation of a second segment of bp interactions a distance away
elsewhere, which facilitates zippering into a full duplex. This mechanism is rarely seen in
our simulations due to the homogenous sequence and strand length of 30 nucleotides in
our simulations compared to 14 nucleotides in their study. In our simulations, after
forming the first non-native contacts between the end nucleotides of two strands, the other
two ends have a 32% probability to form additional bp interactions, which creates a circle.
When thermal fluctuations are strong, the two strands in a circle can undergo the slithering
mechanism until the two strands are perfectly aligned; at this point, the circle breaks out
into a straight duplex.

The slithering mechanism requires overcoming many energetic barriers by
constantly breaking existing bp and forming new bp interactions as indicated by multiple
plateaus and fluctuations (Figure 2.5C). Therefore, the slithering mechanism requires at
least one order of magnitude longer than the zippering mechanism to reach the fully
hybridized state starting from an initial bp interaction as seen in Figure 2.5D, which shows
the average hybridization time for each mechanism to reach a certain number of bp

interactions. The data plot for the zippering mechanism is a linear line indicating that the
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amount of time to form one additional bp interaction is the same independent of the degree
of hybridization. In contrast, the data plot for the slithering mechanism is an exponential
growth curve indicating that more time is needed to form an additional bp interaction
compared to the previous interaction. This means that the energetic barriers are higher as

the duplex become more hybridized especially towards the end of the slithering process.

244 Self-assembly by homogeneous sequences produces polydisperse
aggregate sizes

The homogeneous sequence, A3z, is the most susceptible to misaggregation as
defined by forming aggregates larger than a dimer. This can be seen in Figure 2.6A, which
shows the percentage of strands belonging to various aggregate sizes as a function of time
for the Asz; sequence. These results are from multiple independent simulations at a DNA
strand concentration of 1.45 mM, temperature of T* = 0.9, and a monovalent salt
concentration of 69 mM. Each system contains 100 DNA strands of Azz; 50% sense strands
and 50% anti-sense strands.

At the beginning of each simulation, there is a rapid decrease in monomers leading
to the formation of dimers, then trimers, tetramers, pentamers and larger aggregates. As
the simulation reaches steady state, the number of molecules in dimers is equivalent to that
of the larger sized aggregates. The distribution of final aggregates for Asz; at equilibrium is
plotted in Figure 2.6B, ranging from dimers to large aggregates that contain up to 25
strands. This large distribution is primarily due to the high probability of hybridization
occurring through the slithering mechanism that takes an order of magnitude longer than
the zippering mechanism to reach the fully hybridized state (Figure 2.5D). Therefore, free
strands are able to form bp interactions with partially hybridized strands and create larger
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and larger aggregates (Figure 2S2(A)). Moreover, the dimers formed by Az, sequence are
partially hybridized at steady state as shown by the distribution of dimers containing a
broad number of bp interactions (Figure 2.6C). The most probable state is at 26 out of 32
maximum bp interactions indicating that energetic barriers are more prohibitive as two
strands become more hybridized as seen by increasingly high hybridization times are

required as more bp interactions are formed in Figure 2.5D.
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Figure 2.6. Percentage of molecules belonging to various aggregate sizes, s, as a function of time in natural
logarithmic scale for (A) A3z and (E) RAND sequences. Distribution of aggregate size for (B) A3z and (F) RAND
sequences at steady state. Snapshots showing a tetramer in (B) and dimer in (F). Distributions of dimers
containing a certain number of base pair interactions for (C) Az and (G) RAND sequences at steady state.
Contact maps or possible first contact along each nucleotide by two strands of (D) Az, and (H) RAND
sequences: non-native contacts in blue, native contacts in green, and no possible contacts in white. The native
contacts should be a straight line; however, a small tolerance of +3 is allowed.

2.4.5 Self-assembly by heterogeneous sequences produces monodisperse
aggregate size

Unlike the homogeneous sequences, heterogeneous sequences in the form of a
random sequence RAND (Table 2.6) produces no large aggregates at the end of
simulations (Figure 2.6E). Indeed, all strands form dimers at steady state as seen in Figure

2.6F. Moreover, the RAND system has a very narrow distribution with the majority of
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dimers contain 30 or more bp interactions at steady state (Figure 2.6G). This
demonstrates that even though it is more entropically desirable to form a collection of
aggregates of different sizes, DNA self-assembly by random sequences prefers to form a
monodisperse distribution of dsDNA.

Large aggregates are also observed during self-assembly by a random sequence
RAND; however, these aggregates disappear over time leading to formation of only dimers
at steady state (Figures 2.6E and 2.6F), in contrast to the Az, system (Figures 2.6A and
2.6B). Even though hybridization by random sequences is through the zippering
mechanism rather than the slithering mechanism, those strands can form non-native
contacts (Figure 2.6H) albeit in small numbers that meet our definition of an aggregate
(require at least one bp interaction between participating strands). Thus, those aggregates
are metastable and likely to convert into more energetically favorable dimers. This is seen
in Figure 2S2(B), which shows a relatively high value of the number of bp interactions per
strand by random sequences compared to homogenous sequences. The presence of large
aggregates on route to the formation of dimers demonstrates the robust nature of DNA self-
assembly, during which DNA strands get kinetically trapped in local minima yet they can
overcome energetic barriers to reach the global minimum.

An example of large aggregates transitioning into dimers is shown in Figure 2.7.
When two strands are misaggregated with another strand forming a trimer (Figure 2.7A),
their total number of bp interactions is around 23 (Figure 2.7B). Then one strand (green)
is displaced so that the other two strands can zip up via the zippering mechanism into a
fully hybridized dimer (Figure 2.7C-F) as indicated by a jump in the number of bp

interactions to 32 (Figure 2.7B). The displaced (green) strand (Figure 2.7F) can proceed
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to attach to different strands, thus increase the number of bp interactions of the system.
Such a process of forming metastable dimers and trimers before transforming into more
energetically favorable dimers (Figure 2.7) indicates that DNA self-assembly is an
enthalpically driven process. Moreover, it is similar to the strand displacement mechanism
that has been observed in experiments [72] and playing an important role in designing a

digital computation circuit using DNA strands [73].
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Figure 2.7. A typical trimer transitioning into a dimer by sequence RAND shown by (A) aggregate size and
(B) number of bp interactions between three strands over time. Snapshots showing self-assembly to form a
dsDNA starting from (C) free strands, which form (D) a partially hybridized dimer via the slithering
mechanism, then (E) the free strand (gray) attaches to the unhybridized segment of the red strand to undergo
hybridization via the zippering mechanism, finally (F) the green strand is displaced so that the red and gray
strands can form a complete dsDNA.

The formation of double helices by random sequences is via multiple self-assembly
pathways. On one hand, if two single strands approach each other and form initial contacts
that are native, they create a dimer and undergo the zippering mechanism to form a
complete double helix without interacting with other strands that are nearby. However,

such a dimer during hybridization in a crowded environment is more likely to interact with
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at least another nearby strand. That dimer can still reach full hybridization by discarding
invading strands (similar to Figure 2.5E but the invading strand is green). In this case, the
strands in the final double helix are the original strands that form the initial contacts. On
the other hand, if two approaching strands make initial contacts that are non-native, they
undergo the slithering mechanism, which is slower than the zippering mechanism.
Therefore, they are more likely to undergo misaggregation, which creates a trimer or a
larger aggregate. In this case, the invading strand can form initial contacts that are native
with one of the original strands, zip up via the zippering mechanism and displace the other
original strand in the process (Figures 2.7C-F). In this case, the formation of double
helices is a product of a transition between metastable trimers or larger aggregates into
more energetically favorable dimers through the strand displacement mechanism.
Therefore, the choice of a self-assembly pathway to form a double helix is highly dependent

upon the nature of the initial contacts.

2.4.6 Self-assembly by diblock sequences produces partially hybridized dimers

Reducing homogeneity in the self-assembling sequences by introducing patterned
heterogeneity in the form of diblock A16T16 also produces monodisperse distribution of
aggregates at the end of simulations (Figure 2.8A). Like the random sequence RAND,
A16T16 quickly turn monomers into dimers and larger sized aggregates (Figure 2.8A and
2.8E). However, the total number of strands in large aggregates at any time during self-
assembly is lower than that in the RAND system. Therefore, this indicates that patterned
heterogeneity reduces the probability of getting kinetically trapped in local minima of mis-

aggregation and forming large aggregates.
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Figure 2.8: Percentage of molecules belonging to various aggregate sizes, s, as a function of time in
logarithmic scale for (A) A16T16 and (E) CsTsAsGs sequences. Aggregate size distribution for (B) A16T16 and (F)
CsTsAsGs sequences at steady state. Distributions of dimers containing a certain number of base pair
interactions for (C) A16T16 and (G) CsTsAsGs sequence at steady state. Contact maps or possible first contact
along each nucleotide by two strands of (D) A16T16 and (H) CsTgAsGs sequences: non-native contacts in blue,
native contacts in green, and no possible contacts in white. The native contacts should be a straight line;
however, a small tolerance of +3 is allowed. Adding heterogeneity to the sequence reduces the possible
number of non-native contacts thus shifting the mechanism from slithering toward zippering.

At steady state, dimers are the only species present in the A16T16 system (Figure
2.8B). However, the distribution of dimers at steady state in Figure 2.8C shows that a
typical A16T16 dimer has 20 bp interactions out of 32 possible bp interactions. This is due to
a relatively higher probability by two A16T16 strands to make initial non-native contacts

instead of native contacts (Figure 2.8D); thus those A16T16 strands tend to undergo the
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slithering mechanism. However, they become kinetically trapped in a conformation in
which the middle region remains unhybridized while the two ends are constantly breaking
and forming the same bp interactions (Figure 2.9A) without being able to slither into the
fully hybridized state as shown in Figure 2.9B-C. We henceforth refer to this conformation

as a kinetically trapped bubble structure.
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Figure 2.9: (A) Number of base pairs vs. time for a typical A1T16 dimer from the self-assembly simulations.
(B) Schematic representation of a trapped kinetic structure called bubble dimer by Ai1sT16. (C) A typical
bubble dimer whose middle region containing the same nucleotides is unhybridized.

2.4.6 Self-assembly by tetrablock sequences produces fully hybridized dimers

Reducing homogeneity in the self-assembling sequences further by introducing
patterned heterogeneity in the form of tetrablock CgTgAsGs sequences also produces
monodisperse distribution of aggregates at the end of simulations (Figure 2.8E).

Dimers are the only species at steady state in the CgTgAgGs system (Figure 2.8F). In
contrast to the A16T16 system, the distribution of dimers at steady state shows that a typical
CgTgAsGs dimer contains between 30-32 bp interactions in Figure 2.8G. This is due to a
significantly reduced probability by two CgTgAsGs strands to make initial non-native
contacts compared to that of native contacts (Figure 2.8H); thus those CgTgAgGs strands
tend to undergo the zippering mechanism. However, the CgTgAsGs system is still capable of
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producing large aggregates in the similar amount as the Ai¢T16 system (Figure 2.8E) but
significantly less than the RAND system. This indicates that the formation of double helices

in the CgTgAsGg system is mainly through the zippering mechanism.

2.3.7 Self-assembly yield depends on sequence

Sequence A32 A16T16 C8T8A8G8 RAND

Yield, % 19.6 + 3.2 0.6 £0.7 93.0+1.0 79.1+7.2

Table 2.7. Sequence effect on yield of dsDNA

The yield of dsDNA depends on the sequence as shown in Table 2.7. Using a
requirement that dimers containing >80% of the maximum number of 32 bp interactions
are classified as dsDNA, CsTgAgGs and RAND were determined to form the largest yields of
desired dsDNA over other sequences over a period of 1000 time units. However, RAND
forms a slightly less amount of dsDNA than CgTgAsGs since the probability of two RAND
strands to make an initial contact that is non-native is higher than that by the CgTsAsGs
sequence (Figures 2.6H and 2.8H) resulting in more kinetically trapped dimers that are
partially hybridized (Figures 2.6G and 2.8G). Moreover, A3, forms only ~20% dsDNA since
its hybridization occurs mostly via the slithering mechanism resulting in a wide number of
large aggregates. Surprisingly, A16T16 yields the lowest amount of highly hybridized dsDNA

since its dimers tend to be in the kinetically trapped bubble state.

2.5 Conclusions

In summary, a novel coarse-grained model called BioModi was developed for nucleic
acids to closely represent the structural properties of DNA strands and double helices. It is
for use in conjunction with a very fast event-driven molecular dynamics algorithm, which
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allows long time-scale simulations of large systems to explore hybridization and self-
assembly kinetics. By taking into account sequence and solvent conditions, the model is
able to capture key experimental results such as sequence-dependent thermal property
from replica-exchange simulations and salt-dependent persistence length of ssDNA and
dsDNA from constant-temperature simulations. Moreover, 350 constant-temperature
simulations on two single strands of a homogeneous sequence were conducted to elucidate
two main mechanisms of hybridization, the slow slithering mechanism and the much faster
zippering mechanism.

We observe similar hybridization mechanisms as observed by both oxDNA [36] and
3SPN.2 [33]. Both models determined similar mechanisms such as the internal
displacement (inchworm and psuedoknot) along with the zippering mechanism. Slithering
mechanisms, defined by Sambriski et al., who used 3SPN.1 [43], is slightly different than
the one observed by BioModi. Specifically, our slithering mechanism involves initial non-
native contacts, then the breaking of these contacts in order to further hybridize the
strands together into a double helix. In contrast, the description by Sambriski et al. involves
the two strands forming initial non-native contacts then freely moving close to one another
without overcoming energetic barriers in order to fully hybridize [43]. This is most likely
due to their model which represents hydrogen bonding between base pairs as isotropic
interactions; which were fixed in 3SPN.2 [48]. Since our hydrogen bond model is non-
isotropic, direction dependent and allowing only one base to be paired to another base at a
time, we observed a similar mechanism as Doye and coworkers using oxDNA [36].

All hybridization studies conducted by other groups thus far have focused on using

advanced sampling techniques (forward flux sampling or transition path sampling) in
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order to understand rare events and quantify the kinetics. Although these lay the
foundation of the possibly mechanisms that can occur, they have not observed other
complex mechanisms involved in the self-assembly of many strands at high DNA
concentrations; for example, the trimer transition to dimers via the strand displacement
mechanism [72-73] observed for heterogeneous sequences from our simulations.
Simulations conducted in this work therefore give insights on how DNA self-assembly
occurs and possible kinetic traps that exist. Therefore, our work builds on the foundation
developed by oxDNA and 3SPN to further the understanding of how these complicated
mechanisms affect the self-assembly of many strands.

Large-scale simulations at a high DNA strand concentration containing up to 500
strands demonstrate that DNA self-assembly is an extremely robust and enthalpically
driven process. The formation of double helices is deciphered to occur via multiple self-
assembly pathways: (1) by two single strands approaching each other and undergoing the
zippering mechanism or possibly the slithering mechanism if the partially hybridized
dimer does not form interactions with another nearby strands; (2) as a product of a
transition between metastable trimers or larger aggregates into more energetically
favorable dimers through the strand displacement mechanism as previously observed in
experiments [72-73]. Moreover, sequence plays an important role in dictating
hybridization mechanisms, which controls size distribution of self-assembled aggregates.
Homogenous sequences, which hybridized through the slithering mechanism, yield
kinetically trapped aggregates that are larger than dimers. When sequence heterogeneity is
introduced as a diblock copolymer (A16T16), the slithering mechanism is significantly

reduced yet its dsDNA yield is surprisingly low due to the formation of kinetically trapped
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bubble structures. When more heterogeneity is introduced as a tetrablock copolymer
(CgTgAsGs), the slithering mechanism is further reduced resulting the highest yield of
dsDNA. Interestingly, a completely random sequence provides a high yet slightly lower
yield of dsDNA compared to the tetrablock sequence.

The unpredictable simulation results presented in this work paint a complicated
picture on the role of sequence on programmable self-assembly. Further studies on the
effects of solvent conditions such as salt concentration and temperature on self-assembly
by different sequences will provide valuable information on thermodynamics and kinetic
mechanisms of hybridization in aiding the design and fabrication of complex DNA
nanostructures.

It is important to note a number of limitations regarding our coarse-grained model,
BioModi. Inherently, BioModi uses a simplified, united-atom representation and an implicit
solvent model without physical representation of water and salt ions, which results in an
approximation of the force field of the solvent. These simplifications exchange for the
increase in computational tractability and performance, which allows us to conduct large-
scale molecular-dynamics simulations to observe the effect of DNA sequence on
hybridization in a concentrated environment. While a direct correspondence to
experimental data is difficult, qualitative comparison can be established when examining
the effects of temperature, salt concentration and DNA strand concentration on
hybridization. For example, the strength of epsilon_HB was originally set as a reference at 1
k]J/mol, so the temperature can be scaled based on this reference point. If 1 kJ/mol was
used as an absolute value, then our melting temperature T*=0.9 corresponds to 108.3 K,

which is unrealistically low. In reality, the hydrogen bond strength is known ranging from 3
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to 50 kJ/mol. If we used a value of 3.06 k]J/mol, which is half of a base-pair interaction
representing two hydrogen bonds between A and T bases, our melting temperature of
T*=0.9 at a GC content of 0% gives a temperature of 331.2 K, which is in a similar range as
those observed by using the oxDNA [29, 35] or 3SPN models [19, 43, 48]. However, our
melting temperature of T*=1.25 at a GC content of 40% gives a temperature of 460 K,
which is higher than those observed by using the 0xDNA [29, 35] or 3SPN models [19, 43,
48]. Therefore, our results are meant for qualitative rather than quantitative comparison
and interpretation. We are currently working on the next version of our model focusing on
re-parameterizing our potentials to match experimental values in order to make more

genuine contributions to the field of DNA nanotechnology.

2.6 Supplementary Information

Free ssDNA
"

—

Partial dsDNA
——

Free ssDNA

Figure S2.1: A schematic representation of a partially hybridized dimer undergoing a misaggregation process
during which free strands are able to form bp interactions with unhybridized segments creating a larger
aggregate.
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strand for RAND. RAND has a higher number of base pairs per strand due to primarily forming dimers
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Chapter 3 Effect of Sequence, Temperature, and DNA Concentration on
dsDNA Self-Assembly via Coarse-Grained Simulations

3.1 Abstract

A novel coarse-grain model is utilized to elucidate the effects of sequence,
temperature and concentration on DNA self-assembly. Large scale simulations demonstrate
the presence of many kinetic pathways that depend on their environmental conditions.
Trends in aggregate lifetimes, creation times, and base pairing are evaluated for each of the
environmental conditions studied. Additionally, studies on equivalent G-C content
sequences demonstrates the importance of DNA sequence design. Finally, from kinetic
modeling of self-assembly, an experimentally accurate activation energy was found. The
framework developed in this work can be applied to future investigations of DNA

nanostructures.

3.2 Introduction

The study of DNA hybridization and renaturation has been extensively studied since
the 1960’s with Marmur and Doty [1]. A more comprehensive understanding of
hybridization was the accomplished to understand the effects of sequence and
environmental variables [2-3]. Inspired by the nature of DNA to renature and branch
migration in genetics [4-5], Seeman developed an algorithmic method of having DNA
strands hybridize into a 2D tile structure similar to the Holliday junction [6]. This
innovation led to others utilizing DNA for developing complex nanostructures such as self-
assembled DNA tetrahedrons, nanotubes, smiley faces, and squares [7-10]. Researchers
have developed tools such as CadNano [11], and NuPACK [12] to help in the design of the
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nanostructures. Additionally, the field of dynamic DNA nanostructures is very active with
experimentalist and simulations investigating DNA nanomachines [13-15], DNA logic gates
[16-18], and targeted delivery [19]. These dynamic DNA devices take advantage of the
strand displacement mechanism [20]. The mechanism has been under investigation by
experimentalist since the 1970’s while exploring the DNA of Escherichia coli 15 under
electron microscopy [4]. Strand displacement has recently been applied to the world of
DNA nanotechnology, for example using DNA for computation. Aldeman was able to
develop a method to obtain solutions to a Hamiltonian path problem using DNA and
enzymes [21]. This has led to others to develop logic gates [18, 22], complex networks [23-
24], and even programming languages using DNA strand displacement [25]. Microsoft
Research labs has helped develop a program called DSD (DNA Strand Displacement tool)
[26-27] for helping researchers design and test DNA computational devices. Both sides of
the DNA nanotechnology field can benefit from the insights molecular dynamics can
provide into the self-assembly processes and dynamic nature of DNA. This can be used to
help improve assembly yields, reduce cross-talk in logic circuits, and being able to estimate
reaction kinetics.

Molecular dynamics of nucleic acids has been evaluated by both all-atom [28-32]
and coarse-grained force fields [33-48]. Although all-atom force fields give a high amount
of detail, it is currently not computationally feasible to simulate the hybridization of DNA.
Therefore, researchers have developed coarse-grained force fields to capture the physics at
a larger scale. Coarse-grained models can vary from many nucleotides represented by one

bead, which was used to investigate how DNA hybridization when covalently attached to
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large metal particles [49], to a single nucleotide being represented by 3 beads, such as in
the work of Dokholyan [50] and de Pablo [33, 47, 51].

In this work, we utilize BioModji, a coarse-grained simulation package developed in
our own lab for studying self-assembly processes of peptides and/or nucleic acids (Figure
3.1). Biomodi combines our ePRIME model for peptides and polymers with a 3-site-per-
nucleotide model for nucleic acids. The ePRIME model has been successful in modeling the
aggregation of proteins [52] and peptide amphiphiles [53-55]. Our implementation of the
nucleic acid model builds on 3-site-per-nucleotide models developed by the Dokholyan
[50] and and de Pablo [33, 47, 51] groups includes the following interactions:
psuedobonds, base stacking, electrostatic, solvent induced, and directional base pairing. We
have previously shown that our DNA model captures the persistence length of ssDNA and
dsDNA, and qualitatively captures the melting temperature of DNA [56]. Additionally, we
have observed three kinetic mechanisms related to hybridization during a large scale self-
assembly simulation: slithering, zippering, and strand displacement. Although we have
qualitatively explained the differences of the mechanisms in our previous work, this was
accomplished focusing on a single temperature, salt concentration and DNA concentration.
In this work, we elucidate the full effects of those factor on the formation of double helices
via traditional kinetic modeling of the self-assembly process. Previous works by the Doye
[57] and de Pablo [47, 58] research groups have both used forward-flux sampling (FFS) in
order to obtain the rate constant of the hybridization process of two strands. Although FFS
is a very elegant method for obtaining rate constants, the drawback of these works is not

obtaining the rate constants with more than two chains in the simulation. For our work, we
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directly simulate the assembly of 100 strands (50 sense and 50 anti-sense), thus we are

able to explore kinetic pathways not accessible in the aforementioned works.

Figure 3.1: BioModi representation of each of the 4 nucleotides. Adenine in pink, thymine in cyan, cytosine in
red, and guanine in yellow.

3.3 Methods

3.3.1 Simulation Methods

Simulations were performed by using the DMD (Discontinuous Molecular
Dynamics) simulation algorithm [59], a variant on standard molecular dynamics that is
applicable to systems of molecules interacting via discontinuous potentials, e.g., hard-
sphere, and square-well potentials. Unlike soft potentials such as the Lennard-Jones
potential, discontinuous potentials exert forces only when particles collide, enabling the
exact (as opposed to numerical) solution of the collision dynamics. DMD simulations

proceed by locating the next collision, advancing the system to that collision, and then
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calculating the collision dynamics. Simulations are performed in the canonical ensemble
with periodic boundary conditions imposed to eliminate artifacts due to box walls.
Constant temperature is achieved by implementing the Andersen thermostat method [60].
In this case, all beads are subjected to random, infrequent collisions with ghost particles
whose velocities are chosen randomly from a Maxwell-Boltzmann distribution centered at
the system temperature. Simulation temperature is expressed in terms of the reduced
temperature, T* = k, T /eus, where ky is Boltzmann'’s constant, T is the absolute temperature,
and egg is the strength of one hydrogen bond (initially set at 1 kJ/mol as a reference so that
other potential strengths can be accordingly scaled). Simulation time is defined in reduced
units to be t* = t/o(k»T/m)/2, where t is the simulation time, and ¢ and m are the average

bead diameter and mass, respectively.

3.3.1.1 Self-Assembly of Many Strands

Self-assembly simulations were performed for two sequences, each with 100
strands of DNA (50 sense strands and 50 antisense strands, sequences are listed in Table
3.1). These strands were placed randomly in the simulation box as an initial configuration.
They were heated at high temperature (T* = 5.0) for a period of time to ensure there is no
bias in the initial randomization. Velocities of the particles were subsequently reinitialized

to a desired temperature and conducted with the NVT ensemble.

Name Sequence (5’ -> 3’)
C8T8A8G8 CCCCCCCCTTTT TTTT AAAA AAAA GGGG GGGG
RAND32 CCAA TGCG GTAA GCCT GACA CCGA TCAA TCTT

Table 3.1: Sequences used in this study C8T8A8G8 and RAND32 listed from 5’ to 3.
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Our simulations are aimed to elucidate the effects of sequence, temperature and
DNA concentration on the self-assembly of dsDNA. We evaluated temperatures from T* =
0.7 to T* = 1.3, and DNA concentrations from 1.45 mM to 0.09 mM. For the majority of this
study we utilize 20 replicates for each condition, however at low concentrations, we only
utilized 4 due to the large computational time it takes each replicate. Although these are
much higher than experimental values (typically on the order of nM-uM), as exploring
experimental concentrations is currently computationally unfeasible. A summary of the
simulations used in this study is available in Table 3.2. Thus, we have simulated a total of
208 large scale simulations were ran for over a month on high performance computers on a
single processor each. Each constant-temperature simulation was conducted for at least
600 time units. This was determined enough time for our simulations to reach equilibrium
as indicated by the ensemble averages of the system’s total potential energy which varied

by no more than 2.5% toward the end of each simulation run.

Name [DNA] (mM) | Temperatures (T*) | [NaCl] (mM) | Replicates
C8T8A8G8 1.45 0.7,09,1.0,1.1,1.3 69 20
RAND32 1.45 0.7,09,1.0,1.1,1.3 69 20
C8T8A8G8 0.36,0.09 |09,1.1 69 4

Table 3.2: Summary of simulations used in this study. Total number of simulations is 208.

3.3.2 Analysis Method

Simulations were analyzed using an in-house analysis package developed for
BioModi in FORTRAN. The code determines which strands are aggregated together via our

criterion of having at least one base pair. Using this data, we are able to extract out the
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unique aggregates and their properties using an in-house Python module. The module finds
each unique aggregate by filtering through a Pandas data frame from the FORTRAN output.
Each aggregate is stored as an Aggregate class with internal variables for the chains
involved, the simulation frames it is present in, and the number of base pairs for each of the
frames. Knowing this data for each aggregate we were able to determine the longest
lifetime for each aggregate using a common longest increasing sequence algorithm. From
the longest lifetime, we are able to determine the number of bp during that time period,
and when that time period starts in our simulation (creation time). This data was then
visualized in an iPython Notebook with matplotlib, and the results of this analysis can be
seen in section 3.4.

Additionally, for our kinetic study we are interested in the aggregation of strands
forming dimers and trimers only. Previously we have shown that there are three
mechanisms for DNA hybridization that can occur during self-assembly: zippering,
slithering, and strand displacement. The latter is a hybridization mechanism that has not
been explored during a large scale self-assembly using molecular dynamics, but is
responsible for the dynamic nature of DNA molecular machines and DNA computing
devices. In order for our kinetic study to capture the all three mechanisms, we only
consider the strands that are involved in dimer and trimer reactions. Since there are
complex aggregates such as tetramers and above that could form we found it was
necessary to filter these chains involved in other complex mechanisms due to their small
percentage of the total number of chains for each aggregate. Filtering for only chains

involved in dimer and trimer reactions we were able to obtain 60% of the chains per
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simulation in our analysis. Therefore, the formation of dimers and trimers can be written

with the following equations:

klf
1f. M+M 2D
k
1b. D BM+M
sz
2f M+D-3T
k
2b. T3M +D

where M is monomer, D is dimer, and T is the trimer. Resulting is the set of differential

equations are:

d
L = ks MP? + Ky D] ~ ke [DIIM] + [T
d[D
] = ks IMP? ks [D] — ks [DIIM] + ey IT)
a[T
8 = by IDIIM] ~ k[T

Using this set of differential equations, we implemented a least squares regression on the
simulation systems in order to find the rate constants (kitb, k2tp). Specifically, we used the
following set of python libraries: NumPy, SciPy and Im-fit to numerically solve the coupled
differential equations and fitting of the rate constants. Lm-fit is an extension of Scipy’s
fitting method to put bounds on the rate constants, e.g. not allowing the solver to use values

of kitp <0 or Kkzfp <0.
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3.4 Results and Discussion

3.4.1 Effect of Sequence on Kinetics of dsDNA Self-Assembly
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Figure 3.2: Effect of sequence on CBT8A8G8 and RAND32 self-assembly at [DNA] = 1.45mM, [NaCl] = 69 mM,
T* = 1.0. Percentage of molecules belonging to various aggregate sizes, s, as a function of time in natural
logarithmic scale for (A) C8T8A8G8, and (D) RAND32 sequences. Unique aggregate creation times and
lifetimes plotted as a function of reduced time (t*) for (B) CBT8A8G8, and (E) RAND32. Unique aggregates
lifetime and the mean number of base pairs per chain during the lifetime for (C) CBT8A8G8, and (F) RAND32.

Here we compare the two sequences of interest, CBT8A8G8 and RAND32 at T* = 1.0,
a [DNA] = 1.45 mM, and [NaCl] = 0.069 M. Although both sequences form 100% dimers at
the end of simulations as shown in Figure 3.2A and 3.2B, there are noted differences of the
population of intermediates during self-assembly. CBT8A8G8 initially forms a set of dimers
from the free monomers in solution (Figure 3.2A). After a short delay, at In[t* +1] = 0.7,
trimers start forming and tetramers appear at In[t* + 1] = 1.8. Both trimer and tetramer
species reach a maximum around In[t*+1] = 2.5, and then dissociate back into dimers and

monomers. Free monomers in solution then form additional dimers. RAND32, similar to
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the tetrablock, initially forms a set of dimers (Figure 3.2D), however trimers begin forming
much quicker at In[t* + 1] = 0.5. Then tetramers start forming at In[t* + 1] = 1.0, followed
by pentamers at In[t* + 1] = 1.5, and larger aggregates at In[t* + 1] = 3. Since these large
aggregates are forming, the monomers for RAND32 are depleted quicker than the
C8T8A8G8 system. All the large aggregates live past In[t* + 1] = 5 for RAND32, whereas the
trimers and tetramers of CBT8A8G8 are dissociated by In[t* + 1] = 4.75. Therefore, both
sequences are able to form dsDNA, but differ in their kinetic pathways to reach there.
Additionally, RAND32 and C8T8A8G8 have the same G-C content so both are equally
enthalpically driven to form dimers.

The differences of the two sequences kinetics can be further quantified by analyzing
the trends in the aggregates formed throughout the simulation. In Figure 3.2B and 3.2E,
the aggregate creation time and lifetimes are plotted for all the aggregates for the 20
simulations conducted. From this it is evident that both sequences form a set of dimers that
are long lived and created at the beginning of the simulation. Trimers and tetramers are
formed during the beginning of the simulation ( t* < 200) and are short lived. Dimers are
also formed during the middle and ends of the simulation, indicating that some are formed
from the dissociated trimers and tetramers. RAND32 forms more unique trimers and
tetramers, 64.25 + 3.98 and 18.65 * 3.6, than that of the CBT8A8G8 sequence, 55.35 * 2.35
and 9.3 * 3.1, as observed in Figure 3.2B,E and plotted as a function of temperature for
short and long lifetimes in Figure S3.1.

Next we can evaluate how the number of base pairs per chain affects the aggregate
lifetimes. In Figure 3.2C,F, are the mean number of bp/chain and the aggregate lifetimes

for dimers, trimers and tetramers of both sequences. For both CBT8A8G8 and RAND32, the
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long lifetime dimers have approximately ~12-16 mean bp/chain, with 16 being the
maximum for our sequences. It is apparent for trimers and tetramers that the reason they
are short lived is that they have a low number of bp/chain, thus are not maximizing the
number of base pairs. Both sequences have a metastable dimer that exists at low bp (< 5),
however RAND32 forms significantly more. This group of aggregates will be further
addressed in section 3.4.2.

A reason for RAND32 to form these misaggregates while forming the desired
dsDNA4, is due to the large number of possible base pair contacts compared to CBT8A8GS.
The tetrablock sequence has a narrower path for possible contacts, therefore reducing the
possible kinetic pathways observed in the RAND32 sequence. We have previously

discussed these contact maps in our previous work [56].
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3.4.2 Effect of Temperature on dsDNA Kinetic Self-Assembly
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Figure 3.4: Effect of temperature on C8T8A8G8 self-assembly at [DNA] = 1.45mM and [NaCl] = 69 mM.
Percentage of molecules belonging to various aggregate sizes, s, as a function of time in natural logarithmic
scale for (A) T* = 0.7, and (D) T* = 1.3 reduced temperatures. Unique aggregate creation times and lifetimes
plotted as a function of reduced time (t*) for (B) T* = 0.7, and (E) T* = 1.3 reduced temperatures. Unique
aggregates lifetime and the mean number of base pairs per chain during the lifetime for (C) T = 0.7, and (F) T*
= 1.3 reduced temperatures.

In addition to sequence, the effect of temperature on DNA self-assembly was also
investigated. This analysis was performed for both sequences, but the following focuses on
a discussion of the CBT8A8G8 results. The same analysis plots for RAND32 can be found in
the Supplementary Information. In Figure 3.4A, T* = 0.7, dimers initially form, then
trimers appear at In[t* +1] = 0.5. There is then a flattening of the rate of formation of the
dimers, while monomers and dimers are used to form trimers, tetramers and larger
aggregates also appear. These aggregates maximize at In[t* + 1] = 4, but then dissociate a
slow rate compared to T* = 1.0 as discussed in the sequence section (3.4.1). At the end of

the T* = 0.7 simulation there exists aggregates larger than dimers, unlike those at higher
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temperatures. For self-assembly simulations conducted at T* = 1.3, dimers form very
slowly due to the increased kinetic energy in the system. A very small amount of trimers do
form, but constitute less than 5 % of the total ssDNA molecules. At the end of the simulation
there exists both dimers and monomers in solution.

Aggregate lifetimes and creation times were evaluated for both temperatures in
Figure 3.4B,E. At T* = 0.7, there exists many dimers, trimers, and tetramers with a large
proportion having lifetimes under t* = 100 reduced units. At high temperatures, there are
long lived dimers, but also many short lived dimers, trimers and tetramers. Trimers are
created throughout the simulation but live very short lifetimes. Due to the availability of
monomers in system at high temperature, these free chains can base pair shortly with
other dimers. Additionally, due to the high kinetic energy, dimers are created throughout
the simulation.

To evaluate a factor of aggregate lifetimes, one can obtain the mean number of base
pairs per chain as seen in Figure 3.4C,F. At low T*, tetramers are able to form almost the
maximum number of bp/chain, and generally have longer lifetimes than at moderate to
high temperatures. Trimers also have a higher number of base pairs per chain than at
higher temperatures. Dimers were found to have a larger spread for the mean number of
bp than at high temperatures for aggregates with long lifetimes. This indicates that base
pairing for our self-assembly simulations is highly dependent on temperature, as expected
physically. Additionally, a set of meta-stable dimers exist with ~2 bp, but are not found at
higher temperatures. At high temperatures there exists many dimers with short lifetimes,
and low numbers of bp indicating they are not forming enough bp to overcome the kinetic

energy of the system. We find trimers are generally short lived at high temperatures, with
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most forming ~ 5 bp/chain. Long lived dimers at high temperatures exist with ~ 10

bp/chain, which is 6 bp/chain less than the maximum.

3.4.3 Effects of DNA Concentration on Self-Assembly
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Figure 3.5: Effect of DNA concentration on C8T8A8G8 self-assembly at T* = 0.9. Percentage of molecules
belonging to various aggregate sizes, s, as a function of time in natural logarithmic scale for (A) 1.45 mM, (D)
0.36mM, and (G) 0.09 mM. Unique aggregate creation times and lifetimes plotted as a function of reduced
time (t*) for (B) 1.45 mM, (E) 0.36 mM, and (H) 0.09 mM. Unique aggregates lifetime and the mean number of
base pairs per chain during the lifetime for (C) 1.45 mM, (F) 0.36 mM, and (I) 0.09 mM.

We evaluated the effect of concentration on DNA self-assembly through studying
three different concentrations: 1.45, 0.36, and 0.09 mM at T* = 0.9 and 1.1. In Figure 3.5 is

a summary of the data for the three concentrations at T* = 0.9, and similar graphs can be
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found in Figure S3.3 for T*=1.1. For a DNA concentration of 1.45 mM, dimers start
forming by In[t* +1 ] ~ 0.25, with the formation of trimers and tetramers nearly
instantaneous after (Figure 3.5A). This is caused by the addition of free monomers in
solution base pairing with partially hybridized dimers. This monomer addition to these
aggregates leads to the formation of larger aggregates such as pentamers and hexamers.
These large aggregates dissociate by the end of the simulation and form nearly 100% of the
molecules are classified as dimers. At a lower concentration of 0.36 mM , the creation of
dimers is delayed with respect to the higher concentration, as seen in Figure 3.5D
occurring at In[t* + 1] ~ 0.5. The formation of trimers starts In[t* +1] ~ 1, and tetramers
start forming at In[t* +1] ~ 2.5. Both trimers and tetramers dissociate by the end of the
simulation in favor for dimers. At our lowest concentration, 0.09 mM, the dimer lag time is
further increased to In[t* + 1] ~ 0.75 (Figure 3.5G). There exists some trimers and
tetramers at this concentration however they account for less than 5% of the molecules in
the simulation.

In Figure 3.5B, E,H we plot the aggregate creation times and lifetimes. All three
concentrations form a set of stable dimers initially, as seen in the upper left (0-100, 500-
600) of each of the scatterplots. Lag times for dimers are also observed in the same region
as the amount of points in that region decreases with decreasing concentration. Also
trimers form near the beginning of the simulation but have short lifetimes for all
concentrations. It is important to note the decreasing count of trimers and tetramers as the
concentration decreases. Dimers are formed throughout the simulation due to the

dissociation of the larger aggregates as seen along the y = x.
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Base pairs play an important role for aggregate lifetimes as observed in Figure 3.5C,
F, I. For all three concentrations, they form two distinct sets of stable dimers, those that
have ~ 16bp/chain, and the meta-stable 2 bp/chain as seen previously at low and
moderate temperatures. Additionally, at moderate to high concentrations, trimers have ~
10 bp/chain, therefore having less than the theoretical maximum of 16 bp/chain.
Additionally, the tetramers at these concentrations form 5 -10 bp. These low values of
bp/chain result in the aggregates not being long lived and taking full enthalpic advantage of
the available base pairing. It is therefore enthalpically favorable to form full duplexes as

these are capable of forming 16 bp/chain.
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344 Kinetic Modeling of dsDNA Self-Assembly
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Figure 3.6: Kinetic Fits for C8T8A8G8 at 1.45 mM. (A) Percentage of molecules belonging to various
aggregate sizes, s, as a function of time in natural logarithmic scale; (B) Percentage of filtered molecules
belonging to various aggregate sizes, s, as a function of time in natural logarithmic scale; Arrhenius plots for
(C) k1f and (D) k1b. Red line in (C) is the fitted line for the linearized Arrhenius equation.

In order to quantify the kinetics of the tetrablock according to the rate equations in
the Analysis Methods, it as necessary to extract only relevant dimers, trimers, and
monomers that are only involved in these aggregates. For each temperature T* = 0.9-1.3,
we were able to extract the previously described chains. An example of the unfiltered
kinetics is available in Figure 3.6A, and the filtered version in Figure 3.6B with the kinetic

fit in the dashed lines. Using our rate equations and the data collected for each temperature
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we were able to obtain values for the k-values. The fit is very close to our simulation values
and stays within the error bars of the standard deviation of the simulation.

From the fitted k-values they can be plotted with 1/T* and In(k), or Arrhenius style
plots. The values for the the first rate equation, kir and kip are in Figure 3.6C and 3.6D. The
values for kir have an increasing slope with regards to 1/T*, therefore having negative
activation energy (Ea). This is expected as systems dependent on potential wells commonly
have negative activation energy. The k-values were found for tetrablock at different
concentrations of DNA and it was found that the average activation energy is -50.4 + 4.03
k] /mol, similar the the values obtained by experimentalist [61-62] and another coarse-
grained model by Oulridge et al. [57] with activation energies ranging from ~-32 to ~-75
k] /mol. Additionally the pre-exponential factor was found to be 1.63E-4 + 4.15E-7 1/(t*
ssDNA%). The values for ki, follows non-Arrehenius kinetics also, with similar values close
to zero for T* = 0.9 - 1.1 and at T* = 1.3 the value is no longer close to zero. This makes

physical sense with our results of having monomers present at equilibrium.

3.5 Conclusion

In this work we use a novel coarse-grained model to study the effects of sequence,
temperature and DNA concentration on the self-assembly process. Both sequences of
interest, CBT8A8G8 and RAND32, have the same G-C content but the sequence pattern
plays a large role in the kinetic pathways to form aggregates. We also explored the effect of
temperature on C8T8A8G8 self-assembly. At low T* large aggregates form but have short
lifetimes (t* < 200), however at high T* these aggregates are non-existent due to the high

kinetic energy of system, thus destabilizing base pairing. It was determined the best
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isothermal self-assembly temperature for both sequences is at T* = 1.0. This is due to the
minimization of mis-aggregate formation and the large number of long lived dimers (Figure
3S1). Additionally, our model was able to capture the concentration effects on DNA self-
assembly. It was found at high concentrations, monomers would form dimers then
trimmers and larger aggregates during the early stages of the simulation (t* < 200). These
aggregates would them dissociate into monomers and dimers to end forming the
enthalpically favorable dimers. We applied kinetic modeling to mathematically capture the
effects of temperature and concentration on the self-assembly process. Our system was
found to have a negative activation energy similar to those found in experiments [61-62]
and simulation [57].

Additionally, the aggregate analysis described in this work give us insights into the
individual aggregates enabling us to identify the common themes of aggregates. This could
be further expanded to include contact maps for each of the bases to more easily observe
the bases involved in the hybridization process. Having the ability to do this analysis on
individual aggregates is important in the field of DNA nanotechnology to further increase
assembly yields and performance of dynamic DNA systems and the effect of environmental

variables.
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3.6 Supplementary Info
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Figure S3.1: Effect of temperature on the number of aggregates with short lifetimes (t* < 200) for (A)
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Figure S3.2: Effect of Temperature on RAND32. Percentage of molecules belonging to various aggregate
sizes, s, as a function of time in natural logarithmic scale for (A) T*=0.7, (D) T*=0.9, (G) T*=1.1,and (J]) T* =
1.3. Unique aggregate creation times and lifetimes plotted as a function of reduced time (t*) for (B) T* = 0.7,,
(E) T*=0.9, (H) T* = 1.1, and (K) T* = 1.3 reduced temperatures. Unique aggregates lifetime and the mean
number of base pairs per chain during the lifetime for (C) T = 0.7, (F) T* = 0.9, (I) T* = 1.1, (L) T* = 1.3
reduced temperatures.
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Figure S3.3: Effect of DNA concentration on C8T8A8G8 self-assembly at T* = 1.1. Percentage of molecules
belonging to various aggregate sizes, s, as a function of time in natural logarithmic scale for (A) 1.45 mM, (D)
0.36mM, and (G) 0.09 mM. Unique aggregate creation times and lifetimes plotted as a function of reduced
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base pairs per chain during the lifetime for (C) 1.45 mM, (F) 0.36 mM, and (I) 0.09 mM.
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CHAPTER 4 Molecular Dynamics Simulations of Perylenediimide
DNA Base Surrogates

4.1 Abstract

Perylene-3,4,9,10-tetracarboxylic diimides (PTCDIs) are a well known class of
materials. Recently, these molecules have been incorporated within DNA as base
surrogates, finding ready applications as probes of DNA structure and function. However,
the assembly dynamics and kinetics of these PTCDI base surrogates have received little
attention to date. Herein, we employ constant temperature molecular dynamics
simulations to gain an improved understanding of the assembly of PTCDI dimers and
trimers. We also use replica-exchange molecular dynamics simulations to elucidate the
energetic landscape dictating the formation of stacked PTCDI structures. Our studies
provide insight into the equilibrium configurations of multimeric PTCDIs and hold
implications for the construction of DNA-inspired systems from PTCDI-based organic

semiconductor building blocks.

4.2 Introduction

Perylene-3,4,9,10-tetracarboxylic diimide (PTCDI) derivatives constitute a well
known and extensively studied class of organic materials [1-8]. Due to their tunable
coloration and excellent stability, these molecules have found ready applications as
industrial dyes and pigments [1-2]. Moreover, PTCDIs’ favorable electrochemical,
photophysical, and self-assembly properties have facilitated not only the fundamental

study of charge transport phenomena but also the development of various organic
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electronic devices, such as transistors and solar cells [3-8]. Consequently, a number of
synthetic methodologies have been developed for modulating the properties of PTCDIs [2,
7, 8]. For example, substitution of these molecules’ aromatic core and imide positions
provides a degree of control over their electronic properties and self-assembly behavior,
respectively [8]. Thus, given the various advantageous features of PTCDIs, it is not
surprising that these molecules have attracted much attention from both industry and
academia for over 100 years [1-8].

Computational techniques have been used to investigate the electronic and self-
assembly properties of PTCDI ensembles [5, 9-14]. For example, various studies have used
density functional theory to establish relationships between the solid state packing and
emergent electronic functionality of various substituted PTCDIs [5, 9-13]. Moreover, a
handful of reports have used molecular dynamics simulations to understand the
aggregation and assembly dynamics of PTCDI molecules both in solution and in the solid
state [5, 11-14]. These efforts have afforded fundamental insight that is valuable for the
design of improved PTCDI-based materials.

Recently, Wagenknecht and coworkers have developed a new class of PTCDI
derivatives for use as artificial DNA base surrogates [15-20]. Within the context of
oligonucleotide synthesis, such derivatives are advantageous because they can be
incorporated in arbitrary positions within the DNA base pair stack in high yield via
standard automated phosphoramidite chemistry [15-20]. To date, these molecules have
been used for a number of applications, including the assembly of higher-order DNA
ensembles [20-22], photophysical investigation of DNA structure/function [16, 17, 19], the

study of charge transfer in DNA hairpins [23-25], and the electrochemical interrogation of
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DNA monolayers [26]. However, the assembly dynamics and kinetics of PTCDI DNA base
surrogates have not been extensively explored via computational techniques [21-22].
Herein, we present a molecular dynamics study of multimeric PTCDI DNA base
surrogates. We first synthesize and characterize oligonucleotides featuring one, two, and
three covalently attached PTCDI moieties. We then parametrize the oligonucleotides’
PTCDI subunits and formulate an atomistic model of these compounds. We subsequently
employ constant-temperature molecular dynamics simulations to develop an improved
understanding of the assembly kinetics of PTCDI dimers and trimers. We in turn perform
replica exchange molecular dynamics simulations to obtain the energetic landscape
associated with ensembles of our stacked PTCDI structures at equilibrium. Altogether, our
findings may hold implications for the design of DNA-inspired systems and materials from

not only PTCDIs but also other organic semiconductor building blocks.

4.3 Methods

4.3.1 Preparation of the DNA Phosphoramidites

The phosphoramidites required for DNA synthesis were purchased from Glen
Research, Inc. or Azco Biotech, Inc. and used as received. The perylenediimide
phosphoramidites were synthesized and characterized according to established literature
protocols [26]. The identity and purity of the phosphoramidites, as well as all intermediates
required for their synthesis, were confirmed with TH NMR, 13C NMR, 31P NMR, and mass

spectrometry.
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4.3.2 Synthesis, Purification, and Characterization of the Oligonucleotides

The PTDCI-modified oligonucleotides (Figure 4.1) were synthesized according to
standard commercial protocols recommended by Glen Research, Inc. for an Applied
Biosystems (ABI) 394 DNA Synthesizer. Extended coupling times were used for the
incorporation of perylenediimide phosphoramidites, as previously described [26]. After
synthesis, the oligonucleotides were cleaved from the solid support by treatment with
aqueous ammonium hydroxide and purified with high performance liquid chromatography
(HPLC) on an Agilent 1260 Infinity system. The oligonucleotides were eluted with a
gradient evolved from 95% solvent A and 5% solvent B to 0% solvent A and 100% solvent
B over 30 min at a flow rate of 1 mL/min (solvent A, 50 mM ammonium acetate, pH = 6
buffer; solvent B, acetonitrile) on Agilent reverse phase C4 or C8 column (see Figure S4.1
for a typical chromatogram). The identity of the oligonucleotides was further confirmed via
UV-visible spectra obtained during chromatographic purification with an Agilent 1260
Infinity Series Diode Array Detector and mass spectra obtained either with an Applied
Biosystems Sciex MALDI-TOF/TOF instrument or a WATERS LCT Premier Electrospray

Time of Flight instrument.

4.3.3 Parameterization of the Perylenediimide Base Surrogates

For the simulations, three separate residues (Figure S4.2) were designed according
to established literature protocols [27]. Subsequently, the geometry of these structures was
optimized by using the Hartree-Fock method with the 6-31G(d) basis set in Gaussian 09

[28]. After convergence of the structures, the electrostatic potentials were determined with
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the Merz-Kollman scheme in Gaussian 09 [28]. In turn, the point charges necessary for
molecular dynamics simulations were obtained via the two-step Restricted Electrostatic
Potential (RESP) method [27]. The residue libraries necessary for construction of our
oligonucleotides’ PTCDI subunits (Figure 4.3) were generated in LEaP by combining the

point charges with the Generalized AMBER Force Field (GAFF) [29-31].

4.3.4 Molecular Dynamics Simulations of Perylenediimide Base Surrogate
Stacking Kinetics

Molecular dynamics simulations of PTCDI stacking kinetics (20 total) were
performed with the Generalized AMBER Force Field (GAFF) in NAMD 2.9 [32-33]. The
simulations employed the Generalized Born Implicit Solvent model (GBIS) and a
monovalent salt concentration of 0.115 M [32-33]. For each simulation, the starting
configuration was obtained by turning off the attractive van der Waals interactions in the
force field and setting the temperature to 500 K, thereby ensuring that all PTCDI moieties
were completely separated from one another in an unstacked random open configuration.
To initiate the simulation, the attractive van der Waals interactions were turned on and the
initial temperature was set to 300 K. All of the simulations were performed at a constant
temperature of 300 K for 20 ns, ensuring that steady state was reached. The simulations
were analyzed by monitoring the relative centers of mass (COM) distances and offset
angles for every pair of PTCDIs. The COM distances were calculated from the atomic
coordinates and atomic mass of the individual PTCDIs. The offset angles were calculated by

constructing a vector from the nitrogen closest to the backbone to the nitrogen farthest
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from the backbone for the individual PTCDIs (Figure S4.3). The dot product of these
vectors for every pair of PTCDIs yielded their offset angles. The COM distances and offset
angels indicated the relative separation and alignment of the PTCDIs, respectively. As an
example, if the COM distance of two PTCDIs is ~ 3.4 A and their offset angle is 0°, the two
molecules are stacked and perfectly aligned on top of one another (Figure S4.4). The
simulations also yielded the van der Waals and electrostatic interactions for each pair of
PTCDIs. These interactions were monitored as a function of time to gain insight into the

factors driving the self-assembly of the PTCDIs.

4.3.5 Replica-exchange Molecular Dynamics Simulations of Perylenediimide
Base Surrogate Assembly

Replica exchange molecular dynamics (REMD) simulations were performed to
explore the energetic landscape of the oligonucleotides’ stacked PTCDI subunits [34]. The
simulations were run for 16 replicates distributed over a temperature range of 290 to 700
K. The simulation time was 320 ns per replica, corresponding to 80,000 total exchanges,
with an exchange attempt every 4 ps. The simulations generated the equilibrium atomic
structures for an ensemble of stacked PTCDI subunits. These structures were analyzed via
the MBAR method, enabling calculation of the potential of mean force (PMF) for the stacked
PTCDIs as a function of their COM distances and offset angles [35]. This analysis yielded

free energy landscape of our constructs at 300 K.
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4.2 Results and Discussion

We began our experiments by preparing the series of model PTCDI-containing
macromolecules shown in Figure 4.1 (Oligol, Oligo2, and Oligo3), via standard
phosphoramidite chemistry [26]. The design of these macromolecules incorporated 1 to 3
PTCDI moeities, an alkanethiol functionality at their 5’ end, and a polyadenine tract at their
3’ end; the terminal modifications were included to mitigate intermolecular aggregation.
Theses constructs were analogous to perylene-modified oligonucleotides previously
investigated with photophysical techniques in solution [16, 17, 19] and electrochemical

techniques at solid substrates [26].

Oligo1 Oligo2 Oligo3
\ § =
N N N -

XN W W N-4aed Sooy

Figure 4.1: Illustration of oligonucleotides Oligo1, Oligo2, and Oligo3 featuring 1, 2, and 3 PTCDI base
surrogates (red ovals), respectively. The DNA sequences of these macromolecules were 3’-(4)10(P)n-S-5’,
where the A, P, and S indicate the locations of the adenines, PTCDIs, and thiols, respectively, and n
corresponds to the number of PTCDIs.

We characterized Oligo1, Oligo2, and Oligo3 with UV-Vis spectroscopy (Figure 4.2),
observing a clear evolution in the molecules’ absorbance spectra as the number of PTCDI

moieties increased. For Oligo1, the spectrum of DNA1 was indicative of a single, isolated

PTCDI, with the three characteristic absorbance peaks at 466 nm, 496 nm, and 534 nm
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whose intensities increased at longer wavelengths (Figure 4.2). However, the situation was
markedly different for Oligo2 and Oligo3. Although the absorbance peaks maintained
similar positions, the spectra were broadened, with the absorbance peaks at 498 nm for
Oligo2 and 497 nm for Oligo3 now exhibiting the largest intensities. This type of evolution
in our constructs’ absorbance spectra was indicative of strong pi-pi stacking interactions

between the adjacent PTCDI moieties [2-8, 36].
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Figure 4.2: The UV-Vis absorbance spectra obtained for Oligo1, Oligo2, and Oligo3 containing 1, 2, and 3

PTCDI moieties respectively. Note the change in the relative intensities of the absorbance peaks for Oligo2
and Oligo3 relative to Oligo1.

With our constructs in hand, we proceeded to perform constant temperature
molecular dynamics simulations for the PTCDI subunits of Oligo2 and Oligo3 (Figure 4.3).
For simplicity, we only considered the structures shown in Figure 4.3 (denoted as P1, P2,
and P3), removing the alkyl tails on the PTCDIs, the 3’ alkanethiol functionality, and the 5’
polyadenine tract. We leveraged established literature protocols previously developed for
oligonucleotides and DNA to parameterize the PTCDI moieties with the Generalized
AMBER Force Field (GAFF), facilitating the computational analysis [29-31]. Here, through
our simulations, we anticipated gaining insight into both the kinetics of self-assembly and

the ultimate geometry of P2 and P3.
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Figure 4.3: The chemical structures of the PTCDI subunits used for molecular dynamics simulations. The
subunits are labeled as P1, P2, and P3 corresponding to Oligo1, Oligo2, and Oligo3, respectively.

We initially investigated the kinetics of self-assembly for the two PTCDI moieties of
P2, as illustrated for a typical simulation in Figure 4.4. At t = 0.051 ns, the two PTCDIs
maintained a random open configuration (Figure 4.4A), with a COM distance of 18.34 A
(Figure 4.4E) and an offset angle of 125.7 ° (Figure 4.4F). After 1.718 ns, the top PTCDI had
started to flip (Figure 4.4B), leading to a slight decrease in the COM distance to 14.34 A
(Figure 4.4E) and a reduction in the offset angle to 68.28 ° (Figure 4.4F). After 1.912 ns, the
top PTCDI had begun to orient itself towards the bottom PTCDI (Figure 4.4C), leading to a
further decrease in the COM distance (Figure 4.3E) and an additional reduction in the offset
angle (Figure 4.4F). Finally, after 2.412 ns, the two PTCDIs had collapsed to a stacked state
(Figure 4.4D), with an average COM distance of 4.6 A (Figure 4.4E) and an average offset
angle of 15.51° (Figure 4.4F). However, although the two PTCDIs remain stacked for the
remainder of the ~ 20 ns simulation, their COM distances and offset angles varied by ~
0.44 A and ~ 7.83°, respectively. Such geometric variability likely resulted from thermal
fluctuations, hinting at some dynamic character for the final configuration. Nonetheless, the

final stacked dimer was highly reproducible, with nearly identical results obtained for ten
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independent repetitions.

To gain additional insight into the kinetics of stacking for the two PTCDI moieties of
P2, we analyzed the energetics driving their self-assembly. When the two PTCDIs collapsed
to a stacked configuration between ~ 1.9 ns and ~ 2.4 ns (Figure 4.4E and 4.4F), there was
a sharp decrease in the van der Waals energy of the system, due to pi-pi stacking between
the molecules’ aromatic cores, (Figure 4.4G) and a sharp increase in the electrostatic
energy of the system, due to repulsion between the PTCDIs’ carbonyl groups located distal
to the alkane phosphate backbone (Figure 4.4H). The competition between these two sets
of interactions appeared to dictate the final arrangement of the system, where there was

substantial overlap between the perylene cores but a misalignment of the carbonyl groups

(Figure 4.4D).
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Figure 4.4: Snapshots of P2 during a molecular dynamics simulation at times of A) t = 0.051 ns, B) t = 1.718
ns, C) t=1.912 ns, and D) t = 2.419 ns. The sequence demonstrates the transition of P2 from an open random
to a stacked configuration. E) The evolution of the centers of mass (COM) distance between the two PTCDIs of
P2 as a function of time. (F) The evolution of the offset angle between the two PTCDIs of P2 as a function of
time. G) The evolution of the van der Waals energy of P2 as a function of time. H) The evolution of the
electrostatic energy of the PTCDIs’ carbonyl oxygens distal to the alkane phosphate backbone as a function of
time. The four vertical dashed lines in (E) and (F) correspond to the times used for the snapshots in A), B), C),
and D). The simulations were performed at a constant temperature of 300 K.
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We next investigated the stacking kinetics of the three PTCDI moieties of P3. In our
experiments, we observed that self-assembly of P3 into the final stacked arrangement
necessitated a two-step mechanism. First, two of the PTCDIs formed a dimer analogous to
the one found for the final configuration of P2. Second, the remaining third PTCDI stacked
with this dimer to form a trimer. Although our simulations revealed multiple possibilities
for the PTCDIs’ stacking order (Figure 4.5 and Figures S4.5 and S4.6), this general
mechanism was highly reproducible, with similar results obtained for ten independent
simulations.

As an example, Figure 4.5 illustrates a typical P3 stacking kinetics simulation, which
demonstrates the aforementioned multi-step mechanism and the most likely assembly
pathway. At t = 0.051 ns, the three constituent PTCDIs (denoted as 1, 2, and 3) were
unstacked with a random open configuration (Figure 4.5A). Subsequently, during the first
step of the stacking mechanism at t = 0.649 ns (Figure 4.5B), 2 and 3 formed a dimer, with
a corresponding sharp drop from 13.34 A to 5.02 A for their COM distance (Figure 4.5E)
and from 100.61° to 1.30° for their offset angle (Figure 4.5F). In turn, during the second
step of the stacking mechanism at t = 2.935 ns, 1 stacked on top of the dimer to form a
trimer (Figure 4.5C). For this step, there was a sharp drop from 9.09 A to 5.61 A in the COM
distance (Figure 4.5E) and from 63.26° to 13.76° in the offset angle (Figure 4.5F) for 1 and
2. There also was an accompanying drop from 10.92 A to 9.29 A in the COM distance
(Figure 4.5E) and from 73.07° to 30.45° in the offset angle (Figure 4.5F) between 1 and 3.
Although the three PTCDIs remained in a stacked arrangement for the remainder of the ~
20 ns simulation, we again observed variability in their relative COM distances and offset

angles (Figure 4.5E and 4.5F), indicating some dynamic character for the final

90



configuration.

To further understand the stacking kinetics of the three PTCDI moieties of P3, we
analyzed the energetics driving their self-assembly. In the first step of the mechanism, the
formation of the dimer was driven by a sharp decrease in the van der Waals energy, due to
pi-pi stacking between the molecules’ aromatic cores (Figure 4.5G), and a sharp increase in
the electrostatic energy, due to repulsion between the PTCDIs’ carbonyl groups located
distal to the alkane phosphate backbone (Figure 4.5H), as also observed for P2 above
(Figure 4.4G and 4.4H). In the second step of the mechanism, a similar interplay of
favorable and unfavorable interactions appeared to drive formation of the trimer, as
indicated by similar changes in the van der Waals and electrostatic energies (Figure 4.5G
and 4.5H). In their final equilibrium structure, P3’s three constituent PTCDIs adopted a
twisted arrangement, where they were stacked but offset with respect to one another

(Figure 4.4D).
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Figure 4.5: Snapshots of P3 during a molecular dynamics simulation at times of A) t = 0.051 ns, B) t = 0.649
ns, C) t = 2.935 ns, and D) t = 6.389 ns. The constituent PTCDIs of P3 are labeled as 1, 2, and 3. The sequence
demonstrates the transition of P3 from an open random to a stacked configuration. E) The evolution of the
centers of mass (COM) distance between PTCDIs 1 and 2 (black curve), PTCDIs 2 and 3 (blue curve), and
PTCDIs 1 and 3 (red curve) as a function of time. (F) The evolution of the offset angle between PTCDIs 1 and
2 (black curve), PTCDIs 2 and 3 (blue curve), and PTCDIs 1 and 3 (red curve) as a function of time. G) The
evolution of the van der Waals energy of P3 as a function of time. H) The evolution of the electrostatic energy
of the PTCDIs’ carbonyl oxygens distal to the alkane phosphate backbone as a function of time. The four
vertical dashed lines in (E) and (F) correspond to the times used for the snapshots in A), B), C), and D). The
simulations were performed at a constant temperature of 300 K.

We proceeded to perform REMD simulations for P2 and P3. Relative to constant
temperature simulations, REMD simulations are advantageous because they minimize the
possibility of kinetic traps [34]. Moreover, replica exchange simulations enable direct
calculation of the potential of mean force (PMF), facilitating comparisons between the
relative free energies of different equilibrium structures [35]. Here, through our
simulations, we anticipated gaining insight into the distinct configurations possible for P2
and P3 over a broad temperature range.

We initially performed REMD simulations for P2, obtaining equilibrium structures
such as the one illustrated in Figure 4.6A and 4.6B. These configurations spanned a range of

COM distance and average offset angle combinations, corresponding to various PMF values
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(Figure 4.6C). As a general rule, the lowest free energy structures found for P2 featured
COM distances between 4.2 A and 5.2 A and offset angles between 3° and 22°. For example,
the lowest energy equilibrium structure shown in Figure 4.6A and 4.6B featured a COM
distance of 4.53 A and an offset angle of 14.61°, in excellent agreement with the kinetic
simulations above. Notably, configurations with COM distances of > ~ 7 A possessed large
free energies, underscoring the PTCDIs known propensity for stacking [2-8]. However,
configurations with COM distances of ~ 3.4 A and offset angles close to 0° still possessed
large free energies, indicating that perfect overlap of the two PTCDIs was not favored.
Overall, these simulations provided additional insight into the preferred equilibrium

arrangement of the PTCDI moieties of P2.
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Figure 4.6: Snapshots of the lowest energy equilibrium structure observed for P2 from A) a side view and B)
a top view. The backbone is colored gray, and two PTCDIs are colored red and blue. C) The potential of mean
free force (PMF) in kcal/mole as a function of the centers of mass (COM) distance and the offset angle
between the two PTCDIs of P2, as obtained from a replica exchange simulation at 300 K.

We in turn proceeded to perform REMD simulations for P3, obtaining equilibrium
structures such as the one illustrated in Figure 5.7A and 5.7B. These simulations again

yielded an ensemble of possible P3 configurations, which we analyzed by comparing the
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relative orientations of the three constituent PTCDIs (denoted as 1, 2, and 3). The possible
COM distance and offset angle combinations obtained for 1 and 2, along with their
corresponding PMF values, are illustrated in Figure 5.7A, and the possible COM distance
and offset angle combinations obtained for 2 and 3, along with their corresponding PMF
values, are illustrated in Figure 5.7B. As observed for P2, the equilibrium structures with
the lowest free energies featured COM distances between 4.2 A and 5.2 A and offset angles
between 3° and 22°. For example, the lowest energy equilibrium structure shown in Figure
5.7A and 5.7B, featured a COM distance of 4.86 A and an offset angle of 6.01° for 1 and 2, as
well as a COM distance of 5.24 A and an offset angle of 4.5° for 2 and 3. Although the three
PTCDIs comprising this structure adopted a stacked arrangement, they did not overlap
perfectly and were slightly offset with respect to one another. These findings were again in
agreement with the kinetics simulations and afforded an improved understanding of the

energetic landscape driving the self-assembly of P3.
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Figure 4.7: Snapshots of the lowest energy equilibrium structure observed for P3 from A) a side view and B)
a top view. The backbone is colored gray, and PTCDIs 1, 2, and 3 are colored red, blue, and green,
respectively. C) The potential of mean free force (PMF) in kcal/mole as a function of the centers of mass
(COM) distance and the offset angle between the PTCDIs 1 and 2 of P3, as obtained from a replica exchange
simulation at 300 K. D) The potential of mean free force (PMF) in kcal/mole as a function of the centers of
mass (COM) distance and the offset angle between the PTCDIs 2 and 3 of P3, as obtained from a replica

exchange simulation at 300 K.

Finally, we note that our simulations indicated that the PTCDI moieties comprising

the P2 and P3 equilibrium structures were non-planar on short time scales (Figure 4.6A

4.6B and Figure 4.7A and 4.7B). To gain insight into the origin of this effect, we compared

the distortion from planarity found for the stacked, interacting PTCDIs of P2 and P3 with

the distortion of planarity found for the independent PTCDI of P1. For this comparison, we

defined a bend angle between two vectors from the center to the edge of the PTCDIs

(Figure S4.7). The PTCDI of P1 featured a range of bend angles between 153.27° and
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179.92°, with an average value of 174.66 * 3.67° (Figure S4.7). Interestingly, we found that
the PTCDIs of P2 and P3 all featured nearly identical bending angle distributions (Figures
S4.8 and S4.9). Given that the average distortions were small and not dependent on
stacking interactions, we postulated that the observed deviations from planarity were
likely due to thermal fluctuations. These findings further underscored the rich dynamics of

stacked PTCDIs, which warrant additional exploration.

4.4 Conclusion

In summary, we have used constant temperature and replica exchange molecular
dynamics simulations to investigate the self-assembly of covalently-linked perylene-
3,4,9,10-tetracarboxylic diimide DNA base surrogates. Together, our computational
analyses yielded insight not be readily apparent from experimental methodologies and
were significant for several reasons. First, to the best of our knowledge, the stacking
kinetics of PTCDI DNA base surrogates have received little attention from a computational
perspective, especially with regard to investigating the process in its entirety. Second, our
simulations have allowed for observation of the assembly kinetics in atomistic detail,
revealing that the underlying mechanism is quite complex and may encompass multiple
distinct pathways. Third, our studies have unveiled the energetics of multimeric PTCDI
ensembles, indicating that a complex interplay of attractive van der Waals and repulsive
electrostatic interactions dictates their assembly and final structures. Fourth, the
simulations demonstrate that the observed equilibrium structures are not fully static and
possess some dynamic character, as evidenced by fluctuations in the relative positions and

planarity of the stacked PTCDIs. Fifth, the presented computational framework is quite
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general and can be readily extended to the study of more complex sequence-and length-
variable systems consisting of covalently linked pi-conjugated organic semiconductor
building blocks. Overall, our studies constitute a foundation for the rational design and
construction of precisely-defined one-dimensional nanowires that draw inspiration from

the structure of DNA.
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Figure S4.1: A typical HPLC chromatogram corresponding to the purification of Oligo2. The DNA sequence
was 3’-(A)10(P)2-S-5’, where the A, P, and S indicate the locations of the adenines, PTCDIs, and thiol,
respectively.
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Figure S4.2: The chemical structure of the three PTCDI residues (along with the corresponding phosphate
groups) that were designed and parameterized for the molecular dynamics simulations. The terminal
residues of P2 and P3 are illustrated in A) and B), and the middle residue is illustrated in C). When two
residues are joined, one of the redundant phosphate groups will be removed to leave a single phosphate
between the joined PTCDIs.
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Figure S4.3: Illustration of the PTCDI DNA base surrogate. The blue line indicates the vector connecting the
nitrogen closest to the backbone to the nitrogen furthest away from the backbone. The vector was used for
analysis of the stacking of adjacent PTCDIs.

Side View Top View

Figure S4.4: The side view (left) and top view (right) of the chemical structure of P2, where the two
constituent PTCDIs feature a COM distance of ~ 3.4 A and an offset angle of 0°. The top view, where the
backbone has been removed for clarity, shows that the PTCDI moieties perfectly overlap in this scenario.
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Figure S4.5: Assembly of P3 into a stacked configuration through a possible alternative pathway, as observed
during molecular dynamics simulations. Note that this pathway is not physically likely when the PTCDIs are
iteratively incorporated in an oligonucleotide. Snapshots of P3 at times of A) t =0 ns, B) t =3.550 ns, C) t =
9.179 ns, and D) t = 9.812 ns. The constituent PTCDIs of P3 are labeled as 1, 2, and 3. The sequence
demonstrates the transition of P3 from an open random to a stacked configuration. E) The evolution of the
centers of mass (COM) distance between PTCDIs 1 and 2 (black curve), PTCDIs 2 and 3 (blue curve), and
PTCDIs 1 and 3 (red curve) as a function of time. (F) The evolution of the offset angle between PTCDIs 1 and
2 (black curve), PTCDIs 2 and 3 (blue curve), and PTCDIs 1 and 3 (red curve) as a function of time. G) The
evolution of the van der Waals energy of PTCDIs 1 and 2 (black curve), PTCDIs 2 and 3 (blue curve), and
PTCDIs 1 and 3 (red curve) as a function of time. H) The evolution of the electrostatic energy of PTCDIs 1 and
2 (black curve), PTCDIs 2 and 3 (blue curve), and PTCDIs 1 and 3 (red curve) as a function of time. The
simulations were performed at a constant temperature of 300 K.
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Figure S4.6: Assembly of P3 into a stacked configuration through another possible alternative pathway, as
observed during molecular dynamics simulations. Snapshots of P3 at times of A) t = 0.105 ns, B) t = 0.649 ns,
C) t = 1.857 ns, and D) t = 3.481 ns. The constituent PTCDIs of P3 are labeled as 1, 2, and 3. The sequence
demonstrates the transition of P3 from an open random to a stacked configuration. E) The evolution of the
centers of mass (COM) distance between PTCDIs 1 and 2 (black curve), PTCDIs 2 and 3 (blue curve), and
PTCDIs 1 and 3 (red curve) as a function of time. (F) The evolution of the offset angle between PTCDIs 1 and
2 (black curve), PTCDIs 2 and 3 (blue curve), and PTCDIs 1 and 3 (red curve) as a function of time. G) The
evolution of the van der Waals energy of PTCDIs 1 and 2 (black curve), PTCDIs 2 and 3 (blue curve), and
PTCDIs 1 and 3 (red curve) as a function of time. H) The evolution of the electrostatic energy of PTCDIs 1 and
2 (black curve), PTCDIs 2 and 3 (blue curve), and PTCDIs 1 and 3 (red curve) as a function of time. The
simulations were performed at a constant temperature of 300 K.
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Figure S4.7: A) Structure of an isolated PTCDI moiety, where the vectors used to calculate the angle of
bending are illustrated in red. B) The bending angle distribution of an individual PTCDI, the structure of
which is shown in Figure S4.3A.
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Figure S4.8: The bending angle distribution found for the A) 3’ and B) 5’ PTCDIs of P2. The data was obtained
from the last 10 % of the conformation of a replica exchange simulation at 300 K.
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Figure S4.9: The bending angle distribution found for the A) 3’ B), middle, and C) 5’ PTCDIs of P2. The data
was obtained from the last 10 % of the conformation of a replica exchange simulation at 300 K.
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Chapter 5 The Role of PEGylated Tail on Stacking of Perylenediimide
DNA Base Surrogates

5.1 Abstract

Perylene-3,4,9,10-tetracarboxylic diimides (PTCDIs) are a well known class of
materials. Recently, these molecules have been incorporated within DNA as base
surrogates, finding ready applications as probes of DNA structure and function. Previously,
we examined the assembly dynamics and kinetics of these PTCDI base surrogates. Herein,
we conjugated each PTCDI base surrogate with a short polyethylene glycol (PEG) chain to
elucidate the effect of the PEG chains on the arrangement of the perylene bases and
compare with both experimental results and the previously obtained simulations of
perylene without PEG. We employ constant temperature molecular dynamics simulations
to gain an improved understanding of the assembly of PEGylated PTCDI dimers, trimers
and tetramers. We find that PEG chains helps PTCDIs to stack together without interfering
with their assembly kinetics due to the weak attraction between PEG chains and between
each PEG and its PTCDI compared to the strong attraction between individual PTCDIs. Our
studies provide insight into the equilibrium configurations of multimeric PTCDIs and hold
implications for the construction of DNA-inspired systems from PTCDI-based organic

semiconductor building blocks.

5.2 Introduction

Perylene-3,4,9,10-tetracarboxylic diimide (PTCDI) derivatives are a class of organic
molecules that have studied using both experimentally and computationally [1-5]. Due to

PTCDI’s having desirable electronic properties they have been applied to making organic
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electronic devices such as transistors and solar cells [6-9]. Recently, PTCDIs have been
incorporated within DNA as base surrogates, finding ready applications as probes of DNA
structure and function. However, the assembly dynamics and kinetics of these PTCDI base
surrogates have received little attention to date. Previously, we employed constant
temperature molecular dynamics simulations to gain an improved understanding of the
assembly of PTCDI dimers and trimers. We also used replica-exchange molecular dynamics
simulations to elucidate the energetic landscape dictating the formation of stacked PTCDI
structures. Our studies provided insight into the equilibrium configurations of multimeric
PTCDIs and hold implications for the construction of DNA-inspired systems from PTCDI-
based organic semiconductor building blocks.

Experiments conducted by the Gorodetsky group currently use short polyethylene
glycol (PEG) chains attached the perylene base in order to increase the solubility of the
nanowires in water (Figure 5.1). X-Ray diffraction data obtained from synchrotron
indicates that the perylenes are very ordered in their structure. Therefore, this work will
investigate the effect of the PEG chains on the arrangement of the perylene bases and
compare with both experimental results and the previously obtained simulations of
perylene without PEG. The results from simulations will give a clearer picture of what is
occurring at the molecular level in developing models for how charge transport occurs in
these molecular nanowires.

Herein, we present a molecular dynamics study of multimeric PTCDI DNA base
surrogates that are conjugated with short polyethylene glycol (PEG) chains. We first
synthesize and characterize oligonucleotides featuring one, two, three and four covalently

attached PEGylated PTCDI moieties. We then parametrize the oligonucleotides’ PEGylated
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PTCDI subunits and formulate an atomistic model of these compounds. We subsequently
employ constant-temperature molecular dynamics simulations to develop an improved
understanding of the assembly kinetics of PEGylated PTCDI dimers, trimers and tetramers.
Our findings may hold implications for the design of DNA-inspired systems and materials

from not only PTCDIs but also other organic semiconductor building blocks.

| Repeating Structure

Figure 5.1: The chemical structures of each PEGylated PTCDI subunit used for molecular dynamics
simulations. The center of mass (COM) of the second half of each PEG tail is used to determine its dynamics
and interactions with other chemical moieties.

5.3 Methods

5.3.1 Parameterization of the Perylenediimide Base Surrogates

For the simulations, three separate residues (Figure S5.1B-D) were designed
according to established literature protocols [10]. Subsequently, the geometry of one
structure similar to all three (Figure S5.1A) was optimized by using the Hartree-Fock
method with the 6-31G(d) basis set in Gaussian 09 [11]. After convergence of the structure,
the electrostatic potential were determined with the Merz-Kollman scheme in Gaussian 09

[11]. In turn, the point charges necessary for molecular dynamics simulations were
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obtained via the two-step Restricted Electrostatic Potential (RESP) method [27]. The
residue libraries necessary for construction of our oligonucleotides’ PTCDI subunits
(Figure 5.3) were generated in LEaP by combining the point charges with the Generalized
AMBER Force Field (GAFF) and deleting the necessary atoms to make the connections [12-
14].

5.3.2 Molecular Dynamics Simulations of Perylenediimide Base Surrogate
Stacking Kinetics

Molecular dynamics simulations of PTCDI stacking kinetics (30 total) were
performed with the Generalized AMBER Force Field (GAFF) in NAMD 2.10 [12, 15]. The
simulations employed the Generalized Born Implicit Solvent model (GBIS) and a
monovalent salt concentration of 0.115 M [15-16]. For each simulation, the starting
configuration was obtained by turning off the attractive van der Waals interactions in the
force field and setting the temperature to 500 K, thereby ensuring that all PTCDI moieties
were completely separated from one another in an unstacked random open configuration.
To initiate the simulation, the attractive van der Waals interactions were turned on and the
initial temperature was set to 300 K. All of the simulations were performed at a constant
temperature of 300 K for 40 ns, ensuring that steady state was reached. The simulations
were analyzed by monitoring the relative centers of mass (COM) distances and offset
angles for every pair of PTCDIs. The COM distances were calculated from the atomic
coordinates and atomic mass of the individual PTCDIs. The offset angles were calculated by
constructing a vector from the nitrogen closest to the backbone to the nitrogen farthest

from the backbone for the individual PTCDIs. The dot product of these vectors for every
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pair of PTCDIs yielded their offset angles. The COM distances and offset angels indicated
the relative separation and alignment of the PTCDIs, respectively. As an example, if the
COM distance of two PTCDIs is ~ 3.4 A and their offset angle is 0°, the two molecules are
stacked and perfectly aligned on top of one another. The simulations also yielded the van
der Waals and electrostatic interactions for each pair of PTCDIs. These interactions were
monitored as a function of time to gain insight into the factors driving the self-assembly of

the PTCDIs.
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5.4 Results and Discussion

A B C . D o
! xii o
», .
LY ¢ ¢ RS | « M%V
L iy 1 PN P
B ; R, oy R . s
T £ ﬂz@»«*&% L ‘ft;«wm% . ?
© B - . s - “z . © ¥ v - P - ] ‘\' < -
g ®, Yheseasg o Flogssse s by SRttt i P
kg;-rtngwq(“ 2 od }-} PR “Wl r*Z
b‘ﬁ - T St
—_ “ h 2 v oo
t=0.648 ns t=1.718ns t = 6.389 ns t=32.115ns
Int+1] = 0.5 Inft+1] = 1.0 Inft +1] = 2.0 Inft+1] = 3.5
181 282
° 20 E o 180 I 25 @ 45
5 L _ 160 o o 40
8 e O D% 4y Qe = (LI 35
5 15 S o oS w
E%— o < @ 120f B = o B ©F
R 389 aas " G A= B
o oLg8 ® O= 1 w = 20
e3 £E5= £9 5 5f
Y 8 5 o o o 5 o or
TR L
0 [ 0 0
0.0 05 1.0 1.5 2.0 25 3.0 3.5 0.0 05 1.0 1.5 20 25 3.0 35 0.0 05 1.0 1.5 20 25 3.0 35 0.0 05 1.0 1.5 2.0 25 3.0 3.5
In[t +1] In[t +1] In[t +1] In[t +1]
| J K L
> > > >
o 2 o 15 2
[ =Y [ 10
= =]
58 _ 88 | of_ o=
ouWs euws Que= ° o
=] g a2 E o ] g i aoE
RS LT3 X8 s o83
a=%g Qg 8 s 8% 2 oOw g
o o O o x o o -15 - o X
X = 5= , = » X . o 5=
o= o= -0 B =2 =
oo S ° 25 ]
c w -15 c -30 w 21
g 0.0 05 1.0 1.5 20 25 3.0 35 w 0.0 0.5 1.0 1.5 20 25 3.0 35 g 0.0 05 1.0 1.5 20 25 3.0 35 w 0.0 05 1.0 1.5 20 25 3.0 35

In[t +1]

In[t +1] In[t +1] In[t +1]

Figure 5.2: Snapshots of P2 during a molecular dynamics simulation at times of A) t = 0.648 ns, B) t = 1.718
ns, C) t = 6.389 ns, and D) t = 32.115 ns. The sequence demonstrates the transition of P2 from an open
random to a stacked configuration. As a function of time, the evolution of: E) the centers of mass (COM)
distance between the two PTCDIs, (F) the offset angle between the two PTCDIs, (G) COM distance between
each PTCDI and its PEG tail, (H) COM distance between two PEG tails, (I) the van der Waals energy of PTCDIs,
(]) the electrostatic energy of PTCDIs, (K) the van der Waals energy between each PTCDI and its PEG tail, and
(L) the electrostatic energy between each PTCDI and its PEG tail of P2. The four vertical dashed lines in (E)-
(L) correspond to the times used for the snapshots in A), B), C), and D). The simulations were performed at a
constant temperature of 300 K.

The first set of MD simulations discerns the stacking kinetics of two PTCDI moieties
of P2, as illustrated for a typical simulation in Figure 5.2. At t = 0.648 ns, the two PTCDIs
maintained a random open configuration (Figure 5.2A), with a COM distance of 17.5 A
(Figure 5.2E) and an offset angle of 160.0° (Figure 5.2F). The PEG tail of the top PTCDI was

relatively flexible moving around and staying away from its PTCDI whereas the PEG tail of
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the bottom PTCDI flipped over and stayed closer to its PTCDI (Figure 5.2G), hindering the
top PTCDI from moving closer to the bottom PTCDI. After 1.718 ns, the top PTCDI started
moving closer to the bottom PTCDI (Figure 5.2B), leading to a slight decrease in the COM
distance to 12.0 A (Figure 5.2E); however, the two PTCDIs remained in opposite direction
with an offset angle of 170° (Figure 5.2F). At this point, the PEG tail of the bottom PTCDI
moved away from its PTCDI (Figure 5.2G). After 6.389 ns, each PEG tail made a bend along
its length (Figure 5.2C) and kept a distance away from the other PTCDI (Figure 5.2G) and
the other PEG tail (Figure 5.2H), allowing the top PTCDI to orient itself towards the bottom
PTCDI, leading to a further decrease in the COM distance to 6.0 A (Figure 5.2E); by this
time, it had started to flip around leading to a reduction in the offset angle to 20.0° (Figure
5.2F). Then the two PTCDIs continued to orient themselves to further reduce the COM
distance and offset angle for the remainder of the ~ 34 ns simulation. Over the last 5 ns
when the system had already reached equilibrium as shown at 32.115 ns (Figure 5.2D), the
two PTCDIs exhibited an average COM distance of 4.929 + 0.418 A (Figure 5.2E) and an
average offset angle of 10.371 * 6.449° (Figure 5.2F). These values of the average COM
distance and offset angle falls within the region of the lowest free energy on the energy
landscape that we had previously calculated for the stacking of two un-PEGylated PTCDIs.
Additional insight into the kinetics of stacking for the two PTCDI moieties of P2 can
be gained by analyzing the energetics driving their self-assembly. When the two PTCDIs
collapsed to a stacked configuration between ~ 6.0 ns and ~ 7.0 ns (Figures 5.2B-C), there
was a sharp decrease in the van der Waals energy of the system, due to pi-pi stacking
between the molecules’ aromatic cores, (Figure 5.21) and an unfavorable sharp increase in

the electrostatic energy of the system, due to repulsion between the molecules’ carbonyl
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groups (Figure 5.2]). The competition between these two sets of interactions appeared to
dictate the final arrangement of the system, where there was substantial overlap between
the perylene cores but a slight misalignment of the carbonyl groups (Figure 5.2D).

These relatively small fluctuations of the two PTCDIs in the stacked conformation at
equilibrium are in contrast to the significantly large mobility of each PEG tail that kept
moving around its PTCDI (Figure 5.2G) and the other PEG tail (Figure 5.2H). This is due to
the relatively weak attraction between each PEG tail and its PTCDI (Figure 5.2K) and
between the two PEG tails (Figure 5.2L) compared to the strong attraction between the two
PTCDIs. Therefore, each PEG tail never inserted itself between the two PTCDIs once they

already stacked.
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Figure 5.3: Snapshots of P3 during a molecular dynamics simulation at times of A) t = 0.284 ns, B) t = 0.648
ns, C) t = 6.389 ns, and D) t = 32.115 ns. The sequence demonstrates the transition of P3 from an open
random to a stacked configuration. As a function of time, the evolution of: E) the centers of mass (COM)
distance between the two PTCDIs, (F) the offset angle between the two PTCDIs, (G) COM distance between
each PTCDI and its PEG tail, (H) COM distance between two PEG tails, (I) the van der Waals energy of PTCDIs,
(]) the electrostatic energy of PTCDIs, (K) the van der Waals energy between each PTCDI and its PEG tail, and
(L) the electrostatic energy between each PTCDI and its PEG tail of P3. The four vertical dashed lines in (E)-
(L) correspond to the times used for the snapshots in A), B), C), and D). The simulations were performed at a
constant temperature of 300 K.

We next investigated the stacking kinetics of the three PTCDI moieties of P3. In our
experiments, we observed that self-assembly of P3 into the final stacked arrangement
necessitated a two-step mechanism. First, two of the PTCDIs formed a dimer analogous to
the one found for the final configuration of P2. Second, the remaining third PTCDI stacked

with this dimer to form a trimer. Although our simulations revealed multiple possibilities

for the PTCDIs’ stacking order, this general mechanism was highly reproducible, with
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similar results obtained for ten independent simulations.

As an example, Figure 5.3 illustrates a typical P3 stacking kinetics simulation,
which demonstrates the aforementioned multi-step mechanism and the most likely
assembly pathway. At t = 0.284 ns, the three constituent PTCDIs (denoted as 1, 2, and 3)
were unstacked with a random open configuration (Figure 5.3A). Subsequently, during the
first step of the stacking mechanism at t = 0.648 ns (Figure 5.3B), 1 and 2 formed a dimer,
with a corresponding sharp drop from 13.0 A to 5.0 A for their COM distance (Figure 5.3E)
and from 80.0° to 4.0° for their offset angle (Figure 5.3F). In turn, during the second step of
the stacking mechanism at t = 6.389 ns, 3 stacked on the bottom of the dimer to form a
trimer (Figure 5.3C). For this step, there was a sharp drop from 9.0 A to 5.0 A in the COM
distance (Figure 5.3E) and from 63.26° to 13.76° in the offset angle (Figure 5.3F) for 1 and
2. There also was an accompanying drop from 10.92 A to 9.29 A in the COM distance
(Figure 5.3E) and from 50.0° to 20.0° in the offset angle (Figure 5.3F) between 2 and 3.
Although the three PTCDIs remained in a stacked arrangement for the remainder of the ~
34 ns simulation as shown at 32.115 ns (Figure 5.3D), we again observed variability in
their relative COM distances and offset angles (Figure 5.3E,F) of the three PTCDIs,
indicating some dynamic character for the final configuration.

To further understand the stacking kinetics of the three PTCDI moieties of P3, we
analyzed the energetics driving their self-assembly. In the first step of the mechanism, the
formation of the dimer was driven by a decrease in the van der Waals energy and an
increase in the electrostatic energy (Figure 5.3L]), as also observed for P2 (Figure 5.2L]). In
the second step of the mechanism, a similar interplay of favorable and unfavorable

interactions appeared to drive formation of the trimer, as indicated by similar changes in
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the van der Waals and electrostatic energies (Figure 5.31,]). In their equilibrium structure,
P3’s three constituent PTCDIs adopted a slightly twisted arrangement, where they were
stacked with a small offset with respect to one another (Figure 5.3D). In fact, the COM
distance between 1 and 2 is 4.587 + 0.502 A and between 2 and 3 is 4.528 + 0.357 A while
the offset angle between 1 and 2 is 16.712+ 7.004° and between 2 and 3 is 16.974 * 6.586°.
As also observed for P2, these values of the average COM distance and offset angle falls
within the region of the lowest free energy on the energy landscape that we had previously
calculated for the stacking of three un-PEGylated PTCDIs.

These relatively small fluctuations of the two PTCDIs in the stacked conformation at
equilibrium are in contrast to the significantly large mobility of each PEG tail that kept
moving around its PTCDI (Figure 5.3G) and the other PEG tail (Figure 5.3H). This is due to
the relatively weak attraction between each PEG tail and its PTCDI (Figure 5.3K) and
between the two PEG tails (Figure 5.3L) compared to the strong attraction between the two
PTCDIs. Therefore, each PEG tail never inserted itself between the two PTCDIs once they

already stacked.
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Figure 5.4: Snapshots of P4 during a molecular dynamics simulation at times of A) t = 0.648 ns, B) t = 2.490
ns, C) t = 8.472 ns, and D) t = 32.115 ns. The sequence demonstrates the transition of P4 from an open
random to a stacked configuration. As a function of time, the evolution of: E) the centers of mass (COM)
distance between the two PTCDIs, (F) the offset angle between the two PTCDIs, (G) COM distance between
each PTCDI and its PEG tail, (H) COM distance between two PEG tails, (I) the van der Waals energy of PTCDIs,
() the electrostatic energy of PTCDIs, (K) the van der Waals energy between each PTCDI and its PEG tail, and
(L) the electrostatic energy between each PTCDI and its PEG tail of P4. The four vertical dashed lines in (E)-
(L) correspond to the times used for the snapshots in A), B), C), and D). The simulations were performed at a
constant temperature of 300 K.

Finally, we investigated the stacking kinetics of the four PTCDI moieties of P4. In our
experiments, we observed that self-assembly of P4 into the final stacked arrangement
necessitated a three-step mechanism involving multiple pathways. One popular pathway
involves the formation of a dimer with any two consecutive PTCDIs before the third PTCDI
stacked on top or bottom of the dimer to form a trimer, which is followed by the final

PTCDI stacked on top or bottom of the trimer to form a tetramer. Another pathway

involves the formation of two separate dimers by the top two PTCDIs and the bottom two
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PTCDIs; these two dimers then stacked together to form a tetramer.

As an example, Figure 5.4 illustrates the latter pathway to form a stacked P4
structure. At t = 0.648 ns, the four constituent PTCDIs (denoted as 1, 2, 3, and 4) were
unstacked with a random open configuration (Figure 5.4A). Subsequently, during the first
step of the stacking mechanism at t = 2.490 ns (Figure 5.4B), 1 and 2 formed a dimer, with
a corresponding sharp drop from 15.0 A to 5.0 A for their COM distance (Figure 5.4E) and
from 100.0° to 8.0° for their offset angle (Figure 5.4F). In turn, during the second step of the
stacking mechanism at t = 8.472 ns, 3 and 4 stacked together to form a dimer (Figure 5.4C).
For this step, there was a sharp drop from 10.0 A to 5.0 A in the COM distance (Figure 5.4E)
and from 70.0° to 10.00° in the offset angle (Figure 5.4F) for 3 and 4. There also was an
accompanying drop from 10.92 A to 9.29 A in the COM distance (Figure 5.4E) and from
50.0° to 20.0° in the offset angle (Figure 5.4F) between 2 and 3. Although the three PTCDIs
remained in a stacked arrangement for the remainder of the ~ 34 ns simulation as shown
at 32.115 ns (Figure 5.4D), we again observed variability in their relative COM distances
and offset angles (Figure 5.4E,F) of the four PTCDIs, indicating some dynamic character for
the final configuration as also observed in P2 and P3.

The three-step mechanism of stacking four PTCDI moieties of P4 is also observed as
three separate transitions in the van der Waals energy (Figure 5.41) and the electrostatic
energy (Figure 5.4]). In every step of the mechanism, the formation of the dimer, trimer or
tetramer was driven by a decrease in the van der Waals energy and an increase in the
electrostatic energy (Figure 5.41,]). This interplay of favorable and unfavorable interactions
correspond to due to the formation of attractive pi-pi interactions between aromatic cores

and repulsion between the carbonyl groups (Figure 5.41,]).
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In their equilibrium structure, P4’s three constituent PTCDIs adopted a slightly
twisted arrangement, where they were stacked with a small offset with respect to one
another (Figure 5.4D). In fact, the COM distance between 1 and 2 is 4.722 + 0.432 A,
between 2 and 3 is 4.694 + 0.378 A, and between 3 and 4 is 4.746 + 0.345 A. The offset
angle between 1 and 2 is 12.556 * 7.482°, between 2 and 3 is 14.886 * 8.310° and between
3 and 4 is 11.742 + 7.944°. These values of the average COM distance and offset angle falls
within the region of the lowest free energy on the energy landscape that we had previously
calculated for the stacking of two or three un-PEGylated PTCDIs.

These relatively small fluctuations of the two PTCDIs in the stacked conformation at
equilibrium are in contrast to the significantly large mobility of each PEG tail that kept
moving around its PTCDI (Figure 5.4G) and the other PEG tail (Figure 5.4H). This is due to
the relatively weak attraction between each PEG tail and its PTCDI (Figure 5.4K) and
between the two PEG tails (Figure 5.4L) compared to the strong attraction between the two
PTCDIs. Therefore, each PEG tail never inserted itself between the two PTCDIs once they
already stacked.

5.5 Conclusions

In this work we investigate PEGylated PTCDI stacking using molecular dynamics
simulations. Our simulations show similar results to un-PEGylated PTCDI, however with an
added complexity of the PEG chain during stacking. We find the PEG chain to only interfere
in PTCDI stacking and once the surrogates are stacked the PEG chain does not adversely
affect the stacking. PEG chains are exposed to solution and not inserted between the

PTCDI’s. For example, P3 with the top PEG chain is twisted on top of the PTCDI's and the
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bottom PEG chain on the bottom of the PTCDI’s. The middle PEG chain is free in solution
and not interfering with the stacking between the PTCDI's. We have also demonstrated the
presence of multiple stacking pathways of PTCDI’s in solution: sequential addition or
separated addition as shown by P4 with two separate PTCDI's stack and then come
together to an equilibrium structure.

Additionally, simulations will elucidate the effect of adding the substituents the core
of the perylene with a phosphate backbone can similar intermolecular spacing and offsets
to that of the unsubstituted. Using free energy analysis tools, and quantum mechanics
calculations the molecular orbitals can be calculated based on the lowest free energy
structures and determine if there are significant differences to the non-PEG and

unsubstituted perylene core.
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5.6 Supplementary Information

Figure S5.1: PTCDI-PEGylated Residues. (A) Used for charge optimization. (B) (C) (D) are modified versions
of (A) by removing excess atoms. B-D are used to be able to make PTCDI nanowires of any length.
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CHAPTER 6 Summary and Future Direction

6.1 Summary

In this dissertation, a novel coarse-gained model was developed to study DNA
hybridization processes at high concentrations. The model is capable of capturing the
mechanical and thermal properties of DNA compared to experiments. It has been
implemented in our newly developed BioModi simulation package for simulating large
systems of peptides, nucleic acids and polymers for long time scales. In Chapter 2, our
results indicate that initial contacts between strands of DNA splits the kinetic pathways to
either a zipping-like mechanism or a slithering-like mechanism. This kinetic partitioning,
which is strongly dependent on the sequence, greatly affects the kinetic pathway and thus
determines the yield of desired double-helices. Our large-scale simulations at a high DNA
strand concentration demonstrate that DNA self-assembly is a robust and enthalpically
driven process in which the formation of double helices is deciphered to occur via multiple
self-assembly pathways including the strand displacement mechanism. It is demonstrated
that sequence plays a complex role in self-assembly and that the model can be used for
studying DNA nanotechnology systems. In Chapter 3, the coarse-grain model is used to
elucidate the effects of sequence, temperature and concentration on DNA self-assembly.
Simulations of many ssDNA demonstrate the presence of many kinetic pathways in self-
assembly that depend on their environmental conditions. A method for evaluating
aggregate properties during the course of the simulation is used to demonstrate trends in
aggregate lifetimes, creation times, and base pairing. Kinetic modeling of the self-assembly

process was performed and an experimentally accurate activation energy was found for the
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formation of dimers. This work demonstrates a framework in which can be used to study
more complex systems such as those found in DNA nanotechnology systems.

In addition to developing a coarse-grained model, a DNA base surrogate nanowire
was parameterized and simulated using an all-atom approach. In Chapter 4, perylene-
3,4,9,10-tetracarboxylic diimides (PTCDIs) are parameterized and simulated using
constant temperature molecular dynamics obtain an improved understanding of the self-
assembly of PTCDI dimers and trimers. Using an advanced sampling technique, it is shown
that the equilibrium configurations are similar to those expected from experiments. In
Chapter 5, PTCDI structures are PEGylated and demonstrate that equilibrium structures
are similar to non-PEGylated structures. PEGylated PTCDI’s are shown to have a more
complex kinetic pathway due to the inclusion of the PEG chain. The length of the PTCDI
nanowires was also determined to affect the kinetic mechanisms with more emerging with

longer length.

6.2 Future Direction

6.2.1 Biomodi DNA Model and DMD Base Code

The foundation of using BioModi for the study of DNA hybridization processes at
large scale has been provided by this work. This leaves a number of possible applications of
the model and improvements. The field of dynamic DNA devices is rapidly growing and the
need for understanding the processes at the molecular level has not been fully elucidated
[1]. BioModi could provide insight into how to improve logic gate circuits, such as those

proposed by Qian & Winfree and others [2-6], by identifying molecules that cross-talk and
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investigating how to reduce them. Preliminary work done on these logic gates using
BioModi has been promising. Additionally, applications to drug delivery using DNA
nanostructures could be investigated such as the work by Douglas et al. using a DNA
nanobox with a molecular payload [7]. An example investigation would be to study how the
box is unlocked, how the box opens and how the molecular pay load is released into
solution. BioModi could also be applied to study dynamic DNA nanostructures that grow
and shrink based on the amount of fuel or anti-fuel is in the system [8].

In building and testing of the current BioModi DNA model, a number of
improvements were realized to further the applications. One improvement would be to fine
tune the persistence length and thermal melting properties to even more closely capture
the DNA structure at real temperatures. This would include scaling of the base pairing
strength and other interactions to scale from reduced temperatures to real temperatures.
Simulating at real temperatures will enable closer comparisons to experiments and enable
further improving the model to capture the dynamics and structures of complex DNA
structures. The model could be further extended to support the transition between A-form
and Z-form DNA as the current model was primarily parameterized for only B-form DNA.
Additionally, a number of improvements were discovered for the DMD implementation in
BioModi. To enable larger scale simulations and achieve longer time scales the DMD code
will need to be parallelized. Khan et al. have parallelized their DMD code [9], thus showing
a possible method in which to parallelize the BioModi code. To make the DMD code more
maintainable and expandable the code should be refactored into an object-oriented design,
similar to DynamO [10]. This would enable additions of other important biomolecules such

as poly-saccharides, easier to implement.
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6.2.2 DNA Base Surrogates

Substituting the core of PTCDIs with molecules such as chlorine has been show to
disrupt the typical planar nature due to steric hindrance. Furthermore, it has been shown
by Delgado et al. that adding chlorine groups to the core of the perylene structure will
greatly affect the LUMO energies (~0.4 eV) [11]. Therefore, it is important to look at how
the structure will change when bonded to the backbone of DNA. An example of the 3’ is
shown below in Figure 6.1. Additionally, it is not known how many PTCDI nanowires in
solution would interact with one another. One possible study would be to take randomized
unstacked nanowires and put them in a simulation box to study if mis-aggregates form. It is
also important to understand the interactions between individual nanowires while
chemisorbed to a surface. One could simulate a set of PTCDI nanowires connected to a large

surface and study the effects of packing.

Cl cCi
PEND_CI

Figure 6.1: Example PEND (3’ end) tetrachlorinated perylene base residue to be parameterized for molecular
dynamics studies.
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