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Abstract

Search for supersymmetry at CMS in proton-proton collisions with center-of-mass

energy of 13 TeV in the single-lepton final state using the sum of masses of large-radius

jets

by

Adam Leo Dishaw

This dissertation describes a search for supersymmetry in 35.9 fb−1 of proton-proton

collisions with
√
s = 13 TeV produced by the LHC and recorded by the CMS experiment.

The search targets events having a final state with a single lepton, high jet multiplicity, at

least one b-tagged jet, and missing transverse momentum. Standard model background

yields are estimated using the sum of the masses of large-radius jets in each event. The

observed yields are consistent with the estimated background yields. This consistency

is interpreted in term of simplified models of supersymmetry in which gluinos are pair

produced and each subsequently decay into a top quark, anti-top quark, and neutralino

via an intermediate on- or off-shell stop squark. Assuming a 100% branching fraction

for this decay chain, gluino masses up to approximately 1.9 TeV are excluded at a 95%

confidence level for neutralino masses below 1 TeV. Similarly, neutralino masses up to

approximately 1175 GeV are excluded when the gluino mass is 1.7 TeV.
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Chapter 1

Introduction

In particle physics, one calls a particle “elementary” or “fundamental” if it has no known

substructure. After the discovery of atoms in the nineteenth century, they were the

most fundamental particles known to science. The 1897 discovery of the electron by

Sir Joseph John Thomson and the early twentieth century discovery of the nucleus by

Hans Geiger, Ernest Marsden, and Ernest Rutherford showed that, in fact, atoms were

divisible and made of yet smaller entities. Later experiments by Rutherford and James

Chadwick revealed that the nucleus contained yet smaller particles now known as protons

and neutrons. The quark model proposed by Murray Gell-Mann and George Zweig in

1964 hypothesized that protons and neutrons (and a host of other hadrons then thought

to be elementary) were composed of quarks; this was confirmed at the Stanford Linear

Accelerator Center (SLAC). To this day, quarks are still thought to be elementary.

Rather than looking at this sequence of discoveries as moving towards smaller and

smaller sizes, it is useful to think of them as progressing to higher and higher energy

scales. Separating electrons from atoms generally requires approximately 100 to 101 eV

of energy; this scale is typical of chemical reactions. Removing neutrons and protons from

the nucleus requires far more energy, typically on the order of 107 eV, a scale characteristic
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of nuclear physics. The binding energy holding quarks together inside of a proton is even

larger and responsible for almost all of the proton’s mass, approximately 109 eV. Today,

we have the standard model (SM) of particle physics, a theory which incorporates all

the currently known fundamental particles and their interactions. In 2012, the CMS and

ATLAS experiments observed the Higgs boson with a mass of approximately 125 GeV [19,

20, 21, 22, 23, 24]. This was the last particle of the standard model to be observed, and

confirmed ability of the standard model to make accurate predictions at the electroweak

scale of 1011 eV.

While the standard model has been able to make remarkably accurate and precise

predictions that agree with nearly all experiments to date, it is known to have several

shortcomings, such as its inability to explain dark matter and dark energy, its omission

of gravity, and the unusually low mass of the Higgs boson. Supersymmetry is one theory

that has the potential to address several of these issues and, depending on the choice

of parameters in the theory, may be testable at the 1012 eV scale now accessible with

the Large Hadron Collider (LHC) operated by the European Organization for Nuclear

Research (CERN). This chapter will discuss the motivation for supersymmetry and some

of its key properties relevant to searches at the LHC.

The remaining chapters will explain how the search operates, starting with how the

LHC and CMS detector produce and record events in Chapter 2. Chapter 3 describes

the recontruction of events within CMS and requirements for the identification of various

physics objects used in this search. The data and simulated event samples used are

described briefly in Chapter 4.

With this preliminary information out of the way, we will then proceed to describe the

search itself, beginning with the “ABCD” background estimation procedure in Chapter 6.

We then assess the systematic uncertainties associated with this procedure and with the

simulated signal samples in Chapters 7 and 8, respectively.
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Finally, Chapters 9 and 10 will provide the results and summarize the search.

The search described in this document has been submitted for publication in Refer-

ence [11], with some supplementary material in Reference [12]. A superseded version of

the paper is available in Reference [25]. Private documentation intended for distribution

only within the CMS experiment is available in Reference [13]. The methods are similar

to those of the earlier search documented in Reference [14].

1.1 Standard Model

Before attempting to search for supersymmetry, we must understand the current

state of particle physics and, in particular, the standard model. Informally, the standard

model is a theory describing the known fundamental particles, their properties, and the

rules governing their interactions, excluding gravity. More formally, it is a relativistic

quantum field theory. Since it does not include gravitational effects, the standard model

assumes that the fields exist within Minkowski space, providing a set of global symmetries

described by the Poincaré group. The standard model also postulates that there is a

local, internal gauge symmetry described by the group SUc(3) × SUL(2) × UY (1). The

Lagrangian of the standard model,

L =− 1

4
F a
µνF

µν
a + iψ̄i /Dψi + iψi /Dψ̄i + yij(ψiψj + ψ̄iψ̄j)φ

+ (Dµφ)†(Dµφ) + µ2φ†φ− λ(φ†φ)2, (1.1)

obeys this symmetry. Here, F a
µν = ∂µA

a
ν − ∂νAaµ + gfabcAbµA

c
ν is the field strength tensor

for the gauge field A with coupling constant g and structure constants fabc. The gauge

covariant derivatives are Dµ = ∂µ− igλaAaµ, where the λa are the appropriate representa-

tion matrices, the choice of representation depending on the field Dµ is acting on. Using

3
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Feynman slash notation, /D = γµDµ. The fermion fields are denoted by ψi, the scalar

Higgs field by φ, and their Yukawa couplings by yij. Note that Equation (1.1) has been

written in an extremely condensed form and should be interpreted as having an implicit

sum over the gauge boson and fermion fields.

The generators of the gauge symmetry groups are identified with gauge bosons, the

force mediating particles of the standard model. The group SUc(3) has eight generators

corresponding to the eight possible gluon color charges. SUL(2) has three generators,

corresponding to the fields W1, W2, and W3. UY (1) has just one generator, corresponding

to the gauge field B. The more familiar W± bosons are linear combinations of the W1

and W2, W± =
W1∓W2√

2
. The Z and γ are linear combinations of the B and W3,

γ
Z

 =

 cos θW sin θW

− sin θW cos θW


 B

W3

 , (1.2)

where θW is known as the Weinberg angle.

The matter content of the standard model comprises three generations of fermions.

Within each generation, there is an SUL(2) doublet of left-handed quarks, a doublet of

left-handed leptons (one electrically charged lepton and one neutrino), a right-handed up-

type quark singlet, a right-handed down-type quark singlet, and a right-handed charged

lepton singlet. The standard model does not contain right-handed neutrinos, though it

is possible to add such particles. For each of the above particles, there is additionally a

corresponding anti-particle with identical mass, but all charges negated.

The quarks carry color charge and therefore interact with gluons. This results in a

property called color confinement: particles with color charge cannot be isolated and

are only found in bound color-singlet states, such as hadrons. The exception is the top

quark, whose short lifetime of only 5× 10−25 s means that it decays before it is able to

4
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hadronize. Only left-handed quarks interact via the weak force, while all quarks carry

electric charge and interact electromagnetically.

Leptons, on the other hand, are colorless and do not interact via the strong force.

Similar to the quarks, the left-handed charged leptons and neutrinos all couple to the

W± and Z, while the right-handed leptons do not. While the electron, muon, and tau

lepton are electrically charged, the neutrinos are electrically neutral. Since they lack both

color and electric charge, they are experimentally difficult to detect and their presence

generally inferred from conservation of momentum.

The Lagrangian in Equation (1.1) does not contain any explicit mass terms for fields

other than φ. For gauge bosons, such terms would be proportional to AµaA
a
µ, which is

not invariant under gauge transformations. In the case of fermions, explicitly included

masses would require terms such as mψLψR. Since the weak interaction is chiral and

should not affect right-handed fermions, such terms are also disallowed by the SUL(2)

gauge symmetry.

Instead, the particles acquire mass via the Higgs mechanism. Equation (1.1) contains

a potential term for the scalar Higgs field, V (φ) = −µ2φ†φ + λ(φ†φ)2, where the Higgs

field φ is a complex scalar SUL(2) doublet with two charged and two neutral real degrees

of freedom. With µ2 > 0 and λ > 0, the minimum of the potential occurs is at nonzero

φ, the vacuum expectation value of the Higgs field. One may choose a basis such that

the vacuum expectation value is real and neutral and expand the field about this point

so that

φ =
1√
2

 0

v + h

 , (1.3)

5
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where v =

√
µ
2

λ
≈ 246 GeV and 〈h〉 = 0. The expanded Higgs potential is

V (h) =
m2

Hv
2

8
+
m2

H

2
h2 +

m2
H

2v
h3 +

m2
H

8v2 h
4, (1.4)

with mH =
√

2µ the mass of the Higgs boson. The expansion of the potential thus gives

rise to an irrelevant constant term, a mass term, and two self-interaction terms.

The Higgs kinetic term in Equation (1.1),

(Dµφ)†(Dµφ) =
v2g2

8
(W+)2 +

v2g2

8
(W−)2 +

v2[g2 + (g′)2]

8
Z2, (1.5)

can be expanded in the same manner, from which one may identify the masses for the

weak gauge bosons: m
W

+ = m
W
− = vg

2
and mZ = v

2

√
g2 + (g′)2. The coupling strengths

g and g′ of SUL(2) and UY (1), respectively, are related by the Weinberg angle from

Equation (1.2): cos θW = g√
g
2
+(g
′
)
2
. Note that the photon remains massless.

In a similar manner, expanding the Yukawa terms in Equation (1.1) gives rise to

fermion masses.

Table 1.1 and Figure 1.1 show the particle content of the standard model, listing

several important properties of the various particles.

Figure 1.2 shows the production cross section in 13 TeV proton-proton collisions for

a variety of standard model particles. Impressively, the standard model predictions and

experimental results agree over the nine orders of magnitude encompassed by the various

processes.

6
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Table 1.1: Particles of the standard model and their properties. Antiparticles are
not listed in this table, but would have identical mass and opposite charges as their
corresponding particle. In cases where the left- and right-handed particles differ,
the values for the left-handed version are shown without parentheses, while the val-
ues for the right-handed particle are shown with parenthesis. Particle masses m are
those reported by Reference [16]. Although the standard model assumes neutrinos
are massless, they are known to have a small non-zero mass. This deficiency can be
fixed by, for example, adding right-handed neutrinos to the standard model. Note
that the choice of renormalization scheme can affect the quark masses; the scheme
chosen for each quark is listed in Reference [16]. J is the spin of each particle. The
SUc(3) representations indicate the number of possible color charges for each particle
and their transformation properties, with 8 denoting the adjoint representation, 3 the
fundamental representation, 3̄ the anti-fundamental representation (only relevant for
anti-quarks and thus not present in this table), and 1 the trivial representation. T3 is
the third component of weak isospin and Y the weak hypercharge, the two of which
are summed to find the conserved electric charge Q = T3 + Y

2 .

Particle mc2 J SUc(3) Rep. T3 Y Q = T3 + Y
2

g 0 1 8 0 0 0

γ 0 1 1 0 0 0

W± 80.385 GeV 1 1 ±1 0 ±1

Z 91.187 GeV 1 1 0 0 0

H 125.09 GeV 0 1 0 0 0

e 511.00 keV 1
2

1 −1
2

(0) −1 (−2) −1

µ 105.66 MeV 1
2

1 −1
2

(0) −1 (−2) −1

τ 1.7769 GeV 1
2

1 −1
2

(0) −1 (−2) −1

νe,µ,τ < 2 eV 1
2

1 1
2

−1 0

u 2.2 MeV 1
2

3 1
2

(0) 1
3

(
4
3

)
2
3

c 1.27 GeV 1
2

3 1
2

(0) 1
3

(
4
3

)
2
3

t 173.21 GeV 1
2

3 1
2

(0) 1
3

(
4
3

)
2
3

d 4.7 MeV 1
2

3 −1
2

(0) 1
3

(
−2

3

)
−1

3

s 96 MeV 1
2

3 −1
2

(0) 1
3

(
−2

3

)
−1

3

b 4.18 GeV 1
2

3 −1
2

(0) 1
3

(
−2

3

)
−1

3

7
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Figure 1.1: Particles of the standard model and several of their key properties, ar-
ranged in the commonly used “periodic table” of particles. Figure from Reference [1].
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Figure 1.2: Cross section for production of selected standard model particles at the
LHC. Figure from Reference [2].
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1.2 Supersymmetry

While the standard model has been extraordinarily successful at predicting and ex-

plaining nearly all experimental results to date, there is strong evidence to suggest that

it is not the full story. The failures to include explanations for the existence of gravity,

dark matter [26, 27], and dark energy are all particularly suggestive. In light of such

shortcomings, the standard model is frequently regarded as a low-energy effective field

theory, with more fundamental physics becoming evident only at higher energies. This,

however, raises several additional questions concerning the intriguingly low mass of the

recently discovered Higgs boson, approximately 125 GeV. Two closely related concerns at

the large seperation between the electroweak and Planck scales, known as the gauge hier-

archy problem, and the potential fine-tuning of the mass of the Higgs boson in extensions

of the standard model, known as the naturalness problem [28, 29, 30, 31, 32, 33].

In more detail, when calculating the physical mass of the Higgs boson in extensions

of the standard model, renormalization requires a sum over all loop diagrams that can be

inserted into the Higgs propagator. At one-loop order, the Higgs can couple to massive

fermions via the diagram shown on the left in Figure 1.3. This diagram introduces a

correction to the Higgs mass of

∆m2
H = −

∣∣λf

∣∣2
8π2 Λ2

UV + ..., (1.6)

where ΛUV is a momentum cutoff for the integral. In the case of quarks, an additional

factor of three is needed to account for a sum over possible colors. ΛUV should be

approximately the mass scale at which the standard model is no longer valid. The

presence of Λ2
UV means that the mass of the Higgs is likely to be highly sensitive to the

mass of any new particles added to the standard model. For example, if ΛUV ∼MPlanck,

10
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H H

f

f
H H

f̃

Figure 1.3: Left: correction to the Higgs propagator from a fermion loop. Right: hy-
pothetical correction to the Higgs propagator from the fermion’s scalar superpartner.
Theoretical particles introduced by supersymmetry are drawn with red lines.

then ∆m2
H can be thirty orders of magnitude larger than m2

H . Introducing new physics to

the standard model without significantly disturbing m2
H then requires either an unnatural

fine-tuning of parameters or some mechanism for cancelling the Λ2
UV term.

One way to create such a cancellation is to introduce a new symmetry. More specifi-

cally, one can introduce an additional symmetry between fermions and bosons such that

for every fermionic degree of freedom in the standard model, there is a bosonic super-

partner, and vice versa. This symmetry is referred to as supersymmetry, or SUSY. For

example, the correspondence between standard model and SUSY degrees of freedom is

shown in Table 1.2.

The theoretical foundations of SUSY were developed during the early 1970s in, for

example, References [34, 35, 36, 37, 38, 39, 40, 41]. We observe that for a scalar f̃ , the

correction to the mass of the Higgs boson from the loop diagram on the right side of

Figure 1.3 is

∆m2
H =

λf̃

16π2 Λ2
UV + .... (1.7)

If λf̃ =
∣∣λf ∣∣2, then this differs from the fermion loop correction in Equation (1.6) by a

factor of exactly −1
2
. The addition of two new scalar particles for each fermion (one per

degree of freedom) in the standard model would therefore cancel the quadratic depen-
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Table 1.2: Counting the degrees of freedom for the guage and Higgs bosons of the
standard model and their superpartners. The left super-column shows the standard
model particles; the center shows their superpartners; the right column shows the
mass eigenstates of the superpartners, obtained by mixing the superpartners listed
in the center super-column. The table assumes two complex Higgs doublets. Table
reproduced from Reference [17].

SM Particle J D.o.F. SUSY Particle J D.o.F. SUSY Particle J D.o.F.

W+ 1 3 W̃+ 1
2

2 χ̃+
1

1
2

2

W− 1 3 W̃− 1
2

2 χ̃−1
1
2

2

Z 1 3 Z̃ 1
2

2 χ̃+
2

1
2

2
γ 1 2 γ̃ 1

2
2 χ̃+

2
1
2

2

H 0 1 H̃ 1
2

2 χ̃0
1

1
2

2

h 0 1 h̃ 1
2

2 χ̃0
2

1
2

2

H+ 0 1 H̃+ 1
2

2 χ̃0
3

1
2

2

H− 0 1 H̃− 1
2

2 χ̃0
4

1
2

2
A 0 1
Total 16 Total 16 Total 16

dence on ΛUV. In the case where mf̃ = mf , this cancellation of the quadratic term is

exact even for higher-order contributions to mH [42].

Of course, this abundance of new particles has not been observed. This can be

explained by positing that supersymmetry is a broken symmetry. In order to maintain the

cancellation of the Λ2
UV divergences, one may consider only soft SUSY breaking scenarios

in which the Lagrangian can be expressed as L = LSUSY +Lsoft, where LSUSY is invariant

under supersymmetric transformations and Lsoft contains only mass terms and couplings

with positive mass dimension. Even within the Minimal Supersymmetric Standard Model

(MSSM), the addition of Lsoft introduces over 100 new free parameters, including mass

splittings between the standard model particles and their superpartners. This poses a

serious experimental challenge as changing the parameters can dramatically alter the

experimentally detectable signatures.

The principle of naturalness [3, 43, 44, 45, 46] provides some guidance as to likely

values for some of the mass parameters. In the presence of a mass difference, the combined
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correction to the Higgs mass from the fermion and two scalar loops amounts to

∆m2
H =

∣∣λf ∣∣2
4π2

(
m2

f̃
−m2

f

)
ln

(
ΛUV

mf̃

)
+ .... (1.8)

While there is no longer a Λ2
UV dependence, the correction to the Higgs propagator may

be unnaturally large if mf̃ is much larger than mf . The constraints imposed on the masses

depend on the the choice of cutoff scale ΛUV and the degree of unnatural fine tuning one

is willing to accept. At tree level, the Higgsino mass parameter µ is constrained to be

−mZ

2
= |µ|2 + m2

H , indicating that the Higgsino mass should be not too much greater

than the electroweak scale. For the other superpartners, naturalness imposes constraints

on their masses in rough accordance with their coupling to the Higgs boson. The top

quark has a large Yukawa coupling, and its stop squark superpartners t̃L and t̃R couple

to the Higgs boson at one loop order, implying that the stop squarks must be relatively

light. The left-handed sbottom squark is in a doublet with t̃L and should not be much

heavier. Finally, the gluino couples to the Higgs boson at two loop order, but has a

high production cross section and is therefore experimentally important in constraining

natural SUSY models. A qualitative view of a potential natural SUSY spectrum is

shown in Figure 1.4. After the first 1 fb−1 of LHC data, proposed natural masses for

these particles were mH̃ ≤ 350 GeV, mt̃L ,̃tR,b̃L
≤ 700 GeV, and mg̃ ≤ 1.5 TeV [3].

To avoid conflict with experimentally observed conservation of baryon number B and

lepton number L, many models of SUSY require conservation of R-parity, [47] defined

per particle as PR ≡ (−1)(B−L)+2s, where s is the particle’s spin. Particles from the

standard model have PR = 1, while their superpartners have PR = −1. Conservation

of R-parity thus requires that the standard model particles decay into an even number

of SUSY particles. It also requires that the lightest supersymmetric particle (LSP) be

stable. If the LSP is electrically neutral, this makes it a potential dark matter candidate.
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H̃

t̃L
b̃L

t̃R

g̃

natural SUSY decoupled SUSY

W̃

B̃
L̃i, ẽi

b̃R

Q̃1,2, ũ1,2, d̃1,2

FIG. 1: Natural electroweak symmetry breaking constrains the superpartners on the left to be

light. Meanwhile, the superpartners on the right can be heavy, M � 1 TeV, without spoiling

naturalness. In this paper, we focus on determining how the LHC data constrains the masses of

the superpartners on the left.

the main points, necessary for the discussions of the following sections. In doing so, we will

try to keep the discussion as general as possible, without committing to the specific Higgs

potential of the MSSM. We do specialize the discussion to 4D theories because some aspects

of fine tuning can be modified in higher dimensional setups.

In a natural theory of EWSB the various contributions to the quadratic terms of the Higgs

potential should be comparable in size and of the order of the electroweak scale v ⇠ 246 GeV.

The relevant terms are actually those determining the curvature of the potential in the

direction of the Higgs vacuum expectation value. Therefore the discussion of naturalness

7

Figure 1.4: Qualitative example of a natural SUSY spectrum from Reference [3].

Even imposing naturalness and conservation of R-parity, a large variety of exper-

imental signatures are possible. This complicates the design of experimental searches

for supersymmetry as well as the reporting of results. Often, experimental results are

reported in terms of their ability to exclude simplified model sprectra (SMS), where a

particular decay chain is selected and all but two mass parameters fixed [48, 49, 50].

Even within this framework, there are a variety of potential models to look for.

In early searches, models with a high production cross section and a distinctive signa-

ture are the easiest targets. Generally, this means searching for models involving strongly

interacting particles. Many of these models involve production of gluinos since they are

both strongly interacting and potentially light (if naturalness can be trusted as a guiding

principle). Others focus on direct production of squarks, which are also strongly inter-

acting. The third generation squarks are of particular interest, both because they are

closely tied to the naturalness of the Higgs boson mass and because decays of the stop

squark often proceed through a top quark, resulting in events with high jet multiplicity

and possibly containing leptons.
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Figure 1.5: Comparison of gluino and squark production cross sections at a center-of–
momentum collision energy of 13 TeV. The squark cross sections assume a ten-fold
degeneracy among the squark flavors, not including the stop squark. Figure from
Reference [4].

To give a sense of the relative cross-sections of these processes, Figure 1.5 provides a

comparison of the gluino and squark production cross sections at a center-of-momentum

energy of 13 TeV. At 1.9 TeV, the maximum gluino mass excluded by the search in this

dissertation, the gluino pair production cross section is a factor of nearly 106 smaller than

the inclusive tt production cross section shown in Figure 1.2.

For the search described in this dissertation, two models will be of particular im-

portance. Referred to as T1tttt and T5tttt [51], both models involve pair production

of gluinos with subsequent decay of the gluinos to two top quarks and an LSP each.

In both cases, only the masses of the gluino and LSP are allowed to vary. For T1tttt,

the intermediate stop squarks are heavy and produced off mass shell, resulting in a true

three-body decay of the gluino. For T5tttt, the intermediate stop squarks are produced
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Figure 1.6: T1tttt (left) and T5tttt (right) Feynman diagrams. Note that the details
of the underlying interaction are not shown, including the presence of additional final
state particles produced from the proton remnants after the underlying parton-parton
interaction, which are needed for charge conservation. Theoretical particles added by
supersymmetry are drawn with red lines.

on mass shell, resulting in a sequential two-body decay. More specifically, the stop squark

mass is fixed relative to the LSP mass, mt̃1
= m

χ̃
0
1

+ 175 GeV, such that the decay of the

stop squark is just barely able to produce an on-mass-shell top quark.

In the case of T1tttt, the gluino is assumed to decay to ttχ̃0
1 with 100% branching

fraction. Similarly, for T5tttt, the gluino is assumed to always decay to a top-stop pair,

and the stop squark to always decay into tχ̃0
1. While this is by no means required by

supersymmetry, the assumption of 100% branching fractions simplifies interpretation of

cross-section limits, as discussed in later chapters. Feynman diagrams for both T1tttt

and T5tttt are shown in Figure 1.6.

Even for a specific model, such as T1tttt, there may be multiple ways to conduct

a search. The method described in this dissertation focuses on final states containing

a single lepton. Approximately 40% of all T1tttt and T5tttt events contain a single

lepton. Other searches involving a single lepton have been conducted at 7 TeV by the

ATLAS [52, 53] and CMS [54] experiments, and at 8 TeV, again by both the ATLAS [55]

and CMS [56] experiments. Even more recently both ATLAS [57] and CMS [58] have
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carried out other searches in the single lepton channel at 13 TeV.

The search described in this thesis is only a part of a much broader search for su-

persymmetry at CMS. Other searches targeting strongly produced superpartners may

search in events with no leptons (another approximately 40% of the T1tttt and T5tttt

events) or have selections which allow sensitivity to a broader spectrum of models, such

as gluino decays into other squark flavors or event direct production of squarks. On the

other end of the spectrum are searches involving events with multiple leptons. Casting

an even wider net, CMS also has searches for electroweakly produed particles, such as the

higgsino. While these latter searches have lower signal cross sections than searches for

strongly produced superpartners, they also typically have much lower background cross

sections. Assuming no evidence of supersymmetry is found, these specialized searches

are likely to become increasingly important as CMS continues to collect data and exclude

the models with higher cross sections.

This search described in this dissertation will target the T1tttt and T5tttt models

using events containing a single reconstructed lepton.
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Chapter 2

Experimental Apparatus

Particle colliders are vital tools both for studying properties of the standard model and

searching for evidence of physics beyond the standard model (BSM). Two properties of

a collider are particularly important in determining its ability to produce evidence of

BSM physics: the luminosity and center-of-momentum collision energy. During its 2016

run, the LHC produced collisions with an instantaneous luminosity of approximately

1.4× 1034 cm−2 s−1 and a center-of-momentum collision energy of 13 TeV, higher than

any previous experiment.

This chapter discusses briefly some aspects of the hardware used in the production

and collection of the data used in this thesis, including both the LHC and the CMS

detector. More detailed descriptions of the LHC and CMS can be found in, for example,

References [59] and [9].

2.1 Large Hadron Collider

Built in the former tunnel of the Large Electron Positron (LEP) collider, the LHC is

part of a network of accelerators operated by CERN and located just outside of Geneva,
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Switzerland. The other accelerators were built for earlier experiments and now serve to

bring particles, either protons or lead ions, up to sufficient energy for injection into the

main LHC rings. For protons, the initial source is a simple bottle of hydrogen gas. The

ionized gas first passes through the Linear Accelerator 2 which increases their kinetic

energy to 50 MeV. The gas is then divided into four parts, each of which is sent to

one of the four rings of the Proton Synchrotron Booster, or PSB. The PSB raises their

energy to 1.4 GeV. The four packets are then recombined and injected into the Proton

Synchrotron, which accelerates the protons to 25 GeV and splits the beam into bunches

of approximately 1011 protons. The bunches are sent to the Super Proton Synchrotron,

where they are accelerated to 450 GeV. Finally, the bunches are injected into the two

counter-circulating beam in the LHC, where they are accelerated to 6.5 TeV per beam.

A schematic diagram of the network of accelerators connected to the LHC is shown in

Figure 2.1.

The bunches are steered around the ring by a series of 1232 superconducting electro-

magnets, each capable of producing the 8.33 T field strength needed to keep the beams

on course at the nominal design energy of 7 TeV. An additional 392 quadrupole magnets

focuses the beam and thousands of sextupole and octupole magnets provide higher-order

corrections to the beam shape. During each orbit, the beams are allowed to cross at four

points along the ring which host the two general purpose, high luminosity experiments,

CMS and ATLAS, and the two specialized detectors, ALICE, and LHCb.

At each crossing point, the instantaneous luminosity

L =
N2

pNbunchesfγF

4πεnβ
∗ (2.1)

gives the rate at which collisions occur for a given cross-section, where Np is the number of

protons per bunch, Nbunches is the number of bunches per beam, f = 11 245 Hz is the orbit
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Figure 2.1: Diagram of the various accelerators connected to the LHC. Figure from
Reference [5]
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Table 2.1: Typical values of LHC beam parameters for several run years. Maximum
number of bunches and peak luminosity are reported for Point 1 (ATLAS) and Point
5 (CMS), which have the highest luminosity [18].

Parameter 2012 2015 2016
Energy [TeV] 4 6.5 6.5
γ 4263 6928 6928
Bunch Spacing [ns] 50 25 25
β∗ [cm] 60 80 40
Crossing Angle [µrad] 290 290 140
εn [µm] 2.5 3.5 2.0

Max. Protons per Bunch [1× 1011] 1.6 1.15 1.15
Max. Bunches per Injected Train 144 144 96
Max. Bunches 1380 2244 2220
Colliding Bunch Pairs 1380 2232 2208
Max. Stored Energy [MJ] 140 270 265

Peak Luminosity [1034 cm−2 s−1] > 0.7 ∼ 0.5 1.4

frequency, γ is the relativistic Lorentz factor, εn is the normalized beam emittance, β∗ is

the betatron function evaluated at the collision point, and F ≈ 1 is a geometric factor

that arises due to nonzero crossing angle of the beams. While many of the parameters

vary continuously during operation, representative values for the 2016 proton-proton

collisions are shown in Table 2.1.

For a given process with cross-section σ, the expected number of events is N =

σ
∫
Ldt. The quantity Lint =

∫
Ldt is referred to as the integrated luminosity and is

a useful a measure of the total number of collisions produced over a time period. The

integrated luminosity for 2016 proton-proton collisions is shown in Figure 2.2. Of the

41.07 fb−1 produced by the LHC, 37.82 fb−1 were recorded by CMS. The dataset used in

for the search described in this thesis uses only 35.9 fb−1 of this sample after filtering out

events measured with possible reconstruction errors [60]. The filtering process will be

described in later chapters.

Unfortunately, the high luminosity of the LHC does not come for free. Figure 2.3

shows the distribution of the number of vertices per event for events passing the baseline
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Figure 2.2: Integrated luminosity as a function of time for 2016 proton-proton collision.
Figure from Reference [6]

selection of this analysis (described later in Chapter 5). Due to pileup, events have an

average of nearly 23 primary vertices per event. This significantly complicates recon-

struction of the events. Worse still, if care is not taken to account for pileup effects,

the additional vertices can increase the apparent energy and jet multiplicity of an event,

making it look more like a signal event.

2.2 Compact Muon Solenoid

Collisions occurring at the beam crossing at the LHC’s Point 5 are recorded by the

CMS detector. The overall shape of CMS is approximately cylindrical, with a length of

21.6 m, a diameter of 14.6 m, and a weight of 1.25× 107 kg. The cylinder is centered on

the nominal interaction point, which is defined as the origin of the coordinate system used

by CMS. In this coordinate system, the x-axis points horizontally toward the center of
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Figure 2.3: Number of vertices per event for events passing the baseline selection of
this search. Due to pileup, events have an average of nearly 23 vertices each.

.

the LHC ring, while the y-axis points upward. The z-axis points along the circumference

of the LHC, with the positive direction obeying a right-hand rule relative to the x- and y-

axes. Rather than using Cartesian coordinates, it is often more useful to specify a radial

position r and azimuthal angle φ in the xy-plane, or transverse plane. φ = 0 is defined to

lie along the x-axis. Outside the transverse plane, the pseudorapidity η = − ln tan(θ/2)

is used as the third coordinate, where θ is the polar angle from the positive z-axis.

The detector itself consists of multiple layers, each designed to detect different classes

of particles. These layers surround the collision point with nearly 4π of solid angle

coverage, allowing measurement of momentum imbalances that may point to escaping

weakly interacting particles. The layers, starting from those closest to the beam, are the

pixel detector, silicon strip tracker, electromagnetic calorimeter, hadron calorimeter, and

muon system. Sandwiched between the calorimeters and muon system is the namesake

solenoid magnet. Figure 2.4 shows an exploded three-dimensional view of the CMS

detectors, while Figure 2.5 shows a cross section through the barrel of the detector with

the various layers labelled.
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Figure 2.4: Exploded three-dimensional view of the CMS detector. Figure from Reference [7].
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Figure 2.5: Cross sectional wedge of the CMS detector in the r-φ plane, showing the
detector layers and the interaction of several types of particles with the various layers.
Figure from Reference [8].
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Many of the subdetectors are divided into “barrel” and “endcap” regions. The barrel

regions are typically cylindrically shaped and provide coverage for low |η|. The endcaps

are usually flat and lie in the transverse plane near the ends of the experiment to detect

particles at high |η|. The exact meaning of “barrel” and “endcap” in terms of η coverage

varies depending on the subdetector.

The remainder of this section describes briefly the main components of the CMS

experiment.

2.2.1 Solenoid Magnet

CMS gets the last part of its name from its superconducting solenoid magnet. The

magnet is 12.5 m long with an inner diameter of 6 m. It is the largest such magnet ever

built, and was originally designed produce a 4 T magnetic field with a stored energy of

2.6 GJ. However, in order to mitigate aging effects, the magnet has thus far operated

with a field strength of 3.8 T.

The solenoid shape of the magnet allows for a nearly uniform magnetic field parallel to

the beam direction within the solenoid. This curves the tracks of charged particles in the

transverse plane as they pass through the detector layers. The curvature begin at r = 0,

allowing for precise momentum measurements and making it easier to trace which parti-

cles originated from which vertex. Momentum measurement requires detailed mapping

of the magnetic field throughout the detector, such as that described in Reference [61].

The magnet is housed within an iron return yoke extending out to a diameter of

14 m and length of 21.6 m. Including the magnet itself, the yoke weighs approximately

10.8× 106 kg. This large structure reduces the stray magnetic field outside the solenoid,

increases uniformity of the field within the solenoid, provides structural support to other

components of the detector, and acts as an absorber for the muon detector system.
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2.2.2 Tracker

The component of the CMS detector nearest to the interaction point is the inner

tracking system. The inner tracker is composed of two parts, a pixel detector and a silicon

strip tracker. The innermost layer of the pixel tracker has a radius of just 4.4 cm. At such

close proximity to the interaction point, the flux of particles through the detector can be

as high as 1 MHz mm−2 [9]. The high flux requires using pixels rather than strips out to

r ≈ 10 cm to keep occupancy of each detector element low. The pixel detector has three

barrel layers and two endcap layers with a combined surface area of approximately 1 m2,

covering the |η| < 2.5 region with 6.6× 107 pixels. The pixels measure approximately

100 µm× 150 µm, but a resolution of ∼ 10 µm is obtained by interpolation of the analog

signal strength in neighboring pixels.

Just outside the pixel layers are the silicon strip trackers. Beyond r ≈ 10 cm, silicon

strips are used in order to reduce the amount of data that must be read out with each

event. The are four regions in which silicon strips are used: the Tracker Inner Barrel

(TIB), Tracker Inner Disks (TID), Tracker Outer Barrel (TOB), and Tracker EndCaps

(TEC). There are a total of approximately 9.3× 106 silicon microstrips with a combined

surface area of 198 m2, forming the largest silicon tracker yet built.

Within the TIB, there are four layers of strips parallel to the z-axis, with a pitches

of 80 µm in the inner two layers and 120 µm in the inner two layers, giving resolutions of

23 µm and 35 µm, respectively. The TOB has six layers with pitches of 183 µm in the inner

four and 122 µm in the outer two, giving resolutions of 53 µm and 35 µm, respectively.

The TID consists of three disks of strips on each end, while the TEC has nine disks.

The silicon trackers extend to a radius of 1.1 m and cover |η| < 2.5 in pseudorapidity.

The layout is such that outgoing particles with |η| < 2.4 typically pass through at least

9 layers.
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Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.

layers 5 and 6. It provides another 6 r-f measurements with single point resolution of 53 µm and
35 µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm < |z| < 282cm and 22.5cm < |r| < 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320 µm thick on the inner 4 rings, 500 µm thick
on rings 5-7) with radial strips of 97 µm to 184 µm average pitch. Thus, they provide up to 9 f
measurements per trajectory.

In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and
TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230 µm and 530 µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ⇡ 9 hits in the silicon strip tracker in the full range of
|h | < 2.4 with at least ⇡ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |h | ⇡ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.

Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at h ⇡ 0 to about 1.8 X0 at |h | ⇡ 1.4, beyond which it falls to about 1 X0 at
|h | ⇡ 2.5.

3.1.3 Expected performance of the CMS tracker

For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1�2% up to |h | ⇡ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to
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Figure 2.6: Layout of the pixel and silicon strip trackers. Figure from Reference [9].

The layout of the various tracker components in the configuration used to collect the

data for this thesis is shown in Figure 2.6. The tracker has since been upgraded during

the 2016-2017 LHC shutdown.

2.2.3 Electromagnetic Calorimeter

The electromagnetic calorimeter, or ECAL, is designed to measure the energy of elec-

trically charged particles and photons after they pass through the tracker. The barrel

of the ECAL contains 61 200 lead tungstate (PbWO4) crystals and the endcaps contain

another 7324 each. The lead tungstate crystals act as scintillators and are paired with

avalanche photodiodes (APD) in the barrel and vacuum phototriodes (VPT) in the end-

caps which act as photodetectors. The number of photoelectrons detected by the APDs

and VPTs is roughly proportional to the energy of the incident particle, approximately

4.5 photoelectrons per MeV.

The barrel covers the region |η| < 1.479 with crystals measuring 0.0174 × 0.0174 in
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η-φ coordinates. The endcap extends the ECAL coverage to |η| < 3 and contains crystals

with inner faces measuring 28.62 mm× 28.62 mm.

The crystals are grouped in 5× 5 sets for data readout, referred to as trigger towers

in the barrel and as supercrystals in the endcap. As the name suggests, the trigger

towers in the barrel are used to generate an “L1 trigger primitive” from the sum of

energies in the component crystals. The role of the trigger primitives in the overall

trigger decision is discussed later in this chapter. Trigger primitives are also generated

from groups of endcap crystals. The trigger grouping in the endcap does not neatly

correspond to supercrystals, but varies so that the groups are of roughly consistent size

in η-φ coordinates across the endcap.

In addition to the barrel and endcap detectors, the ECAL contains an additional

preshower detector mounted in front of the endcaps. The preshower detector improves

electron and photon position resolution and helps identify neutral pions within the end-

cap. The preshower is approximately 20 cm thick and covers the region 1.653 < |η| < 2.6.

It consists of two layers, with each layer having a lead radiator the produces electro-

magnetic showers measured by silicon strip sensors. The silicon strips have a pitch of

approximately 1.9 mm.

2.2.4 Hadronic Calorimeter

The hadronic calorimeter (HCAL) measures the energy of particles that interact pri-

marily via the strong force and which are therefore able to pass through the ECAL. The

HCAL has four main components: the HCAL barrel (HB), HCAL endcap (HE), outer

calorimeter (HO), and forward calorimeter (HF). The HB and HE lie inside the solenoid,

with the HB covering the |η| < 1.3 region and the HE covering 1.3 < |η| < 3. The HO lies

outside the solenoid and acts as a “tail catcher” for insufficiently contained showers over
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(HB), endcap (HE), outer (HO) and forward (HF) calorimeters.

Table 5.1: Physical properties of the HB brass absorber, known as C26000/cartridge brass.

chemical composition 70% Cu, 30% Zn
density 8.53 g/cm3

radiation length 1.49 cm
interaction length 16.42 cm

(Dh ,Df) = (0.087,0.087). The wedges are themselves bolted together, in such a fashion as to
minimize the crack between the wedges to less than 2 mm.

The absorber (table 5.2) consists of a 40-mm-thick front steel plate, followed by eight 50.5-
mm-thick brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The
total absorber thickness at 90� is 5.82 interaction lengths (lI). The HB effective thickness increases
with polar angle (q ) as 1/sinq , resulting in 10.6 lI at |h | = 1.3. The electromagnetic crystal
calorimeter [69] in front of HB adds about 1.1 lI of material.

Scintillator

The active medium uses the well known tile and wavelength shifting fibre concept to bring out the
light. The CMS hadron calorimeter consists of about 70 000 tiles. In order to limit the number of
individual elements to be handled, the tiles of a given f layer are grouped into a single mechanical
scintillator tray unit. Figure 5.5 shows a typical tray. The tray geometry has allowed for construc-
tion and testing of the scintillators remote from the experimental installation area. Furthermore,
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Figure 2.7: Diagram of one quarter of the CMS detector, veiwed in the r-η plane. The
diagram highlights the location of the HCAL subdetector components, positioned out-
side the tracking detector and inside the muon chambers. Figure from Reference [9].

|η| < 1.3. The HF are 11.2 m away from the interaction point and cover the 3 < |η| < 5.2

region. The layout of the HCAL components is shown in Figure 2.7.

The HB is a sampling calorimeter with alternating layers of metal absorber and plastic

scintillator. There are 16 layers of absorber ranging from 40 mm to 75 mm thick. The

innermost and outermost layers are made of steel, while the 14 intermediate layers are

made of brass. Together, these layers provide a minimum of 5.39 interaction lengths of

absorber throughout the barrel. Interleaved with the 16 layers of absorber are 17 layers

of plastic scintillator segmented into regions measuring 0.087× 0.087 in η-φ coordinates,

each corresponding to one HCAL trigger tower. The first scintillator layer uses structural

components between the ECAL and HCAL as its absorber. Light from the scintillators

is picked up by 0.94 mm wavelength-shifting fibers and read out by hybrid photodiodes.

The HE is based on a design similar to the HB, with brass layers providing about 10

30



Experimental Apparatus Chapter 2

interaction lengths of absorber material. The scintillator is divided into regions measuring

0.087× 0.087 in η-φ for |η| < 1.6 and approximately 0.17× 0.17 for |η| ≥ 1.6.

The HO uses the solenoid magnet itself as an absorber and has either one or two

layers of scintillator with a tile size of 0.087× 0.087. The photodetectors of the HO were

upgraded to silicon photomultipliers during the LHC long shutdown one (LS1) period in

2013-2014.

Due to its position at high |η|, the HF is subjected to extraordinary amounts of radi-

ation. To improve its radiation hardness, 600 µm diameter quartz fibers are used in place

of the plastic scintillator. The steel absorber produces a shower which then generates

Cherenkov radiation within these fibers. The fibers are bundled into towers measured

0.175×0.175 in η-φ coordinates, and the light collected by conventional photomultipliers.

2.2.5 Muon System

The muon system forms the outermost layers of the CMS detector and contains three

different types of detector modules: drift tubes (DTs), which cover the barrel region out

to |η| < 1.2; cathode strip chambers (CSCs), which instrument the endcap region in the

pseudorapidity range 0.9 < |η| < 2.4; and resistive plate chambers (RPCs), which cover

both the barrel and a portion of the endcap in the pseudorapidity range |η| < 1.6 in

order to provide redundancy and improved trigger performance.

Drift Tubes

The drift tube detector system is based on rectangular drift cells with a cross-section

of 13 mm × 42 mm and a length of up to 2.4 m. An anode wire at 3600 V runs along

the center of each cell while cathode strips at −1200 V line the narrow sides, as shown

in Figure 2.8. Muons passing through the cell ionize the argon gas mixture. Within
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Figure 2.8: Cross-sectional view of a drift cell. Figure from Reference [9]

380 ns the resulting free electrons drift to the anode wire where they cause a measurable

transient voltage change.

The drift tubes are arranged in superlayers, each containing four layers of parallel

drift cells. Each of the four barrel rings, known as stations, contains 12 chambers.

Chambers in the innermost three stations contain three superlayers each, two with the

long dimension of the cells along the z-axis (to measure r and φ) and a middle superlayer

with the long dimension in the φ direction (to measure r and η). The chambers in the

outermost station do not contain the middle η-sensitive superlayer.

Cathode Strip Chambers

The large and non-uniform magnetic field present in the endcaps, as well as the signif-

icantly higher flux of particles, precludes the use of DTs. Instead, multi-wire proportional

chambers called cathode strip chambers, or CSCs, are used. The four layers of CSC in

each endcap are called stations. The stations are disk-shaped and contain two concentric

rings of wedge-shaped CSCs, except for the innermost station, which has a third ring of

CSCs.
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Each CSC has six layers of anode wires alternating with seven layers of cathode panels

divided into strips. The wires are approximately parallel to φ, while the cathode strips

are oriented radially. The CSCs are filled with a 50% CO2, 40% Ar, and 10% CF4 gas

mixture. As in the DTs, a muon passing through the CSCs will cause ionization of

the gas. The freed electrons drift to the nearest wire, which provides an r-η position

measurement. The ions induce charges on nearby cathodes, which can be interpolated

to measure the r-φ position. The off-line spatial resolution is better than 75 µm for the

inner two rings of the first station (ME1/1 and ME1/2), and 150 µm in other CSCs.

In order to accomodate an increasing muon flux, the CSC read-out electronics for the

ME1/1 station were upgrade from copper to fiber optic lines. Figure 2.9 shows a portion

of this system, highlighting the Optical Data Acquisition Motherboard (ODMB), which

aggregates the data into ethernet packets that can be sent to a commercial ethernet card.

I helped to developed some of the monitoring firmware for the ODMB and installed several

of the ODMBs.

Resistive Plate Chambers

The resistive plate chambers (RPCs) used by CMS are yet another type of gas de-

tector and are used to improve muon trigger performance. The RPCs consist of two

Bakelite plates separated by 4 mm gap filled with a gas mixture containing over 95%

C2H2F4. Between the two plates is a layer of copper readout strips. The design has a

time resolution of approximately 1 ns, much shorter than the 25 ns gap between bunch

crossings, making it useful in disambiguating which crossing produced a muon at the

trigger level before high resolution tracking is performed.

Within the barrel, stations one and two have RPCs mounted to both the near and far

sides (relative to the beam line) of the DT chambers. Stations three and four have RPCs

only on the near side, providing a total of six layers of RPCs throughout the barrel. The
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Figure 2.9: Schematic showing a portion of the data path for the ME1/1 stations,
including the Optical Data Acquisition Motherboard (ODMB). Image from Refer-
ence [10].

readout strips vary in size, with each covering 0.3125° in φ.

In the endcap, RPCs are mounted on the inner face of the the outer rings of the

four muon stations (outer two rings of the first station), providing coverage to |η| < 1.6.

Strips are oriented radially and span 0.3125° in φ.

2.2.6 Trigger and Data Acquisition

The CMS trigger system [62] is divided into two levels, called the Level-1 Trigger

(L1) and High-Level Trigger (HLT). At a bunch crossing frequency of 40 MHz, it is not

possible to save every event, and it is the job of the L1 trigger to reduce this rate to a

more manageable maximum of 100 kHz using specially designed hardware.

The L1 trigger has approximately 4 µs to determine whether an event should be

saved. Due to the complexity of reconstructing tracks from the large number of hits

typically present in the inner tracker, the decision is made using only information from
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the calorimeters and muon system.

The calorimeter branch of the L1 trigger takes input from the both the HCAL and

ECAL. The trigger decision starts from trigger primitives generated by the trigger towers.

Trigger primitive generators compute the sum of transverse energies within one trigger

tower. For |η| < 1.74, these correspond to an η-φ area of 0.087× 0.087. The towers are

larger at higher |η|. Trigger primitives are passed to the Regional Calorimeter Trigger

(RCT). For |η| < 2.5, the RCT finds four isolated and four non-isolated electron/photon

candidates per region, with each region consisting of a 4× 4 grid of trigger towers. Note

that electrons and photons cannot be distinguished at L1 due to the lack of tracker data.

The RCT additionally computes several quantities needed for detection of minimum-

ionizing particles, vetoing of tau leptons, and calculation of muon isolation. Finally, the

global calorimeter trigger takes the information from the RCTs to construct L1 jets and

to compute the event-level transverse energy, missing transverse energy, and final isolated

and non-isolated electron/photon candidates.

The muon branch of the trigger is itself composed of two main parts, one which forms

tracks from the DTs and CSCs, and one which uses the RPCs. The DTs and CSCs

are both able to compute local trigger information. The DTs compute two-dimensional

track segments in the transverse plane and hit patterns in the η direction, while the

CSCs are able to compute fully three-dimensional track segments. These segments and

patterns are sent to the DT and CSC Track Finders which connect the segments into full

candidate tracks. Meanwhile, the RPCs produce a separate set of track candidates. The

track candidates are all sent to the Global Muon Trigger which combines the information

from the DTs, CSCs, and RPCs to construct up to four muon candidates.

The Global Calorimeter Trigger and Global Muon Trigger send their candidate parti-

cles and event-level information to the Global Trigger, which takes this input and checks

whether any of 128 possible criteria are met. These criteria range from the presence of
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Figure 2.10: Schematic diagram showing how an L1A is generated from trigger prim-
itives from the calorimeter and muon systems [9].

certain objects (e.g., muons) to global requirement on the summed transverse energy of

the event. If the criteria are met, an L1-Accept (L1A) is generated, and the full read

out of the event sent on to the Data Acquisition (DAQ) system. A schematic diagram

showing the construction of an L1A is shown in Figure 2.10.

When an L1A is generated, it is sent to the various detector subsystems. Upon

receipt of an L1A, the subsystems send any buffered data from the corresponding event

to an event builder. The event builder aggregates the data from the various subsystems

into a single event which is sent to a filter farm, where the software-based HLT decides

whether to continue processing the event. The HLT has access to more information

than the L1 trigger and has time to perform a more elaborate reconstruction before

making a determination of whether to record and fully reconstruct the event. Within the

HLT, a number of different triggers are implemented with varying requirements for the

momentum and number of particles. To keep the total rate of events accepted by the

HLT below 100 kHz, triggers with the loosest requirements are prescaled, so that only a
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fraction of events nominally meeting the trigger requirements are accepted.
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Chapter 3

Object and Event Reconstruction

This chapter describes the reconstruction of various physics objects, such as leptons and

jets, and event-level variables relevant to this search for supersymmetry. The description

starts from the output of the various subdetectors described in Section 2.2 and explains

how they are used to form tracks, vertices, and calorimeter clusters. It then proceeds to

describe the particle–flow algorithm used to connect these rudimentary objects into can-

didate particles. The jet-clustering and b-tagging algorithms are also included. Finally,

important event-level variables such as Emiss
T , mT, and MJ are defined.

3.1 Tracks

Reconstruction of tracks within the silicon trackers is a daunting task, requiring that

the ∼ 103 particles passing through the detector with each bunch crossing be recon-

structed fast enough for use in the HLT, a rate of about 100 kHz. Further, tracks must

be reconstructed over a wide range of energies, from as low as 100 MeV (needed to achieve

decent jet momentum resolution in later reconstruction steps), up to the 1 TeV scale for

high momentum leptons. The position of tracks must also be accurately measured in
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order to reconstruct vertices, needed to identify b-hadron decays and to remove tracks

produced by pileup interactions.

Reconstruction of tracks is performed by specialized software known as the Combina-

torial Track Finder (CTF). The algorithm proceeds in four steps. First, track “seeds” are

established. Each seed is built from either three three-dimensional hits in the pixel de-

tector or two three-dimensional hits and an assumption that the track originates near the

beam spot. These hits are sufficient to estimate the five parameters needed to describe

the helical path of a charged particle through the nearly uniform magnetic field inside the

solenoid. Pixel hits are preferred over strip hits for this step because they provide more

information per hit (three coordinates instead of two), because their occupancy is lower

due to their higher granularity, and to maintain efficiency for low momentum particles

that inelastically scatter before reaching the outer layers of the tracker.

Second, once the seeds are established, the estimated parameters for the helical tra-

jectory are used to search outwards through the tracker layers for additional hits. A

Kalman filter updates the parameters as each new hit is added to the track.

The third step is to refit the track using all the identified hits. When refitting, any

assumed constraints about the track passing through the beam spot are removed. Rather

than assuming a uniform magnetic field, the equation of motion through the non-uniform

field is solved via a fourth-order Runge-Kutta method. The fit is done both starting from

the beam-line and tracing the track outwards, and starting from the outside and working

inward. Averaging the two fits smooths the result and provides the best estimate of

the track trajectory at each tracker layer. Spurious hits that do not match this fit are

removed from the track at this stage.

The fourth step is to discard tracks not meeting various quality requirements, includ-

ing constraints on the χ2/N.D.o.F., impact parameter, and number of hit and missed

layers of the tracker.
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The entire process is repeated six times. Most tracks are found in the first iteration,

but tracks with small transverse momentum pT and large impact parameter are not found

until later iterations when most tracker hits have already been assigned to tracks from

earlier iterations.

The set of tracks is then used to reconstruct the primary vertices (vertices resulting

from the initial collision rather than secondary decays of produced particles) for the

event. This is done using a deterministic annealing algorithm to cluster tracks by their

longitudinal impact parameter. First, a subset of the tracks are selected which have

small transverse impact parameter, at least five hits (with at least two in the pixel

layers), and good fit quality. The tracks are initially all assigned to a single vertex,

but as the annealing “temperature” is lowered, the tracks are divided among multiple

vertices. The algorithm terminates at a cutoff that compromises between the risk of

accidentally splitting a true single vertex into multiple reconstructed vertices and the

risk of merging unrelated vertices. Once the set of vertices is established, an adaptive

vertex fitter estimates their three-dimensional positions from the constituent tracks.

The vertex reconstruction process generally results in multiple primary vertices, but

even in high pileup scenarios, there is usually only one primary vertex of interest. It is

understood that the primary vertex refers to the primary vertex with the highest sum of

track p2
T.

In addition to the above tracks obtained from the silicon tracker, standalone muon

tracks are reconstructed using only the track segments in the muon system. Standalone

muon tracks are not used for vertex finding.

A far more detailed description of the track and vertex reconstruction process can be

found in Reference [63].
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3.2 Calorimeter Clustering

Much as the numerous hits in the silicon tracker are joined to form tracks, the energy

deposits in the various calorimeters are connected to form calorimeter clusters. These

clusters, rather than the raw energy deposits, are the inputs for the particle–flow algo-

rithm described in the next section. The clustering is done separately in each of calorime-

ters, including treating the first and second layers of the ECAL preshower independently.

No clustering is applied for the forward hadron calorimeter.

The clustering algorithm has three steps. First, calorimeter towers/cells whose en-

ergy deposits are a local maximum and above a threshold are labeled as cluster seeds. In

the second step, these seeds expand into groups called topological clusters by iteratively

adding neighboring seeds with significant energy deposits. During this process, topolog-

ical clusters may merge so that a single topological cluster contains multiple seeds. The

final step in the clustering algorithm is to partition the energy in the topological cluster

among the seeds to obtain the final particle–flow clusters.

3.3 Particle Flow

The tracks (both standard charged particle tracks in the tracker and standalone muon

tracks) and calorimeter deposits described above make up the basic particle–flow (PF)

elements. The PF algorithm [64, 65] is designed to take these elements and reconstruct

them into candidate particles. The algorithm has two basic steps. First, related tracks

and calorimeter clusters are grouped together to form blocks in a process known as

linking. Once all blocks have been established, each block is reconstructed into one or

more muons, electrons, photons, charged hadrons, and neutral hadrons.
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3.3.1 Linking

In the linking step, a “distance” is defined between pairs of elements in an event.

Elements with a smaller distance between them are more likely to originate from a single

underlying particle and are grouped into a block of potentially related elements. Links

only connect PF elements from different subdetectors, reflecting the fact that particles

should not pass through the same subdetector twice in different ares. For example, two

different HCAL clusters will never be linked.

In the case of links between charged particle tracks and calorimeter deposits, the

trajectory of the track is extrapolated though the calorimeter, including an estimated

depth at which maximum energy deposition should occur. If this point lies within a

calorimeter cluster, the cluster and track are linked and the link distance defined as the

η-φ distance between the extrapolated and measured cluster locations.

Potential Bremsstrahlung photons in the ECAL are linked to tracks by extrapolating

tangent lines from the tracks to the ECAL. The distance measure is the η-φ distance

between extrapolated and measured cluster location.

Links between an ECAL cluster and either an HCAL or preshower cluster are gener-

ated when the position of the cluster in the more granular detector is within the bound-

aries of the cluster in the less granular detector. The η-φ separation is again used as the

distance measure.

Links between standalone muon tracks and charged particle tracks are produced when

the two tracks can be accommodated by a single fit with small χ2. The resulting block

is called a global muon and the χ2 of the fit used as the distance measure. The χ2 is also

used to disambiguate cases when a standalone muon is compatible with multiple charged

particle tracks.
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3.3.2 Classification and Reconstruction

The blocks generated in the linking step only describe which elements are related,

but do not specify which particle type(s) generated the block. To reconstruct this in-

formation, the PF algorithm tries to assign portions of the momentum in the block to

muon, electron, photon, charged hadron, or neutral hadron candidates. The algorithm

proceeds hierarchically through theses categories and attempts to assign as much of the

momentum as possible to the earlier ones which have more distinctive signatures and can

be more easily identified.

First, any global muons compatible with their corresponding tracker muon are iden-

tified as particle flow muons and their tracks removed from the block.

After PF muons are removed, the next step is to identify electrons. Tracks are

refit with a Gaussian-Sum Filter [66] and Bremsstrahlung photon deposits in the ECAL

identified. If the track and ECAL deposits are consistent with an electron, they are

labeled as PF electrons and removed from the block.

For each remaining track, if the track is linked to multiple HCAL clusters, only the

single closest link is kept. In the case of a link to multiple ECAL clusters, the links are

ranked by distance. The links with the largest distance parameter are dropped until the

total HCAL and ECAL cluster energy is less than the track momentum. At this point,

there are four possibilities:

• The track momentum is significantly larger than the calorimeter energy. This

occurs in less than 0.03% of cases, and results in the extra track momentum being

labeled as a muon or fake track.

• The track momentum and calorimeter energy are consistent within measurement

uncertainty. A PF charged hadron is produced with momentum set to a weighted

average of the track and calorimeter measurements and mass set to that of a charged
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pion.

• The HCAL and ECAL total energy is greater than the track momentum, but the

excess is less than the total ECAL energy. The track is considered a PF charged

hadron as in the previous case, and the excess calorimeter energy assigned as a PF

photon.

• The HCAL and ECAL total energy is greater than the track momentum, but the

excess is greater than the total ECAL energy. The track is considered a PF charged

hadron, the ECAL energy is assigned to a PF photon, and any remaining energy

assigned to a PF neutral hadron. The photon is given the largest possible portion

of the ECAL energy since photons typically comprise about 25% of the energy

deposited by a jet in the ECAL, while neutral hadrons account for less than 3%.

3.4 Leptons

While the PF algorithm does identify electron and muon candidates, it applies only

very weak identification requirements. Before electrons or muons can be counted in

this analysis, several additional identification criteria must be applied. The additional

identification criteria for muons [67] are listed in Table 3.1, while the identification criteria

for electrons [68] are listed in Table 3.2.

Figure 3.1 shows the overall efficiency of the reconstruction, identification, isolation,

and vertexing requirements for both muons and electrons as a function of pT and η.

3.4.1 Mini Isolation

One is typically only interested in leptons produced by the decay of a W± produced

in the initial hard-scatter process. Such leptons are called prompt. Often, non-prompt
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Table 3.1: Kinematic and quality requirements applied to muons. dxy and dz are the
transverse and longitudinal impact parameters of the tracks associated to the muon.
The “Is global or tracker muon” excludes standalone muons.

Muon Property Requirement
pT [GeV] > 20
|η| < 2.4∣∣dxy∣∣ [mm] < 2
|dz| [mm] < 5

Irel
mini < 0.2

PF muon ID True
Is global or tracker muon True
Fraction of valid tracker hits > 0.8
Segment compatibility > 0.303
Requirements below apply only if segment compatibility ≤ 0.451

Normalized global track χ2 < 3

χ2 of tracker-standalone match < 12

Track kink χ2 < 20

Table 3.2: Kinematic and quality requirements applied to electrons. Different re-
quirements are applied to electrons in the barrel (

∣∣ηsupercluster

∣∣ ≤ 1.479) and endcap
(
∣∣ηsupercluster

∣∣ > 1.479). dxy and dz are the transverse and longitudinal impact param-
eters of the tracks associated to the electron. σiηiη is a shower shape variable which
measures the width of the ECAL energy deposits in the η direction.

Electron Property Barrel Requirement Endcap Requirement
pT [GeV] > 20 > 20∣∣ηsupercluster

∣∣ N.A. < 2.5∣∣dxy∣∣ [mm] < 0.118 < 0.739
|dz| [mm] < 3.73 < 6.02

Irel
mini < 0.1 < 0.1
σiηiη < 0.0101 < 0.0283
∆η(supercluster, track) < 0.0103 < 0.00733
∆φ(supercluster, track) < 0.0336 < 0.114
Ehadronic/Eelectromagnetic < 0.0876 < 0.0678
1
E
− 1

p
[GeV−1] < 0.0174 < 0.0898

Missing hits ≤ 2 ≤ 1
Pass photon conversion True True

45



Object and Event Reconstruction Chapter 3

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Efficiency

 (GeV)
T

Muon p
25-30 30-40 40-50 50-200

η 

0-0.9

0.9-1.2

1.2-2.1

2.1-2.4

 0.026±
0.894

 0.019±
0.911

 0.021±
0.930

 0.011±
0.931

 0.051±
0.882

 0.035±
0.895

 0.040±
0.938

 0.022±
0.931

 0.034±
0.907

 0.025±
0.911

 0.027±
0.921

 0.016±
0.934

 0.075±
0.869

 0.055±
0.868

 0.063±
0.909

 0.038±
0.902

Efficiency

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Efficiency

 (GeV)
T

Electron p
25-30 30-40 40-50 50-200

η 

0-0.8

0.8-1.442

1.442-1.556

1.556-2

2-2.5

 0.021±
0.605

 0.016±
0.661

 0.018±
0.717

 0.011±
0.803

 0.025±
0.578

 0.020±
0.666

 0.022±
0.671

 0.013±
0.782

 0.041±
0.299

 0.032±
0.315

 0.036±
0.345

 0.023±
0.416

 0.027±
0.399

 0.026±
0.536

 0.031±
0.631

 0.021±
0.734

 0.034±
0.445

 0.030±
0.530

 0.038±
0.607

 0.025±
0.680

Efficiency

Figure 3.1: Overall efficiency of the reconstruction, identification, isolation, and ver-
texing requirements for both muons (left) and electrons (right) as a function of pT

and η. Plots from supplementary material for Reference [11] and published online in
Reference [12].

leptons are produced in association with a number of other particles in secondary decays

or hadronization processes. For example, the hadronization of b-quarks produces an

electron or muon in approximately 20% of cases. Since the energy associated with such

processes is generally much lower than the transverse momentum of the decaying or

hadronizing particle, this results in a number of other particles produced within close

proximity to the lepton. Prompt leptons, on the other hand, are more likely to be

isolated.

The presence of nearby particles provides a useful means by which to distinguish

prompt and non-prompt leptons. More specifically, one may use the mini isolation vari-

able, Iabs
mini, originally described in Reference [69]. Mini isolation is defined as the sum of

the transverse momenta of PF candidates within a pT-dependent radius of the lepton in

46



Object and Event Reconstruction Chapter 3

η-φ space,

Iabs
mini =

∑
cone

pT(charged hadrons from PV)

+ max
[∑

cone

pT(photons) +
∑
cone

pT(neutral hadrons)

− 1

2

∑
cone

pT(charged hadrons not from PV), 0
]
, (3.1)

where the sum is over a cone of radius

Rmini-iso =



0.2, plT ≤ 50 GeV,

10 GeV

p
l

T

, plT ∈ (50 GeV, 200 GeV),

0.05, plT ≥ 200 GeV.

(3.2)

The cone size is chosen to be small enough to minimize the possibility of accidental

overlaps with jets in high-multiplicity or highly-boosted events, particularly overlap be-

tween a b-jet and lepton originating from a single boosted top quark. At the same time,

the cone size remains large enough that, in the case of non-prompt leptons, it is able to

contain the decay products of a b-hadron.

The specific form of the pT-dependence is motivated by the angular separation of

two daughter particles produced by the decay of a massive mother particle. In the

high-momentum limit, the separation in η-φ space is ∆Rdaughters ≈ 2M

p
mother
T

. This simple

approximation does not include such complications as decays to more than two particles

and the fact that the pT in the denominator is that of the inaccessible mother particle

rather than the visible daughter. It does, however, indicate that the cone radius should

scale as p−1
T . It also implies that the constant in the numerator should be of the same

order of magnitude as the mass of a typical parent particle. The chosen 10 GeV is
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approximately twice the mass of the b-quark whose hadrons produce many non-prompt

leptons.

The upper limit of 0.2 on the cone size is chosen to prevent accidental overlaps with

unrelated jets. At very small cone sizes, poorly understood detector resolution effects

become relevant, and so a lower bound of 0.05 is imposed on the cone radius.

For non-prompt leptons, the momentum of nearby particles is correlated with the

momentum of the lepton due to the shared mother particles. Discrimination between

prompt and non-prompt leptons is improved by placing requirements on the relative

isolation Imini ≡ Iabs
mini/p

l
T, rather than the absolute isolation.

3.4.2 Veto Tracks

As discussed later in Chapter 5, the majority of background events contain two

real leptons, with only one of the two passing the selection requirements listed in Ta-

bles 3.1 and 3.2. It is therefore useful to identify events which are likely to contain a

lost lepton. We therefore define a collection of veto tracks containing candidates which

are likely to be a lepton or a charged hadron track from the decay of a tau lepton, but

which do not pass all of the identification requirements for leptons. This collection is

built from both lepton PF candidates and charged hadron PF candidates. The selection

requirements for these veto tracks vary depending on which type of PF candidate was

used, with details of the selection provided in Table 3.3.

Like the charged leptons, the veto tracks are required to be isolated. For veto tracks

produced from lepton PF candidates, the requirement is Imini < 0.2, with Imini defined as

in Equation (3.1). For veto tracks originating from charged hadron PF candidates, only

the first term in Equation (3.1), containing other charged hadrons from the primary ver-

tex, is used to produce Ichg. trk. only
mini . Hadronically decaying tau leptons typically produce
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Table 3.3: Selection requirements for veto tracks. In all cases, it is assumed the track
has not already been identified as an electron or muon. mT2 requires an identified
electron or muon to compute. If an event does not contain any leptons, the mT2

and charge requirements are omitted. For charged hadron tracks, the definition of
mini-isolation is modified to exclude photons and neutral hadron candidates, retaining
only the first term in Equation (3.1).

Track Property Lepton PF Cand. Charged Hadron PF Cand.
pT [GeV] > 10 > 15
dxy [mm] < 0.5 < 0.5
dz [mm] < 0.7 < 0.7
Imini < 0.2 N.A.

Ichg. trk. only
mini N.A. < 0.1

Required only if event contains a lepton

mT2(track, l , Emiss
T ) [GeV] < 80 < 60

Opposite charge as lepton True True

several neutral particles in close proximity to the charged hadron PF candidate, but this

modified version of Imini allows the charged candidate into the veto track collection.

If the event in consideration has an identified electron or muon, an additional require-

ment is placed on potential veto tracks. This requirement uses the missing transverse

momentum Emiss
T (described in more detail in Section 3.6) and the lepton to construct

the transverse mass variable

mT2(track, l , ~Emiss
T ) ≡ min

~pT,a+~pT,b= ~E
miss
T

{max[mT(track, ~pT,a), mT(l , ~pT,b)]} (3.3)

described in References [70, 71]. The variable mT2 uses and is in many ways similar to

the simpler transverse mass

mT(a, b) ≡ m2
a +m2

b + 2(ET,aET,b − ~pT,a · ~pT,b), (3.4)

where E2
T ≡ m2 + pT

2. Since mT does not explicitly depend on the longitudinal mo-

mentum pz, the missing transverse momentum ~Emiss
T may be used in place of one of the
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momentum vectors. The mass of the ~Emiss
T “particle” is assumed to be 0. The variable

mT has the property that if particles a and b are produced by the decay of a com-

mon mother particle c, than mT(a, b) ≤ m(c). In particular, if an event has a single

leptonically-decaying W± and no other source of Emiss
T , then mT(lepton, ~Emiss

T ) ≤ m
W
± .

Similarly, for events with two leptonically decaying W± and no other source of Emiss
T ,

mT2(lepton 1, lepton 2, Emiss
T ) ≤ m

W
± . Rejecting those tracks which produce large val-

ues of mT2 reduces the number of fake leptons classified as veto tracks by ensuring the

lepton, track, and Emiss
T are consistent with having been produced by a dilepton-tt event.

Distributions of the mT2 variable for leptonic and hadronic tracks are shown in Fig-

ure 3.2. For dilepton tt events, the mT2 requirement for veto tracks has a high effi-

ciency, while the majority of potential veto tracks in T1tttt events produce large values

of mT2(l , track, Emiss
T ) > m

W
± and are rejected. Combined with the fact that only about

30% of T1tttt events produce an isolated track, this mean that only about 10% of T1tttt

events will have an accepted veto track.

To avoid confusion, “leptons” will refer only to electrons and muons passing the full

identification criteria and will not include the veto tracks. For counting purposes, the

number of fully identified leptons will be written as Nleps and the number of veto tracks

as Nveto.

3.5 Jets

Due to the large coupling constant associated with the strong force, hadron colliders

like the LHC produce large numbers of color-charged objects, namely quarks and gluons.

Such objects quickly hadronize before they can be directly observed in the detector,

instead producing a collimated spray of particles known as a jet. Determining which of

the resulting tracks belong to which quark/gluon, however, quickly becomes a non-trivial
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Figure 3.2: Distribution of mT2(l , track, ~Emiss
T ) for leptonic tracks (left) and hadronic

tracks(right) in simulated events. Only tracks from events passing the baseline se-
lection of Chapter 5 and satisfying mT(l , ~Emiss

T ) > 140 GeV and MJ > 250 GeV are
included, where MJ is as defined in Section 3.5.5. Dilepton tt events are shown in
blue, while T1tttt events are shown in red for mass parameters mg̃ = 1500 GeV and
m
χ̃

0
1

= 100 GeV (solid) and for mg̃ = 1200 GeV and m
χ̃

0
1

= 800 GeV (dashed). Nearly

all tracks in dilepton tt events satisfy the expected mT2(l , track, ~Emiss
T ) < m

W
± , while

the majority of tracks in T1tttt events have mT2(l , track, ~Emiss
T ) > m

W
± . Only about

30% of T1tttt events produce an isolated track, and so most events will not appear
in these plots. This also means that only about 10% of T1tttt events will contain a
veto track satisfying the mT2 and other requirements listed in Table 3.3. Figure from
Reference [13].
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task as the number of tracks grows.

3.5.1 Clustering

The recently developed FastJet [72] software package has allowed the use of sequential

recombination jet algorithms in events with large numbers of tracks. Such algorithms

define a distance measure between each pair of particles to be clustered and sequen-

tially recombines the closest pair of particles into a single object, stopping when some

algorithm-dependent condition is reached. One option is to take the distance measure to

be

dij = min
(
p2p

Ti, p
2p
Tj

) ∆R2
ij

R2 , (3.5)

diB = p2p
Ti, (3.6)

where ∆R2
ij = ∆η2

ij + ∆φ2
ij, R is a jet radius parameter which controls approximate

size of the resulting jets, and p is a parameter which alters the clustering order [73].

The dij parameter gives the distance between a pair of particles i and j, while diB is

the distance between the particle i and the beam. During the clustering process, if the

smallest distance is a diB, then i is added to the list of output jets and removed from the

list of particles to be clustered.

There are three common choices for p in this distance measure. Setting p = 1 gives

the kt algorithm, one of the earliest sequential recombination algorithms and one whose

recombination sequence may contain useful information about the underlying shower-

ing sequence that produced the jet [74]. Choosing p = 0 gives the Cambridge–Aachen

algorithm [75]. With p = 0, the distance measure is purely geometric, making the

Cambridge–Aachen algorithm useful for jet substructure studies. Finally, taking p = −1
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yields the anti-kT algorithm which produces nearly circular jets, though such jets are less

useful for substructure studies [76].

For any of the three choices of p, the sequential recombination algorithm described

above has the desirable property of being infrared and collinear (IRC) safe. That is, the

jets produced by the algorithm do not change if low-momentum radiation is added to the

event (infrared safety) or if any high momentum track is split into two collinear tracks

(collinear safety).

Unless otherwise mentioned, jets used in this thesis are anti-kt jets with radius pa-

rameter R = 0.4 and are produced by clustering PF candidates. In case of any potential

ambiguity, such jets may be referred to as AK4 jets. For PF charged hadrons, only those

originating from the highest sum-of-track-p2
T primary vertex are included. The omis-

sion of other PF charged hadrons is referred to as charged hadron subtraction and helps

mitigate the effects of pileup on the measured jet momentum.

3.5.2 Jet Energy Corrections

The primary goal of clustering particles into jets is to be able to measure as nearly

as possible the momentum of the original decaying, radiating, and/or hadronizing par-

ticle. To make this jet momentum correspond as nearly as possible to the true particle

momentum requires a multi-stage correction process [77].

The first corrections applied to jets are referred to as L1 corrections. The L1 correction

applies an offset to the jet energy in order to compensate for the effect of pileup. The

correction is calculated using a precomputed estimate of the expected energy density

per unit area from pileup. Multiplying the energy density by the area of a jet gives an

estimate for the pileup contribution to the pT of the jet [78]. The ability to compute jet

areas for arbitrarily shaped jets is a key feature of the IRC safe sequential recombination

53



Object and Event Reconstruction Chapter 3

algorithms described in Section 3.5.1. IRC safety allows a large number of “ghost”

particles with infinitesimal momentum to be added to the event without changing the

resulting jets. The area of each jet is determined by the area covered by the ghosts

clustered into the jet. L1 corrections are applied to both simulated and real data, but in

the latter case, the L1 correction has an additional component to account for differences

in the pileup energy density with respect to simulation as a function of η.

Next, so-called L2L3 corrections are applied which make the jet response uniform

as a function of η and φ. This correction accounts for potential differences in the jet

momentum and original particle momentum due to, for example, missed neutrinos in the

jet. L2L3 corrections are applied to both real and simulated events.

The last corrections applied are called L2L3Residuals. These compensate for small

differences in jet response between real and simulated events and are applied only to real

events.

3.5.3 Selection

Only a subset of the jets produced by the clustering of PF candidates are retained.

First, any jets which contain a PF candidate identified as an electron or muon as defined

in Section 3.4, or whose momenta are within ∆R =
√

∆η2 + ∆φ2 = 0.4 of such a lepton

are removed from the jet collection in order to avoid double counting.

Additionally, jets are required to satisfy the kinematic selection and quality require-

ments listed in Table 3.4.

The variable Njets is defined as the number of AK4 jets not associated with a lepton

and passing all kinematic and quality requirements. Similarly, the variable HT is defined

as the scalar sum of the transverse momenta of such jets.

In the case of tt production, the main source of background events in this search, HT
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Table 3.4: Kinematic and quality requirements applied to the jets after removing those
matched to leptons. The “fraction” requirements refer to the fraction of the energy
of the jet coming from a particular source as identified by the PF algorithm.

Jet Property Requirement
pT (corrected) > 30 GeV
|η| < 2.4
Neutral hadron fraction < 0.99
Charged hadron fraction > 0
Neutral electromagnetic fraction < 0.99
Charged electromagnetic fraction < 0.99
Number of constituents > 1
Charged multiplicity > 0

is anti-correlated with the number of leptons present in an event since each leptonically-

decaying W± reduces the number of potential jet-producing quarks by two. To avoid

this, the variable

ST = HT +
∑

l∈leptons

pT(l) (3.7)

will be used in lieu of HT wherever possible.

3.5.4 b-tagging

Third generation quarks often play an important role in supersymmetry searches at

CMS. High jet-multiplicity requirements often result in top quarks decays comprising

a large fraction of the background. Further, since naturalness may imply the third-

generation squarks are relatively light, many SUSY models involve direct or indirect

production of these squarks, which subsequently decay to produce the standard model

third-generation quarks. This includes the T1tttt and T5tttt models discussed in Sec-

tion 1.2.

For these reasons, it is important to be able to identify jets originating from b-quarks.
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At CMS, this process is called b-tagging and is accomplished by an algorithm known

as the Combined Secondary Vertex (CSV) tagger [79]. More specifically, an updated

version using an Inclusive Vertex Finder (IVF) and multivariate analysis techniques is

used, referred to as CSVv2 [80].

The b-quark can only decay via the weak interaction, with the branching fraction

for u, c, and t determined by respective CKM matrix elements. Since Ctb ∼ 1, decays

to u and c quarks are suppressed. Decays to the top quark are disallowed by its large

mass. Combined, these effects result in a long lifetime for the bottom quark, allowing

it to travel several millimeters before decaying in the detector. Like most b-tagging

algorithms, CSVv2 relies extensively on the detection of these displaced vertices.

The weak decay of the b-quark also results in production of an e or µ in approximately

20% of b-decays. The presence of charged leptons gives an additional handle by which

b-decays may be identified.

The full details of the CSVv2 algorithm are given in Reference [80], but a brief

overview is provided here. For each jet, the algorithm attempts to produce a score in

the range [0, 1]. To do this, a collection of tracks meeting the following requirements is

generated for each jet:

• At least eight tracker hits,

• Transverse momentum at least 800 MeV,

• Longitudinal impact parameter less than 3 mm,

• ∆R < 0.3 with respect to jet axis.

Of these tracks, any pair whose invariant mass is within 30 MeV of the K0
S mass are

removed. If, after removal, no tracks remain, a negative output value is produced to

signify that there is no valid input for the computation.
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Using the remaining tracks, the algorithm attempts to reconstruct secondary vertices.

This is done with the Inclusive Vertex Finder by identifying displaced tracks, using them

as seeds to cluster the track collection, and then performing a fit to construct vertices

from the clustered tracks. A number of intermediate variables are then computed, such

as the number of vertices, the invariant masses of the vertices, and the flight distance

significance for the vertices. If no vertices are found, the only available information comes

from any displaced tracks.

The intermediate variables are combined using a multilayer perceptron with one hid-

den layer. This is in contrast to the older CSV algorithm where a likelihood fit was used

and the number of input variables was smaller.

For this analysis, a standard “medium” working point with a target mis-tag rate of

1% is used. This corresponds to a CSVv2 output of 0.8484. Jets for which the CSVv2

output is above this value are classified as b-jets. The efficiency of this selection is shown

in Figure 3.3. The variable Nb will be used for the number of AK4 jets meeting this

criteria.

3.5.5 Large-Radius Jets

The R = 0.4 distance parameter used to cluster PF candidates into AK4 jets typically

captures the decay products from a single gluon or light-flavor quark. In some cases, a

larger jet radius is desirable, such as for capturing the decay of a top quark in a single

jet or, as in this search, to create jets whose masses are sensitive to the momentum scale,

multiplicity, and angular relationship of the AK4 jets.

Of course, jets with a larger radius can be constructed in precisely the same manner

as the AK4 jets, by simply clustering PF candidates with a larger distance parameter.

However, such an approach requires computing a new set of jet energy corrections for the
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Figure 3.3: Efficiency of the CSVv2 and DeepCSV b-tagging efficiencies, computed
in simulated tt+jets events. The medium working point of CSVv2 is used in this
analysis. Figure from Reference [12].

larger jet radius. Since no standardized set of such corrections was available for larger jet

radii while this search was being developed, an alternate approach is used. Instead, the

AK4 jets, including those jets associated with leptons, are clustered into larger-radius

jets using the anti-kT algorithm with distance parameter R = 1.4. The use of the already

calibrated AK4 jets avoids the need to derive a new set of jet energy corrections. Such

jets are referred to as large-R jets for the remainder of this document.

This technique of clustering jets with a small radius into jets with a large radius has

been used previously by ATLAS in, for example, Reference [81].

The sum of the masses of the large-R jets is denoted by MJ . The phenomenology of

this variable has been described extensively in References [82, 83, 84]. Basic properties

and performance of the MJ variable have been studied using early
√
s = 13 TeV data [85].

Similar variables have been used by ATLAS SUSY searches in all-hadronic final states

in
√
s = 8 TeV data [86, 87, 88, 89]. Properties of the MJ variable within the context of
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this search are discussed in Chapter 5.

3.6 Emiss
T

Particles that do not interact via the electromagnetic and strong forces, such as

neutrinos and neutralinos, are generally undetectable as they pass through the CMS

detector. However, the presence of such particles in an event can be inferred from the

momentum of the detected particles. Since the beams initially have negligible momentum

in the transverse plane, conservation of momentum implies that the sum of the momenta

of all final state particles should also sum to zero in the transverse plane. On the other

hand, since the interacting quarks and gluons carry variable and unknown fractions of

the proton momentum, no such relation holds in the longitudinal direction.

If one or more particles escape CMS undetected, their combined transverse momen-

tum should have the same magnitude and opposite direction as the summed transverse

momentum of all the visible particles. Thus, a useful quantity is the PF missing trans-

verse momentum, defined as ~Emiss
T ≡ −∑ ~pT, where the sum runs over all jets and PF

candidates not clustered into a jet. For charged particles which leave a track in the silicon

tracker, only those particles matched to the primary vertex are included. In principle,

one could use the PF constituents of the jets directly in the sum, but using the L1- and

L2L3-corrected jets provides a more accurate estimate of the total visible transverse mo-

mentum. The presence of large Emiss
T ≡ | ~Emiss

T | is generally an indication of the presence

of invisible particles.

In events with precisely one identified lepton, mT (written as a variable rather than

a function) will refer to mT(l , ~Emiss
T ), as defined in Equation (3.4).

At the trigger level, the similar variable Hmiss
T is occsionally used. Hmiss

T only sums

the transverse momenta of jets, excluding the other PF candidates.

59



Chapter 4

Real and Simulated Data Samples

Having given a brief overview of how the LHC and CMS produce and record events in

Chapter 3, the logical next topic is to discuss which events we will be using. This chapter

describes both the triggers used to collect data at CMS (Section 4.1) and the simulated

events samples used to study the properties of the signal and background in more detail

(Section 4.2).

4.1 Real Data

The dataset used for this analysis corresponds to approximately 35.9 fb−1 of proton-

proton collisions with a center-of-momentum energy of 13 TeV. The dataset is divided

into several eras during which operating conditions of CMS are kept as steady as possi-

ble. The eras used in this analysis are: Run2016B, Run2016C, Run2016D, Run2016E,

Run2016F, Run2016G, and Run2016H. The corresponding luminosities of these eras are

shown in Table 4.1. Only data meeting the requirements of CMS’s Golden JSON, which

requires all subdetectors to be functioning properly, are used.

The dataset comprises several overlapping primary datasets based on which HLT
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Table 4.1: Integrated luminosity of the data eras used in this analysis, including only
those passing the Golden JSON requirement in which all subdetectors are functioning
properly. The uncertainty on the total integrated luminosity is 2.6%.

Era L [fb−1]
Run2016B 5.751
Run2016C 2.573
Run2016D 4.242
Run2016E 4.025
Run2016F 3.105
Run2016G 7.576
Run2016H 8.651
Total 35.922

requirements each event passes. This analysis uses the JetHT, MET, SingleElectron,

and SingleMuon primary datasets.

Within each primary dataset, only events passing a subset of the HLT paths are

retained. In short, the set of triggers used in this analysis require either a single lepton

with pT > 15 GeV, possibly with an additional HT requirement; or Emiss
T or Hmiss

T greater

than 100 GeV. The full set of triggers is provided in Table 4.2.

In order to ensure that the efficiency is as high as possible and independent of the

offline threshold chosen, the HLT selection should be as loose as possible. The lepton pT,

Emiss
T , and Hmiss

T requirements used are the lowest available without prescaling. Since the

loosest trigger without prescaling changes with the instantaneous luminosity, Table 4.2

includes a number of very similar triggers with varying thresholds.

In the case of lepton isolation, maintaining offline efficiency presents a unique chal-

lenge. Only fixed-cone size isolation is implemented within the HLT, and the isolation

requirements cannot be completely removed from leptons without prescaling the trig-

ger. In order to ensure efficiency of the offline mini-isolation requirements, the online

fixed-cone isolation is made as loose as possible. Triggers with this loosened fixed-cone

isolation contain “IsoVVVL” within their name.
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Table 4.2: List of all triggers used in this analysis. The final trigger decision is the
logical OR of the individual triggers.

HLT Path Name
HLT Mu15 IsoVVVL PFHT350
HLT Mu15 IsoVVVL PFHT400
HLT Mu50 IsoVVVL PFHT400
HLT IsoMu22 eta2p1
HLT IsoMu24
HLT IsoTkMu24
HLT Mu50
HLT Ele15 IsoVVVL PFHT350
HLT Ele15 IsoVVVL PFHT400
HLT Ele50 IsoVVVL PFHT400
HLT Ele27 eta2p1 WPLoose Gsf
HLT Ele25 eta2p1 WPTight Gsf
HLT Ele27 WPTight Gsf
HLT Ele105 CaloIdVT GsfTrkIdT
HLT Ele115 CaloIdVT GsfTrkIdT
HLT PFMET100 PFMHT100 IDTight
HLT PFMETNoMu100 PFMHTNoMu100 IDTight
HLT PFMET110 PFMHT110 IDTight
HLT PFMETNoMu110 PFMHTNoMu110 IDTight
HLT PFMET120 PFMHT120 IDTight
HLT PFMETNoMu120 PFMHTNoMu120 IDTight
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Figure 4.1: Efficiency of the Emiss
T - and Hmiss

T -based triggers (left), leptonic triggers
(center), and the logical OR of all triggers (right) as a function of offline Emiss

T in events
with an offline muon. The sample consists of events passing the HLT PFJet450 trigger
and an offline selection requiring three or more jets and ST > 500 GeV. Figure from
Reference [13].
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Figure 4.2: Efficiency of the Emiss
T - and Hmiss

T -based triggers (left), leptonic triggers
(center), and the logical OR of all triggers (right) as a function of offline Emiss

T in events
with an offline electron. The sample consists of events passing the HLT PFJet450
trigger and an offline selection requiring three or more jets and ST > 500 GeV. Figure
from Reference [13].

Figures 4.1 and 4.2 show the efficiency of the various triggers as a function of offline

Emiss
T for events containing an offline muon and events containing an offline electron,

respectively. In both figures, events are obtained with the HLT PFJet450 trigger and an

offline selection requiring three or more jets and ST > 500 GeV.

The Emiss
T - and Hmiss

T -based triggers are the main source of data for this analysis and

reach a nearly constant efficiency over 99% for offline Emiss
T > 300 GeV, as seen in the left

most plots in the two figures. The region for which the efficiency is nearly independent

of the offline selection threshold is referred to as the efficiency plateau. For lower values
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Figure 4.3: Combined efficiency of all triggers used in this analysis as a function of
offline Njets, Nb , and MJ for events containing an offline muon. The sample consists
of events passing the HLT PFJet450 trigger and an offline selection requiring three or
more jets, Emiss

T > 200 GeV, and ST > 500 GeV. Figure from Reference [13].

of offline Emiss
T , the online Emiss

T requirements are not fully efficient and the efficiency

changes rapidly with Emiss
T .

On the other hand, since the leptonic triggers do not have an online Emiss
T requirement,

their efficiencies are nearly constant with respect to offline Emiss
T . This property makes

them useful for recovering triggering efficiency at low Emiss
T , as shown in the right-most

plots. The logical OR of all of the triggers provides greater than 90% efficiency across

the Emiss
T spectrum.

The overall efficiency of the trigger as a function of Njets, Nb , and MJ is shown in

Figures 4.3 and 4.4 for muon and electron events, respectively, with Emiss
T > 200 GeV. In

all cases, the trigger is nearly 100% efficient and the efficiency independent of the offline

variables.

4.2 Monte Carlo Simulation

In addition to true data recorded by CMS, we make use of a number of simulated

event samples. These samples mimic various physics processes that can occur in proton-

proton collisions and are used in situations where it is impossible or undesirable to use

the true data, such as when:
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Figure 4.4: Combined efficiency of all triggers used in this analysis as a function of
offline Njets, Nb , and MJ for events containing an offline electron. The sample consists
of events passing the HLT PFJet450 trigger and an offline selection requiring three or
more jets, Emiss

T > 200 GeV, and ST > 500 GeV. Figure from Reference [13].

• real data are still blinded,

• one wants to know the “true” properties of an event,

• control regions for a sample are too small,

• one is studying a signal model which may or may not exist.

Generation of simulated events is done in a multi-step process. First, the hard scat-

ter event is simulated using either the MadGraph5 aMC@NLO 2.2.2 [90] or POWHEG

v2 [91, 92, 93] Monte Carlo (MC) generator. The MadGraph5 aMC@NLO generator

is used at leading order (LO) accuracy for the simulation of signal processes and most

backgrounds, including tt production. Other background processes, including single

top quark and diboson production, are simulated at next-to-leading order (NLO) using

either POWHEG or MadGraph5 aMC@NLO. The NLO simulation provides a more ac-

curate estimate of the background properties by producing some events with a negative

weight. This has the unfortunate consequence of requiring a larger number of events

to be simulated for the same equivalent luminosity, typically resulting in reduced sta-

tistical precision. For example, in a sample where a fraction f of the simulated events

have weight −w and 1 − f have weight +w, the effective luminosity of the sample is
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Leff/σ = Nw(1−2f), where σ is the cross-section of the simulated process. The effective

luminosity of the sample decreases linearly with f and becomes zero when f = 1
2
. As

such, the NLO samples typically have a lower effective luminosity.

The kinematic properties and cross-sections of the various processes depend on the

parton distribution function (PDF) of the colliding protons, which are taken from NNPDF

3.0 [94].

For all processes, the highest order cross-section calculation available is used. For

tt production, cross-sections are computed at next-to-next-to-leading order plus next-

to-next-to-leading logarithmic order (NNLO+NNLL) [95], while for T1tttt and T5tttt

models, cross-sections are computed at next-to-leading order plus next-to-leading loga-

rithmic order (NLO+NLL).

Following simulation of the hard scatter process, showering and fragmentation of

the partons are simulated with Pythia 8.205 [96] using the CUETP8M1 tune [94] for

the underlying event model. Interactions of particles with the detector are simulated

using the GEANT4 software package [97] for background processes and the CMS fast

simulation package [98] for signal samples.

The presence of pileup and an underlying event are simulated by overlaying the event

with multiple minimum bias events. The minimum bias events are themselves simulated

using Pythia with the CUETP8M1 tune.

Table 4.3 lists the simulated background samples used in this analysis and their

equivalent integrated luminosities.

The simulated signals are SMS-T1tttt TuneCUETP8M1 13TeV-madgraphMLM-pythia8

and SMS-T5tttt dM175 TuneCUETP8M1 13TeV-madgraphMLM-pythia8. For T1tttt,

628 different mass points are simulated, with gluino masses varying from 600 GeV to

2300 GeV and χ̃0
1 masses varying from 1 GeV to 1600 GeV. For T5tttt, 580 mass points

are simulated, with gluino masses varying from 800 GeV to 2300 GeV. When showing a
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Table 4.3: Simulated background processes and their equivalent integrated luminosities.
Simulated Sample Name Events L [fb−1]
TTJets TuneCUETP8M1 13TeV-madgraphMLM-pythia8 10 259 872 12.57
TTJets SingleLeptFromT TuneCUETP8M1 13TeV-madgraphMLM-pythia8 61 973 977 346.80
TTJets SingleLeptFromT genMET-150 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 16 959 409 1819.14
TTJets SingleLeptFromTbar TuneCUETP8M1 13TeV-madgraphMLM-pythia8 60 210 394 336.94
TTJets SingleLeptFromTbar genMET-150 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 17 066 856 1830.66
TTJets DiLept TuneCUETP8M1 13TeV-madgraphMLM-pythia8 30 444 678 355.41
TTJets DiLept genMET-150 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 9 890 329 1806.33
TTZToLLNuNu M-10 TuneCUETP8M1 13TeV-amcatnlo-pythia8 1 992 438 1708.99
TTZToQQ TuneCUETP8M1 13TeV-amcatnlo-pythia8 749 400 310.65
TTWJetsToLNu TuneCUETP8M1 13TeV-amcatnloFXFX-madspin-pythia8 5 280 565 6838.97
TTWJetsToQQ TuneCUETP8M1 13TeV-amcatnloFXFX-madspin-pythia8 833 298 547.04
TTTT TuneCUETP8M1 13TeV-amcatnlo-pythia8 250 000 4811.39
ST tW antitop 5f NoFullyHadronicDecays 13TeV-powheg TuneCUETP8M1 11 408 144 586.04
ST tW top 5f NoFullyHadronicDecays 13TeV-powheg TuneCUETP8M1 11 345 619 582.83
ST t-channel antitop 4f inclusiveDecays TuneCUETP8M2T4 13TeV-powhegV2-madspin 3 928 063 48.52
ST t-channel top 4f inclusiveDecays TuneCUETP8M2T4 13TeV-powhegV2-madspin 5 993 676 44.06
ST s-channel 4f leptonDecays 13TeV-amcatnlo-pythia8 TuneCUETP8M1 1 000 000 116.20
WJetsToLNu TuneCUETP8M1 13TeV-madgraphMLM-pythia8 57 026 058 0.93
WJetsToLNu HT-70To100 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 10 094 300 6.08
WJetsToLNu HT-100To200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 78 236 266 48.00
WJetsToLNu HT-200To400 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 38 328 549 87.99
WJetsToLNu HT-400To600 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 7 759 701 130.93
WJetsToLNu HT-600To800 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 18 687 480 1281.68
WJetsToLNu HT-800To1200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 7 745 467 1163.65
WJetsToLNu HT-1200To2500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6 290 216 3911.61
WJetsToLNu HT-2500ToInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 2 388 086 61 368.93
QCD HT100to200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 80 160 711 0.00
QCD HT200to300 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 57 580 393 0.03
QCD HT300to500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 54 537 903 0.15
QCD HT500to700 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 62 271 343 2.12
QCD HT700to1000 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 45 412 780 6.96
QCD HT1000to1500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 15 127 293 14.22
QCD HT1500to2000 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 11 826 702 97.34
QCD HT2000toInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6 039 005 237.57
DYJetsToLL M-50 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 49 144 274 8.16
DYJetsToLL M-50 HT-70to100 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 9 616 188 44.60
DYJetsToLL M-50 HT-100to200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 10 391 819 60.61
DYJetsToLL M-50 HT-200to400 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 9 404 362 178.85
DYJetsToLL M-50 HT-400to600 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 9 950 320 1471.66
DYJetsToLL M-50 HT-600to800 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 8 292 957 4946.62
DYJetsToLL M-50 HT-800to1200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 2 668 730 3210.09
DYJetsToLL M-50 HT-1200to2500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 596 079 4177.73
DYJetsToLL M-50 HT-2500toInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 399 492 125 304.88
WJetsToQQ HT-600ToInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1 026 587 8.92
WH HToBB WToLNu M125 13TeV amcatnloFXFX madspin pythia8 2 179 687 2872.12
WWTo2L2Nu 13TeV-powheg 1 999 000 164.15
WWToLNuQQ 13TeV-powheg 1 999 200 39.99
WZTo1L1Nu2Q 13TeV amcatnloFXFX madspin pythia8 23 939 924 735.80
WZTo1L3Nu 13TeV amcatnloFXFX madspin pythia8 1 703 772 170.78
WZTo2L2Q 13TeV amcatnloFXFX madspin pythia8 26 517 272 1699.59
WZTo3LNu TuneCUETP8M1 13TeV-powheg-pythia8 1 993 200 449.97
ZH HToBB ZToNuNu M125 13TeV amcatnloFXFX madspin pythia8 2 159 477 6950.97
ZZ TuneCUETP8M1 13TeV-pythia8 990 064 59.92
ttHTobb M125 13TeV powheg pythia8 3 936 004 3936.00
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Table 4.4: Weights to correct the ISR multiplicity distribution in simulated event
samples. For tt events, C = 1.071. For signal events, C = 1.143. The correction is
not applied to other samples.

NISR-jets weight/C
0 1
1 0.920
2 0.821
3 0.715
4 0.662
5 0.561
≥ 6 0.511

particular signal mass point in a figure or table, the non-compressed (NC) benchmark

mass point will refer to mg̃ = 1800 GeV, m
χ̃

0
1

= 100 GeV, while the compressed (C) mass

point will refer to mg̃ = 1400 GeV, m
χ̃

0
1

= 1000 GeV.

To improve the agreement of simulation with data, simulated tt events are weighted

based on the number of ISR jets present in the event [99, 100]. The weights are computed

using a dilepton tt sample with two b-tagged jets, and are shown in Table 4.4.
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Chapter 5

Event Selection

Even if supersymmetry proves true, the vast majority of events selected by the trigger

are produced by purely standard model background processes. This chapter will give a

brief overview of how we select potential events of interest and how some of the remaining

background events manage to look like signal events.

5.1 The Baseline Selection, MJ , and mT

Before applying any physics-motivated selection criteria, we first apply a number of

filters designed to remove any events that are likely to contain reconstruction errors,

particularly errors which can produce fake Emiss
T . These filters, standard to CMS SUSY

searches, remove events with noise in the hadronic calorimeters, noise in the ECAL

superclusters, dead cells in the ECAL, beam halo, or jets failing to pass quality criteria.

Additionally, we require that events have at least one good primary vertex. Finally, we

apply a “muon jet filter” developed for the SUSY search described in Reference [101],

which removes any events containing a jet with pT > 200 GeV, ∆φ(jet, ~Emiss
T ) > π − 0.4,

and at least half its energy coming from a muon.
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To improve the signal-to-background ratio, it is necessary to select a subset of those

events which are more likely to be of interest. This is the role of the baseline selection,

which requires that Nleps = 1, ST > 500 GeV, Emiss
T > 200 GeV, Nveto = 0, Njets ≥ 6, and

Nb ≥ 1. The first three requirements, in addition to increasing the signal-to-background

ratio, ensure that the analysis reaches the trigger efficiency plateau.

After applying the baseline selection, more than 80% of the remaining standard model

background events are the result of a tt+jets process. Contributions from the production

of a either single top quark or a W± boson amount to 6% to 8% of the background each.

In these events, the top quark or W± generally must be produced in association with

additional jets in order to pass the Njets ≥ 6 requirement. The expected number of

background events from QCD processes is negligible. Table 5.1 gives a more detailed

breakdown of the background composition after each stage of the baseline selection.

Yields in the table are taken from simulation and normalized to an integrated luminosity

of 35.9 fb−1. The requirements above the horizontal line are part of the baseline selection,

while those below the line represent requirements used to separate the events into various

bins, as described below.

Figure 5.1 shows “N − 1” distributions for the variables ST, Emiss
T , Njets, and Nb fol-

lowing application of all requirements in the baseline selection, except for any pertaining

to the variable whose distribution is being plotted.

After applying the baseline selection, we partition the accepted events into several

bins of MJ , mT, Emiss
T , Njets, and Nb . The bins form non-overlapping categories of events

with varying kinematic properties. These bins improve the signal-to-background ratio

and will be used in the background estimation procedure described in Chapter 6. Rows

below the horizontal line in Table 5.1 show the effect of some bin requirements on the

background composition.

The first step in the binning process is to split the events into three MJ ranges

70



Event Selection Chapter 5

T
a
b

le
5
.1

:
E

x
p

ec
te

d
y
ie

ld
s

fr
om

si
m

u
la

te
d

st
an

d
ar

d
m

o
d

el
b

ac
k
gr

ou
n

d
an

d
S

U
S

Y
si

gn
al

p
ro

ce
ss

af
te

r
se

q
u

en
ti

al
ap

p
li

ca
ti

on
of

ev
en

t
se

le
ct

io
n

cr
it

er
ia

.
Y

ie
ld

s
ar

e
n

or
m

al
iz

ed
to

an
in

te
gr

at
ed

lu
m

in
os

it
y

of
35
.9

fb
−

1
.

T
h

e
“O

th
er

”
ca

te
go

ry
in

cl
u

d
es

D
re

ll
-Y

a
n

p
ro

ce
ss

es
an

d
p

ro
d

u
ct

io
n

of
tt

tt
,

Z
+

je
ts

,
Z

Z
,

W
±

Z
,

W
±

W
±

,
tt

H
,

W
±

H
,

Z
H

,
an

d
g

g
Z

H
.

In
ca

se
s

w
h

er
e

a
H

ig
g
s

b
os

on
is

p
ro

d
u

ce
d

,
it

is
as

su
m

ed
to

d
ec

ay
to

b
b

.
T

h
e

“t
tV

”
ca

te
go

ry
in

cl
u

d
es

tt
W
±

,
t t

Z
,

an
d

tt
γ

.
T

h
e

“N
C

”
an

d
“
C

”
T

1t
tt

t
si

gn
al

m
o
d

el
s

co
rr

es
p

on
d

to
th

e
(m

g̃
=

18
00

G
eV
,
m
χ̃

0 1
=

10
0

G
eV

)
an

d

(m
g̃

=
14

0
0

G
eV
,
m
χ̃

0 1
=

10
0
0

G
eV

)
m

as
s

p
oi

n
ts

,
re

sp
ec

ti
v
el

y,
as

d
es

cr
ib

ed
in

S
ec

ti
on

4.
2.

R
ow

s
ab

ov
e

th
e

h
or

iz
on

ta
l

li
n

e
co

rr
es

p
on

d
to

re
q
u

ir
em

en
ts

in
cl

u
d

ed
in

th
e

b
as

el
in

e
se

le
ct

io
n
.

F
or

en
tr

ie
s

w
it

h
an

ex
p

ec
te

d
y
ie

ld
of

0,
st

at
is

ti
ca

l
u

n
ce

rt
a
in

ti
es

a
re

at
m

os
t

0.
15

ev
en

ts
.

T
h
e

p
re

ci
si

on
is

li
m

it
ed

b
y

th
e

n
u

m
b

er
of

si
m

u
la

te
d

ev
en

ts
av

ai
la

b
le

.
T

ab
le

fr
o
m

R
ef

er
en

ce
[1

3
].

L
=

35
.9

fb
−

1
O

th
er

Q
C

D
tt

V
S
in

gl
e

t
W
±

+
je

ts
tt

(1
l)

tt
(2

l)
S
M

b
k
g.

T
1t

tt
t

N
C

T
1t

tt
t

C

N
le

p
s

=
1,
S

T
>

50
0

G
eV

,
E

m
is

s
T

>
20

0
G

eV
84

68
.1

36
23
.0

16
24
.4

90
96
.5

96
03

3.
4

49
21

2.
8

11
81

3.
9

17
9

87
2.

1
31
.0

92
.6

N
v
et

o
=

0
67

83
.3

34
14
.2

13
67
.6

81
03
.3

92
18

4.
9

45
78

9.
0

76
05
.8

16
5

24
8.

1
28
.5

80
.2

N
je

ts
≥

6
42

0.
2

20
0.

8
51

2.
1

11
49
.3

41
85
.5

11
58

8.
4

14
35
.9

19
49

2.
2

25
.0

74
.5

N
b
≥

1
12

5.
9

10
5.

4
41

1.
6

91
3.

4
10

07
.1

94
08
.2

11
83
.0

13
15

4.
6

23
.7

70
.8

M
J
>

25
0

G
eV

10
7.

8
79
.4

35
7.

9
74

9.
5

81
9.

4
79

43
.3

91
9.

1
10

97
6.

5
23
.6

66
.1

m
T
>

14
0

G
eV

9.
5

6.
7

42
.3

43
.2

28
.2

87
.2

36
9.

1
58

6.
2

19
.3

39
.4

M
J
>

40
0

G
eV

5.
5

6.
1

20
.4

25
.7

16
.9

51
.2

14
3.

8
26

9.
5

18
.9

25
.1

N
b
≥

2
1.

8
0.

6
8.

3
11
.1

3.
8

25
.1

69
.4

12
0.

1
14
.2

18
.8

E
m

is
s

T
>

35
0

G
eV

0.
29

0.
16

2.
30

2.
82

0.
81

2.
36

15
.1

9
23
.9

3
12
.5

0
9.

08

E
m

is
s

T
>

50
0

G
eV

0.
00

0.
00

0.
63

0.
70

0.
27

0.
35

3.
50

5.
40

9.
96

3.
82

N
je

ts
≥

9
0.

03
0.

00
0.

12
0.

06
0.

05
0.

04
0.

39
0.

69
3.

82
2.

61

O
th

er
Q

C
D

tt
V

S
in

gl
e

t
W
±

+
je

ts
tt

(1
l)

tt
(2

l)
S
M

b
k
g.

T
1t

tt
t

N
C

T
1t

tt
t

C

71



Event Selection Chapter 5

 [GeV]TS
500 1000 1500 2000

M
C

D
at

a

0.5

1

1.5

E
nt

rie
s/

(1
00

 G
eV

)

1

10

210

310

410

510
Data [N=11183]
T1tttt(1800,100) [N=51]
T1tttt(1400,1000) [N=78]

 (1l) [N=8000]tt
 (2l) [N=988]tt

W+jets [N=860]
Single t [N=756]

V [N=155]tt
Other [N=423]

0.8)%±, (80.3-1L=35.9 fb

 = 0
tks

veto 1, N≥ 
b

 6, N≥ 
jets

 > 200, Nmiss

T
 > 500, E

T
 = 1, SlepN

 [GeV]miss
TE

200 300 400 500 600 700
M

C
D

at
a

0.5

1

1.5

E
nt

rie
s/

(5
0 

G
eV

)

10

210

310

410

510

610
Data [N=11183]
T1tttt(1800,100) [N=51]
T1tttt(1400,1000) [N=78]

 (1l) [N=8000]tt
 (2l) [N=988]tt

W+jets [N=860]
Single t [N=756]

V [N=155]tt
Other [N=423]

0.8)%±, (80.3-1L=35.9 fb

 = 0
tks

veto 1, N≥ 
b

 6, N≥ 
jets

 > 200, Nmiss

T
 > 500, E

T
 = 1, SlepN

jetsN
0 5 10 15

M
C

D
at

a

0.5

1

1.5

E
nt

rie
s

1−10

1

10

210

310

410

510

610

710 Data [N=53106]
T1tttt(1800,100) [N=56]
T1tttt(1400,1000) [N=84]

 (1l) [N=30886]tt
 (2l) [N=5121]tt

W+jets [N=9531]
Single t [N=4895]

V [N=384]tt
Other [N=2288]

0.4)%±, (84.3-1L=35.9 fb

 = 0
tks

veto 1, N≥ 
b

 > 200, Nmiss

T
 > 500, E

T
 = 1, SlepN

bN
0 2 4 6

M
C

D
at

a

0.5

1

1.5

E
nt

rie
s

1−10

1

10

210

310

410

510

610
Data [N=16365]
T1tttt(1800,100) [N=53]
T1tttt(1400,1000) [N=82]

 (1l) [N=9722]tt
 (2l) [N=1185]tt

W+jets [N=3523]
Single t [N=938]

V [N=189]tt
Other [N=808]

0.6)%±, (79.2-1L=35.9 fb

 = 0
tks

veto 6, N≥ 
jets

 > 200, Nmiss

T
 > 500, E

T
 = 1, SlepN

Figure 5.1: Distribution of baseline selection variables ST (top left), Emiss
T (top right),

Njets (bottom left), and Nb (bottom right). Distributions are shown in an “N − 1”
fashion with all requirements of the baseline selection applied, except for any pertain-
ing to the variable whose distribution is shown. The blue shaded region in the ratio
plots (bottom panels) indicates statistical uncertainty from the limited sample size of
the Monte Carlo simulation. Plots from Reference [13].
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Figure 5.2: Distribution of MJ and mT after the baseline selection. The blue shaded
region in the ratio plots (bottom panels) indicates statistical uncertainty from the
limited sample size of the Monte Carlo simulation. Left plot from Reference [13].
Right plot from supplementary technical material of Reference [11].

(MJ ≤ 250 GeV, 250 GeV < MJ ≤ 400 GeV, and 400 GeV < MJ) and two mT ranges

(mT ≤ 140 GeV and mT > 140 GeV). Figure 5.2 shows the MJ and mT distributions for

events passing the baseline selection.

5.2 ISR and MJ

For tt + jets production, the dominant source of background events passing the base-

line selection, the MJ distribution depends strongly on the amount of initial state radi-

ation (ISR). For example, Figure 5.3 compares the distributions of MJ in events with

pT,ISR < 10 GeV and in events with pT,ISR > 100 GeV. For tt +jets events with negligible

ISR, the MJ distribution has the interesting property that MJ < 2mt . This is because,

in the absence of ISR, the two top quarks are produced approximately back-to-back. The

largest possible MJ for low-ISR events occurs when the decay products of each top quark

are clustered into a single large-R jet. This results in two large-R jets, each with a mass
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Figure 5.3: Distribution of MJ for events with pT,ISR < 10 GeV and events with
pT,ISR > 100 GeV. The distribution is shown for tt events with either one or two true
leptons (dark and light blue, respectively) and for an example T1tttt model (red).
When large amounts of ISR are present, the high-MJ tails become similar for two
tt components. The events shown have at least one reconstructed lepton and satisfy
Emiss

T > 200 GeV and HT > 500 GeV. Figure from Reference [13]..

no larger than that of the original top quark. If the decay products of a top quark do

not fit within a large-R jet, the masses of the two resulting jets are even smaller.

On the other hand, in events with large amounts of ISR, there are two common ways

to produce events with MJ > 2mt . First, the ISR jets may be clustered into one of the

large-R jets along with a top quark. Alternatively, the two top quarks may recoil off of

the ISR, causing their decay products to overlap in η-φ space and form a single large-R

jet. In both cases, the masses of the resulting large-R jets may exceed mt . In principle,

it is also possible for multiple AK4-jets from ISR to be clustered into a single large-R jet

with large mass, but contributions from such configurations are negligible compared to

the previous two cases.

Figure 5.4 shows a simple diagram of the expecte configuration of objects clustered

into large-R jets for an event without ISR (left) and with ISR (right). The diagram with

ISR shows the ISR jets overlapping with the decay products from the top quarks. It is

also possible that the two top quarks recoil against the ISR jet and overlap with each

other. Figure 5.5 shows the large-R jets reconstructed for high-MJ event from 2015 in
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Figure 5.4: Simple diagram showing how objects are clustered into large-R jets in
a tt + jets event without ISR (left) or with ISR (right). Here, the ISR is shown
overlapping with the ISR jets. High ISR may also result from the two top quarks
recoiling against the ISR and overlapping with each other.

which this latter configuration occurs. Note that in 2015, large-R jets where clustered

with R = 1.2 instead of R = 1.4 [14, 11].

Another interesting property of events with significant ISR is that the tail of the MJ

distribution for tt + jets events is approximately independent of the number of leptons

in the event. This is because the contributions to MJ come primarily from ISR rather

than the top quark decay products themselves, so the missed neutrino has minimal effect

on MJ . The approximate independence of MJ and the number of leptons will be an

important part of the background estimation method described later in Chapter 6.

The distribution of MJ in signal events is dependent on the difference in the masses

of the gluino and LSP. Large mass differences tend to result in larger values of MJ

because the extra available energy increases the pT of the top quarks, collimating them

and preferentially clustering the decay products into a single higher-mass large-R jet.

Figure 5.6 provides examples of MJ spectra for two selected T1tttt mass points. The

plots show the MJ distributions when large-R jets are clustered with radius parameters

of R = 1.2 (left plot) and R = 1.4 (right plot, the standard used in this analysis). The
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MET = 347 GeV b-tag = 160 GeV 

large-R jet pT = 1226 GeV 
Contains  

6 AK4 jets + electron 
mass = 897 GeV
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Mostly from 1 ISR jet 

mass = 254 GeV
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Contains just 1 AK4 jet 

mass = 22 GeV
Both tops + 

more ISR/FSR

1468 GeV AK4 jet

Figure 5.5: Reconstruction of a 2015 event (run number 256843, lumi block 282, event
408328426) with MJ = 1173 GeV. The event has an electron and nine jets (yellow
circles), two of which are b-tagged (bold yellow circle). It appears to be a tt+jets event
in which the two top quarks recoiled off of an ISR jet with pT = 1468 GeV, causing
their decay producets to overlap. Many of the decay products are clustered into a
single large-R jet with mass 897 GeV, causing the large MJ . Note that the large-R
jets shown in green circles were clustered with R = 1.2 rather than the R = 1.4 used
for the 2016 version of the search described in this dissertation [14, 11]. The left
image shows a two-dimensional projection in η-φ space. The event is displayed using
the Fireworks software from CMS.[15]
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Figure 5.6: Distribution of MJ when large-R jets are clustered with radius pa-
rameters R = 1.2 (left) and R = 1.4 (right). The distributions are shown for tt
(blue) events and two selected T1tttt mass points (red). The solid red line corre-
sponds to the non-compressed benchmark with mass parameters mg̃ = 1800 GeV and
m
χ̃

0
1

= 100 GeV, while the dashed red line corresponds to the compressed benchmark

with mg̃ = 1400 GeV and m
χ̃

0
1

= 1000 GeV. In all cases, a selection of Nleps = 1,

HT > 500 GeV, Emiss
T > 200 GeV, Njets ≥ 6, and Nb ≥ 1 is applied. Figure from

Reference [13].

MJ spectrum shifts towards higher values as the clustering radius for the large-R jets

increases.

Interestingly, changing the radius parameter R affects the signal and background dis-

tributions differently. This is especially true for compressed signal models. For example,

in Figure 5.6, as the clustering radius increases from R = 1.2 to R = 1.4, the efficiency

for a selection requirement of MJ > 400 GeV increases from about 40% to approximately

65%, while the tt efficiency only increases by roughly 10%. Figure 5.7 provides a clearer

way of examining the effect of altering the clustering radius. It shows the efficiencies

of the MJ requirement in signal and tt + jets samples for various choices of clustering

radius and MJ threshold. The clustering radius has little effect for non-compressed mod-

els. For compressed models, performance improves as the clustering radius is increased
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Figure 5.7: “Receiver Operating Characteristic,” or ROC, curves showing the effi-
ciency with which background tt + jets events pass an MJ -requirement (y-axis) as a
function of the efficiency for signal events (x-axis). Each curve corresponds to a par-
ticular choice of clustering radius R for the large-R jets, while points along a single
curve correspond to varying MJ selection thresholds. The largest MJ requirements are
in the bottom-left corner. Points near the bottom-right corner are the most desirable
since they simultaneously have high signal efficiency and strong background rejec-
tion. The left plot uses the non-compressed T1tttt benchmark point, while the right
right uses the compressed benchmark. The clustering radius makes little difference in
the performance of the MJ requirement for non-compressed models. For compressed
models, increasing the radius improves performance up until approximately R = 1.4,
after which further increases do not produce significant improvement, motivating the
choice of R = 1.4 in this search. Figure from Reference [13].

up to approximately R = 1.4. Improvements for larger radius parameters are negligible,

motivating the choice of R = 1.4 for this search.

5.3 Removing Single Lepton Events with mT

The mT variable allows one to filter out events containing a single leptonically-

decaying W±. For well-reconstructed tt + jets events with a single charged lepton and

all Emiss
T resulting from a single neutrino, mT < m

W
± . Due to finite Emiss

T -resolution,

among other effects, these events do occasionally have larger values of mT. Therefore,

the mT categories are separated at the higher value of 140 GeV rather than exactly at
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the W±-mass. Following application of the mT > 140 GeV requirement in Table 5.1, less

than 1% of the tt + jets events with a single lepton remain, leaving a high-MJ , high-

mT background that consists predominantly of dilepton tt + jets events with one of the

leptons escaping undetected.

Since T1tttt and T5tttt models both have Emiss
T contributions from the pair of neu-

tralinos, mT is not bounded by the W±-mass in single-lepton signal events.
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Background Estimation

Chapter 6 described how we select potentially interesting events that may be the result of

SUSY processes, but it did not provide a way of determining whether the selected events

were, in fact, produced by SUSY processes. In this chapter, we will explore an “ABCD”

background estimation procedure that allows one to estimate how many of the selected

events are due to known standard model processes. The chapter proceeds pedagogically,

starting with the basic principle (extrapolation of the MJ distribution from low mT to

high mT) in Section 6.1. It then adds the necessary mathematical details one by one

before concluding with the likelihood function used to determine the background yield

in Section 6.6.

6.1 Extrapolating from Low mT to High mT

The baseline selection is intended to reduce the number of accepted events produced

by standard model background processes while preserving as many signal events as pos-

sible. Determining whether signal events are present among those that remain requires

an estimate of the number of background events passing the baseline selection.
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The mT > 140 GeV requirement discussed in Chapter 5 leaves a sample which consists

mainly of dilepton tt + jets events in which one of the leptons is lost. We observed that

the MJ distributions for tt + jets events with a single charged lepton and with two

charged leptons become similar when a large amount of ISR is present. This suggests

one potential way of predicting the MJ distribution in the dilepton-dominated high-mT

sample: use a control sample in which most events have a single true lepton. Of course,

the true number of leptons in an event is not experimentally accessible, but the majority

of the low mT events meet this description. Although the low- and high-mT sample may

have slight kinematic differences, one might expect the two samples to have similar MJ

distributions.

Figure 6.1 shows the joint distribution of MJ and mT in simulated tt + jets and

T1tttt events after application of the baseline selection. The tt + jets component is split

into two components: events with a single true lepton (dark blue, downward pointing

triangle) and events with two true leptons (light blue, upward pointing triangle). All

events have exactly one identified lepton, as required by the baseline selection. Below

the dashed horizontal line at mT = 140 GeV, most of the tt + jets events have a single

lepton, while above the line, most tt + jets events have two. For both populations, the

correlations between MJ and mT are small (less than 5%). Even more interestingly, the

overall correlation coefficient for all tt events passing the baseline selection is just 0.01.

This lack of correlation between MJ and mT allows extrapolation of the MJ distri-

bution from low-mT to high-mT. This extrapolation will be the basis of the background

estimation procedure used in this analysis. Given that the composition, particularly

with regard to the number of leptons, is different for the low- and high-mT samples, it is

worth checking that the events with one and two true leptons do in fact behave similarly.

Figure 6.2 shows the normalized MJ and Njets distributions for two categories of tt + jets

events: those with low-mT and a single true lepton and those with high-mT and two true
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Figure 6.1: Scatter plot of mT versus MJ . Dark blue, downward pointing triangles
represent tt events with a single true charged lepton. Light blue, upward pointing
triangles represent tt events with two true charged leptons. The red squares represent
T1tttt events for the NC mass point. The scatter plot is normalized such that one
point represent one expected event at an integrated luminosity of 35.9 fb−1. The
correlation coefficients for the two tt components, indicated in the legend, are both
small. If all tt events are considered together, the overall correlation coefficient is
ρ ≈ 0.01. Figure from supplementary technical material for Reference [11].
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Figure 6.2: Comparison of normalized MJ and Njets distributions for two categories of
simulated tt events: those with a single true lepton and reconstructed mT ≤ 140 GeV
and those with two true leptons and reconstructed mT > 140 GeV. These samples
constitute the dominant source of background events in their respective mT ranges.
For both MJ and Njets, the distributions are similar for the low- and high-mT samples.
Figure from Reference [13].

leptons. As expected, the MJ distributions for the two sets of events are similar. Even

more impressively, the Njets distributions are similar for Njets ≥ 6 despite the change in

the W±-decay needed in order to get a second true lepton.

6.2 The “ABCD” Method

The first step in estimating the number of background events is to partition the

MJ -mT plane into four regions, as labeled in Figure 6.1:

• Control Region R1: 250 GeV < MJ ≤ 400 GeV, mT ≤ 140 GeV,

• Control Region R2: MJ > 400 GeV, mT > 140 GeV,

• Control Region R3: 250 GeV < MJ ≤ 400 GeV, mT ≤ 140 GeV,
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• Signal Region R4: MJ > 400 GeV, mT > 140 GeV.

For the T1tttt and T5tttt models studied in this search, most signal events are expected

to reside in R4, and so we label R4 as the “signal region” and regions R1, R2, and R3

as “control regions.” We will refer to the four regions collectively as “analysis regions.”

Events with MJ ≤ 250 GeV will not be used in the search.

Assuming that MJ and mT are completely uncorrelated, the expected background

yield for the signal region R4 can be expressed in terms of the expected background

yields of the control regions as

µbkg
R4 =

µbkg
R2 · µbkg

R3

µbkg
R1

. (6.1)

For a single Poisson counting experiment, the maximum likelihood estimator for the

Poisson mean parameter is simply µ̂ = N . By using this estimator in the control regions,

we obtain a simple estimator for the background yield in the signal region,

µ̂bkg
R4 =

NR2 ·NR3

NR1

. (6.2)

If NR4 is significantly greater than µ̂bkg
R4 , the excess events may be attributed to signal

processes and interpreted as a discovery. Conversely, if NR4 is significantly less than

µ̂R4 = µ̂bkg
R4 + µ̂sig

R4, then the observed yield is incompatible with the signal model, and

we consider the signal model excluded. In such a setup, µ̂sig
R4 would typically be obtained

from a simulate signal sample.

This approach is often referred to as the “ABCD method.” Perhaps its greatest

strength is the fact that the background estimation is data-driven. That is, no Monte

Carlo simulation is used in the calculation of µ̂bkg
R4 , though it may be used for studies

validating the method, for corrections to the background estimate, and to obtain the
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expected signal yield.

Unfortunately, this simple formulation also has a few shortcomings. Most notably,

it assumed that all signal events will fall into the signal region R4. The presence of

any signal contamination in the control regions will cause an overestimation of their

background yields and thereby bias the background estimate in R4.

To address these difficulties, a more general approach is needed. As a first step, it is

useful to reparameterize the expected yields in the four regions as

µR1 = r · µMC,sig
R1 + µbkg

R1 = r · µMC,sig
R1 + λ, (6.3)

µR2 = r · µMC,sig
R2 + µbkg

R2 = r · µMC,sig
R2 + λ ·R(MJ), (6.4)

µR3 = r · µMC,sig
R3 + µbkg

R3 = r · µMC,sig
R3 + λ ·R(mT), (6.5)

µR4 = r · µMC,sig
R4 + µbkg

R4 = r · µMC,sig
R4 + λ ·R(MJ) ·R(mT) · κ, (6.6)

where the double-ratio

κ =
µMC,bkg

R4 /µMC,bkg
R2

µMC,bkg
R3 /µMC,bkg

R1

(6.7)

is a correction factor from simulation which accounts for correlations between MJ and

mT.

In this formulation, there are four parameters specifying the shape of the background:

λ, R(MJ), R(mT), and κ. The parameter λ is simply an overall normalization of the

expected background yields across the four regions.

R(mT) =
µ(bkg, mT > 140 GeV)

µ(bkg, mT ≤ 140 GeV)
. (6.8)

is a shape parameter describing the ratio of the expected background yield at high mT
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to the expected background yield at low mT. R(MJ) is an analogous shape parameter

for the MJ distribution. The κ parameter controls the amount of correlation between

MJ and mT. One may readily check that when κ = 1, the expected background yields

µbkg
Ri satisfy the constraint of Equation (6.1).

In addition to the four background parameters, there are five parameters controlling

the expected signal yields in the four regions. The four µMC,sig
Ri parameters are the ex-

pected yields in the four regions at the nominal cross section of the signal model. We

multiply these expected signal yields by an additional signal strength multiplier r, with

r = 0 corresponding to the absence of signal and r = 1 corresponding to the presence of

a signal at its nominal cross section.

Since there are a total of nine parameters (four for the background and five for the

signal), one must either fix a subset of the parameters or have at least nine observables.

Roughly speaking, the four expected signal yields µMC,sig
Ri are obtained from the four

simulated signal yields NMC,sig
Ri ; the three background parameters λ, R(MJ), and R(mT)

are constrained by the observed yields Ndata
R1 , Ndata

R2 , and Ndata
R3 ; the signal strength r is

determined by Ndata
R4 ; and κ is either fixed to unity for a fully data-driven estimate of the

other parameters or obtained from the simulated background yields Nbkg,MC
R1 .

Section 6.4 will provide a more formal and rigorous explanation of how we measure

the parameters.

6.3 Sensitivity of the ABCD Method

One of the most important questions about any background estimation procedure

is whether it is precise enough to allow for discovery or exclusion of signal models of

interest. Figure 6.3 gives a sense of how many signal events are needed for a simple

ABCD method to discover or exclude a model. In order to simplify the study enough
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to fit in a two dimensional plot, we must make a few simplifying assumptions. First,

we will assume that signal events only occur in the signal region R4. Second we assume

that the background ratio parameters are equal so that we may use a common ratio

R = R(MJ) = R(mT) on the y-axis. The x-axis will show the expected background yield

B = λ·R(MJ)·R(mT) in R4. Each point in the plane then specifies a different background

normalization and distribution of background events across the four regions. The solid

curves indicate the expected signal yield in R4 needed for a discovery with a standard

score of Z ≥ 5, often referred to as “5σ” significance. The dashed lines indicated the

expected number of signal events needed to exclude a model at a 95% confidence level.

It is simpler to think of the x-position as determining the expected number of back-

ground events in the signal region, and the y-position as determining the accuracy with

which that background rate can be measured. The ideal search is as close as possible

to the upper left corner of the plane where the background is both small and precisely

measured. One immediately notes that the limit curves (dashed lines) are nearly vertical,

indicating that the ability to exclude a model is only weakly dependent on the precision

with which the background yield is measured. This is because it is always possible to

observe a deficit relative to the signal model, regardless of how poorly the background

yield is measured. That is, since the expected total yield µsig < µbkg +µsig for any µbkg, a

model can be excluded whenever the number of observed events is significantly less than

µsig, regardless of how poorly the background is measured.

On the other hand, the number of expected signal events needed for a discovery is

highly dependent on the precision of the background measurement. Below a certain ratio

R, the expected number of signal events needed for a discovery rapidly increases. This is

because the expected yield (and the precision of any measurements thereof) in the control

regions decreases to the point that excesses in R4 can be attributed to mere statistical

fluctuations in the control region yields rather than the presence of signal events.
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Figure 6.3: Expected number of signal events in R4 needed for a “5σ” discovery
(solid lines) or exclusion at a 95% confidence level, as a function of the expected
number of background events in R4 (along x-axis) and the signal-to-background ratio
R = R(MJ) = R(mT) (along the y-axis). Note that sensitivity is computed using an
asymptotic approximation which may not be fully accurate in the limit of very small
yields.
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Figure 6.4: Schematic representation of an unbinned ABCD plane in MJ and mT.

6.4 Adding Bins

While the parameterization described in the previous section is mathematically suffi-

cient to measure the signal strength parameter r (and all the other signal- and background-

related nuisance parameters), it is not optimal in terms of sensitivity to the presence or

absence of signal events. On one hand, Section 6.3 showed that one may increase sen-

sitivity by reducing the expected background yield in R4. On the other hand, it also

showed that one does not want to lose too many events from the control regions. One

potential way around this problem is to keep all the events passing the baseline selection,

but separate them into various bins. Bins with higher Emiss
T , Njets, and Nb requirements

typically have a higher fraction of events originating from signal processes (assuming the

signal exists), as seen in Table 5.1, but the bins with lower requirements may still be

useful in estimating the background yields.

For the remainder of this section, we will represent binning options by diagrams such

as that shown in Figure 6.4, which shows an unbinned ABCD plane in MJ and mT.
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Figure 6.5: Schematic representation of an ABCD background estimation method
split into three bins by using separate planes.

The question then is how to adapt the ABCD method to multiple bins. There are two

main ways to do this. The first, and perhaps more obvious way of introducing binning

is to subdivide each of the four analysis regions into identical bins and simply perform a

separate ABCD background estimation for each bin. Note that, because all bins should

test the same signal hypothesis, a common signal strength parameter r is shared across

all bins in this approach. This binning option can is shown schematically in Figure 6.5.

This method of binning allows the background to be estimated for every bin in each

of the four analysis regions, but comes at the expense of adding a large number of

parameters to the model. For example, with a background-only model without any κ

corrections (κi = 1 for each bin and r = 0), each bin adds four observables (one per

analysis region) and three background parameters (one copy each of λ, R(MJ), and

R(mT)).
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Figure 6.6: Diagram showing an m × n (in this case, 2 × 4) “ABCD” plane using
MJ and mT. The ABCD method can be generalized to an m × n plane as long as
the x-axis and y-axis variables are either independent or simulation can be trusted to
correctly model any correlations between them.

There is, however, another way to implement bins. In Section 6.2, we divided the

MJ and mT axes into two ranges, but there is nothing to prevent one from using finer

subdivisions. In the general case, rather than a 2 × 2 ABCD model, one can use an

arbitrary m× n grid as long as the x and y variables are independent or simulation can

be trusted to correct for any correlations. An schematic representation of such an m×n

ABCD plane is shown in Figure 6.6.

In the general case, one can use both binning options and use multiple m× n ABCD

planes. The expected yields are then parameterized as

µR1,i = r · µMC,sig
R1,i + µbkg

R1,i = r · µMC,sig
R1,i + λi, (6.9)

µR2,i,j = r · µMC,sig
R2,i,j + µbkg

R2,i,j = r · µMC,sig
R2,i,j + λi · [R(MJ)]i,j, (6.10)

µR3,i = r · µMC,sig
R3,i + µbkg

R3,i = r · µMC,sig
R3,i + λi · [R(mT)]i, (6.11)

µR4,i,j = r · µMC,sig
R4,i,j + µbkg

R4,i,j = r · µMC,sig
R4,i,j + λi · [R(MJ)]i,j · [R(mT)]i · κi,j, (6.12)

where i ∈ [1, Nplanes] specifies a particular Emiss
T bin’s ABCD plane, j ∈ [1, NR2,i] specifies
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an MJ column within plane i. For this analysis, we will not need to use any additional

subdivisions along the mT axis, but we could add them by simply adding an additional

index to the R(mT) and κ parameters which would specify an mT row within plane i.

To prevent the already cumbersome notation from becoming even more complicated, we

omit this additional index in the above equations. Note that there is now one κ per bin

in R4, with

κi,j =
µMC,bkg

R4,i,j /µMC,bkg
R2,i,j

µMC,bkg
R3,i /µMC,bkg

R1,i

. (6.13)

There is one last generalization needed for this search. In the above description of

m× n ABCD planes, each column represented a different MJ range. However, the only

requirement of the ABCD method is that each column share the same R(mT) parameter

(possibly with small differences correctable via κ factors). In principle, each column can

represent binning in variables completely unrelated to MJ , as long as the variables are

independent of mT.

For this analysis, there are three bins of Emiss
T (200 GeV < MET ≤ 350 GeV,

350 GeV < Emiss
T ≤ 500 GeV, and Emiss

T > 500 GeV), two bins of Njets (6 ≤ Njets ≤ 8

and Njets ≥ 9), and three bins of Nb (Nb = 1, Nb = 2, and Nb ≥ 3). This gives a

total of 3 × 2 × 3 = 18 bins in the signal region. Njets and Nb are minimally correlated

with mT, so we may treat bins in these variables as columns in the ABCD plane. Emiss
T ,

while useful for signal-versus-background discrimination, is highly correlated with mT,

so we must instead treat Emiss
T bins as separate ABCD planes. Effectively, we bin the

high-MJ regions R2 and R4 in Emiss
T , Njets, and Nb , but only bin the low-MJ regions R1

and R3 in Emiss
T , integrating over Njets and Nb . The binning configuration is illustrated

in Figure 6.7.

In terms of the above parameterization, the index i ∈ [1, 3] specifies an ABCD plane
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Figure 6.7: Schematic representation of the ABCD binning used in this search.
The separate planes represent the three Emiss

T bins 200 GeV < MET ≤ 350 GeV,
350 GeV < Emiss

T ≤ 500 GeV, and Emiss
T > 500 GeV.

corresponding to one of the three Emiss
T bins. The index j ∈ [1, 6] specifies one of the

2× 3 = 6 Njets and Nb bins. In total, there are three copies of a 2× 7 ABCD plane, so

that Nbins(R1) = Nbins(R3) = 3 and Nbins(R2) = Nbins(R4) = 18.

Since each of the three Emiss
T planes has just one R(mT) parameter, binning in this

way requires that Njets and Nb are approximately independent of mT within each Emiss
T

bin. Figure 6.8 confirms this assumption by showing the value of R(mT) in simulation as

a function of Njets and Nb , integrated over the whole Emiss
T > 200 GeV range. As long as

Njets ≥ 6 (required by the baseline selection), R(mT) has negligible dependence on Njets

in both the low- and high-MJ regions. For smaller values of Njets, the value of R(mT)

increases, particularly for MJ > 400 GeV. This is because the assumption that ISR jets

are the dominant contribution to MJ breaks down when fewer jets are present.

Figure 6.8 indicates that R(mT) does have a slight dependence on Nb , especially for

MJ > 400 GeV. If the Nb dependence were precisely the same for the low- and high-MJ ,

then no κ-correction would be needed. The difference between the Nb dependence at

low- and high-MJ can be seen more easily in Figure 6.9, which shows the κ correction

factors needed for each of the 18 bins. There is a residual Nb dependence, but it is small

enough that the simulation can model it with sufficient accuracy.
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Figure 6.8: Measured value of R(mT) in simulation as a function of Njets and Nb

for the low-MJ (left half) and high-MJ (right half) regions. If the R(mT) value at
low-MJ matches the corresponding value at high-MJ , then no κ correction is needed.
If the differences are small, simulation can be generally be trusted to provide an
appropriate correction. R(mT) is only mildly dependent on Njets and Nb , particularly
for MJ ≤ 400 GeV. The lack of complex kinematic dependencies makes it more likely
that the simulation will accurately model the behavior. Figure from supplementary
technical material of Reference [11].
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Figure 6.9: Measured values of κ in simulation with their associated uncertainties.
The κ values are typically close to unity and do not show any strong dependence
on Njets and Nb . This adds confidence in the ability of the simulation to accurately
model κ. Figure from Reference [13].
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6.5 Adding Systematic Uncertainties

The final detail that needs to be added to the background parameterization is the

implementation of systematic uncertainties in the κ corrections. We will postpone discus-

sion of the various sources of systematic uncertainty considered in this analysis and their

relative sizes until Chapters 7 and 8. This section will focus only on the mathematical

implementation of the uncertainties.

In the previous section, κi,j carried two indices, the first specifying a Emiss
T plane and

the second specifying an Njets-Nb bin. We incorporate systematic uncertainties in κi,j

by multiplying it by a factor of the form exp(
∑

k ςi,j,kZk), where the sum indexed by k

runs over all systematic uncertainties. The Zk are unknown nuisance parameters and

the ςi,j,k are constants which specify the size of the effect of uncertainty k on κi,j. Note

that the Zk must be shared across bins in order to allow for (anti-)correlated effects.

Anti-correlations between bins are implemented by choosing the ςi,j,k for those two bins

to have opposite signs, while positive correlations are implemented by choosing the ςi,j,k

to have the same sign. Uncertainties which have uncorrelated effects on the κi,j can be

implemented by using multiple Zk and setting all but one of the ςi,j,k to zero for each k.
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With all systematic uncertainties included, the expected yields are parameterized as

µR1,i = r · µMC,sig
R1,i · exp

Nsysts∑
k=1

ςsig
R1,i,j,kZk

+ λi, (6.14)

µR2,i,j = r · µMC,sig
R2,i,j · exp

Nsysts∑
k=1

ςsig
R2,i,j,kZk

+ λi · [R(MJ)]i,j · exp

Nsysts∑
k=1

ςbkg
i,j,kZk

 ,

(6.15)

µR3,i = r · µMC,sig
R3,i · exp

Nsysts∑
k=1

ςsig
R3,i,j,kZk

+ λi · [R(mT)]i, (6.16)

µR4,i,j = r · µMC,sig
R4,i,j · exp

Nsysts∑
k=1

ςsig
R4,i,j,kZk

+ λi · [R(MJ)]i,j · [R(mT)]i · κi,j. (6.17)

As before, the index i ∈ [1, 3] specifies a Emiss
T plane and the index j ∈ [1, 6] specifies

an Njets-Nb bin. The index k, which only appears within sums on the right-hand side,

specifies a particular source of systematic uncertainty.

Note that, while systematic uncertainties in the signal contribution are present for

all four analysis regions, background uncertainties are applied only in the control region

R2. This is because the only way for the background estimation to be biased is through

mismodeling of κ in simulation, as discussed further in Chapter 7. Therefore, one only

needs to multiply κ by an exp(ςZ) term rather than the expected background yield

for all four regions. In principle, this could be implemented by putting the systematic

uncertainty in R4. However, in Chapter 9, we will occasionally need to omit the R4

contributions to the likelihood function. Placing the uncertainty terms in R2 ensures

that the systematic uncertainty is still present when the R4 contributions are removed.

With Gaussian contraints on the Zk, as discussed in Section 6.6, the two treatments are

mathematically equivalent.

To prevent the number of nuisance parameters from growing beyond the number of

96



Background Estimation Chapter 6

observables as more systematic uncertainties are added, each Zk must be constrained.

For this analysis, we append a normal distribution term to the likelihood for each Zk, so

that exp(ςi,j,kZk) is log-normally constrained. Section 6.6 will discuss such constraints in

more detail.

6.6 Maximum Likelihood Parameter Estimation

We measure the parameters via a maximum likelihood fit. The likelihood function

L = Ldata · LMC,bkg · LMC,sig · Lsyst (6.18)

can be factored into four parts. To describe these four components, two distributions are

needed: the Poisson distribution with probability mass function Pois(N |µ) = µ
N

exp(−µ)
N !

and the standard normal (or Gaussian) distribution with probability density function

Gaus(x) = 1√
2π

exp
(
x
2

2

)
.

The “data” factor in the likelihood,

Ldata =

[
3∏
i=1

Pois(NR1,i|µR1,i)

]
×
[

3∏
i=1

6∏
j=1

Pois(NR2,i,j|µR2,i,j)

]

×
[

3∏
i=1

Pois(NR3,i|µR3,i)

]
×
[

3∏
i=1

6∏
j=1

Pois(NR4,i,j|µR4,i,j)

]
, (6.19)

incorporates information from the integer number of observed events N in each of the bins

of the four analysis regions. The expected yields µ are those defined in Equations (6.14),

(6.14), (6.14), and (6.14).

The next two components are similar products of Poisson probabilities, but come with

additional complications due to the weighting of simulated event samples. These weights

arise from the difference between the integrated luminosities of the real and simulated
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datasets, as shown in Table 4.3, and from corrections applied to the simulated samples

to better reproduce the properties of the real dataset. First, consider a simplified case in

which a bin contains N events all with weight w. The likelihood for the Poisson mean

parameter µ is

Lw(µ|N) = Pois
(
N
∣∣∣µ
w

)
=

(
µ
w

)N
exp

(
− µ
w

)
N !

. (6.20)

One may recognize the right-hand side of the equation as the gamma distribution.

Unfortunately, the composition of each bin typically comprises multiple types of

events with different weights. Suppose for example that there are Nraw simulated events

with weights wi. The approach used in this analysis is to approximate the Poisson dis-

tribution using effective values of the parameters

Neff ≡

(∑Nraw

i=1 wi

)2

∑Nraw

i=1 w2
i

, (6.21)

weff ≡
∑Nraw

i=1 w2
i∑Nraw

i=1 wi
. (6.22)

Importantly, this choice of parameters will not bias the estimated Poisson mean param-

eter µ̂ = Neffweff =
∑Nraw

i=1 wi.

It is useful to check that this is a reasonable approximation with a few simple test

cases. For example, if all event weights wi are identical, then weff will be equal to this

common weight and Neff = Nraw. That is, if all weights are identical, the approxima-

tion is exact. Alternatively, if Nraw = 2 and w1 � w2, then Neff = 1 + O
(
w2

w1

)
and

weff = w1 ·
[
1−O

(
w2

w1

)]
, reflecting the fact that adding an event with very small weight

should not change the likelihood function at leading order.

One can also show that 0 ≤ Neff ≤ Nraw. The lower bound ensures the Poisson
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distribution will never be evaluated with negative Neff, while the upper bound ensures

that the uncertainty in µ is never underestimated. Neff may take on non-integer values, in

which case Equation (6.20) is simply evaluated as though it were a continuous distribution

in N . The astute reader will notice that the normalization is incorrect when interpreted in

this way, but this does not affect the maximum likelihood parameter estimators. Further,

the statistics used to test for discovery or exclusion of a model always compute a ratio of

likelihood in which the normalization cancels out. Section 9.3 presents additional details

about the test statistics.

There are two troublesome edge cases in this procedure. First, the denominator

in Equation (6.22) may be negative if any of the wi are negative. In practice, this

may happen in bins which are not well-populated by the simulated data and where

Poisson fluctuations may produce more events with negative weights than with positive

weights. If this happens, then the effective parameters are set to Neff = 0 and weff =√(∑Nraw

i=1 wi

)2

+
∑Nraw

i=1 w2
i . This approximates adding the negative yield in quadrature

with its uncertainty to obtain weff.

The second potential problem occurs when there are no simulated events in a bin, in

which case both Neff and weff are undefined. When this occurs, the requirements for the

bin are relaxed until passing event(s) are found. These events are then used to compute

weff in the usual manner and Neff is set to zero.

With this prescription for computing effective yields and weights, the next two pieces
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of the likelihood function in Equation (6.18) can be computed. The term

LMC,bkg =

[
3∏
i=1

Pois

(
NMC,bkg

R1,i

∣∣∣∣∣µ
MC,bkg
R1,i

wMC,bkg
R1,i

)]
×
[

3∏
i=1

6∏
j=1

Pois

(
NMC,bkg

R2,i,j

∣∣∣∣∣µ
MC,bkg
R2,i,j

wMC,bkg
R2,i,j

)]

×
[

3∏
i=1

Pois

(
NMC,bkg

R3,i

∣∣∣∣∣µ
MC,bkg
R3,i

wMC,bkg
R3,i

)]
×
[

3∏
i=1

6∏
j=1

Pois

(
NMC,bkg

R4,i,j

∣∣∣∣∣µ
MC,bkg
R4,i,j

wMC,bkg
R4,i,j

)]
(6.23)

determines the expected backgrounds in simulation, which in turn determine the κ-

corrections via Equation (6.13). All the observed yields “N” and weights “w” are effective

yields and weights as defined above.

Similarly, the signal likelihood component

LMC,sig =

[
3∏
i=1

Pois

(
NMC,sig

R1,i

∣∣∣∣∣µ
MC,sig
R1,i

wMC,sig
R1,i

)]
×
[

3∏
i=1

6∏
j=1

Pois

(
NMC,sig

R2,i,j

∣∣∣∣∣µ
MC,sig
R2,i,j

wMC,sig
R2,i,j

)]

×
[

3∏
i=1

Pois

(
NMC,sig

R3,i

∣∣∣∣∣µ
MC,sig
R3,i

wMC,sig
R3,i

)]
×
[

3∏
i=1

6∏
j=1

Pois

(
NMC,sig

R4,i,j

∣∣∣∣∣µ
MC,sig
R4,i,j

wMC,sig
R4,i,j

)]
.

(6.24)

uses effective yields and weights from simulation to constrain the expected signal yields.

Note that the signal strength parameter r does not appear in LMC,sig, which determines

the expected signal yields at the nominal cross section for the signal model.

Finally, the nuisance parameters Zk from the systematic uncertainties are constrained

by the term

Lsyst =

Nsysts∏
i=k

Gaus(Zk). (6.25)

The sizes of the effects of the uncertainties is controlled by the ςi,j,k in Equations (6.14),

(6.15), (6.16), and (6.17), so a standard normal distribution is used for all Zk.
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Chapter 7

Systematic Uncertainty in

Background Estimates

The ABCD background estimation method described in Chapter 6 relies on the approx-

imate independence of MJ and mT and the ability of the simulated data to correctly

model any correlation between the two variables. The independence of mT and MJ was

itself built on two properties of the background events: first, that most background events

come from tt + jets processes and have significant ISR and two leptons, one of which is

lost during reconstruction of the event; and second, that for such events, the ISR is the

main contributor to MJ , producing similar MJ distributions for the mT ≤ 140 GeV and

mT > 140 GeV samples despite differences in the number of leptons and jets in the two

ranges.

Chapter 6 also established a procedure to using κ factors from simulation to correct

for residual MJ -mT correlations. It is important to note that if the simulation were able

to perfectly reproduce the behavior of the real data, then by construction, the background

estimation procedure would be perfectly unbiased for every bin.

While the simulated samples can be used to correct for small correlations, they may
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Figure 7.1: Values of κ for an extended Emiss
T range, including the Emiss

T > 200 GeV
analysis regions and 100 GeV < Emiss

T ≤ 200 GeV validation region. Figure from
supplementary technical material for Reference [11].

not always perfectly reproduce the behavior of the real dataset. It particular, the exact

kinematic dependence of κ on Emiss
T , Njets, and Nb may be difficult to model accurately.

For example, Figure 7.1 shows that for low values of Emiss
T , κ increases significantly. While

the Emiss
T ≤ 200 GeV region is excluded by the baseline selection, the trend indicates that

κ can have strong kinematic dependencies.

The systematic uncertainties ςi,j introduced in Section 6.5 allow the ABCD method

to absorb minor imperfections in the simulation. Properly accounting for potential mis-

modeling requires one to choose appropriate values for the ςi,j. This chapter discusses

how the ςi,j are determined, beginning with studies of potential sources of mismodeling

to get a sense of how they affect the measurement of κ in simulation. It then explores

how various categories of events contribute to the kinematic dependence of κ and in-

troduces two control samples used to study how the contributions from these categories

change across the bins. Finally, it establishes, validates, and uses a procedure to obtain
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appropriate values for the ςi,j.

7.1 Effects of Mismodeling in Simulation

Before attempting to evaluate potential systematic uncertainties, it is useful to get a

sense of how mismodeling can affect κ. Since one cannot know a priori whether there

is a difference between the real and simulated datasets, we perform these studies using

only the simulated data. First, we intentionally modify the simulated data in various

ways. We treat the modified simulated data as “pseudodata” and measure κ for each

pseudodata sample. The modifications mean that the unmodified simulation will not

reproduce the pseudodata with complete accuracy. In particular, there may be some

difference ∆κ between the κ values observed in the pseudodata and in the unmodified

simulation.

Using the above scheme, we obtain one ∆κ per bin per mismodeling scenario. Then,

we study the size and any kinematic dependencies of ∆κ for each scenario. Due to the

double-ratio nature of κ, the effects of the added mismodeling largely cancel out in many

cases, keeping ∆κ small even for severe mismodeling scenarios. This provides confidence

that the method is robust against mismodeling in simulation. Table 7.1 contains a

summary of the scenarios studied in this section, showing that ∆κ is typically only a

few percent even for extreme scenarios. Despite many of the mismodeling scenarios

introducing unrealistically large errors into the simulation, the observed changes in κ are

smaller than the typical statistical fluctuations expected in the data for an integrated

luminosity of ∼ 35 fb−1.

Note that we use the scenarios described below only to provide insight into how mis-

modeling can affect κ; we do not use them directly in the determination of the systematic

uncertainties.
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7.1.1 Two S.D. Change in ISR Correction for tt + jets Events

Section 4.2 described the reweighting of simulated events based on the number of ISR

jets present in each event. The weights listed in Table 4.4 may not be perfectly accurate.

This and similar scenarios are of particular interest since the ISR multiplicity directly

affects MJ .

One realistic mismodeling scenario is a two standard deviation (s.d.) change in the

ISR weights applied to the tt + jets events. Such a variation causes a 2% to 3% change

in κ. We find no significant kinematic dependence for ∆κ.

7.1.2 Over-Prediction of High ISR Yield

The previous scenario studies the effect of having an incorrect ISR multiplicity dis-

tribution in simulation. It is also possible that the simulation could incorrectly model

the transverse momentum of the ISR jets. We study the effects of such mismodeling by

modifying the weights of events with a large pISR
T , defined as the scalar sum of the trans-

verse momenta of ISR jets. Specifically, we multiply the weights for events satisfying

600 GeV < pISR
T ≤ 800 GeV by 0.5 and the weights for events satisfying pISR

T > 800 GeV

by 0.25. This is approximately twice the size of the largest mismodeling not ruled out

by comparisons of real and simulated data.

For all but one bin, ∆κ ≤ 4% in this scenario. The one exception is consistent with

∆κ = 0 within statistical uncertainty.

7.1.3 Under-Prediction of Emiss
T Mismeasurement

As discussed in earlier chapters, the most background events for the mT > 140 GeV

analysis regions are produced by tt + jets process and have two leptons, since events

with a single lepton should satisfy mT ≤ m
W
± . Of course, mismeasurement of Emiss

T can
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Figure 7.2: Changes in κ caused by doubling the weight of events satisfying
[Emiss

T (reco) − Emiss
T (true)]/Emiss

T (true) > 0.5. The effect is largest in low Emiss
T bins

where events with fake Emiss
T are relatively more common. Figure from Reference [13].

also increase mT and cause events to land in the high-mT regions. The frequency with

which this occurs depends strongly on the resolution with which Emiss
T is measured. If the

simulation has incorrect Emiss
T resolution, it is also likely to have an incorrect composition

of the background events at high mT, potentially affecting the distribution of background

events across the Emiss
T bins.

To study the effects of mismodeling of the Emiss
T resolution, we double the weights of

events satisfying E
miss
T (reco)−Emiss

T (true)

E
miss
T (true)

> 1
2
. For most bins in this scenario, ∆κ ≤ 6%. The

largest changes occur in the low Emiss
T bins where events with fake Emiss

T make up a larger

fraction of the background yield. Figure 7.2 demonstrates this trend.

In this figure, there are five columns corresponding to different Emiss
T ranges (integrat-

ing over Njets and Nb bins). Within each column are two markers. The black circle on the

right shows the value of κ obtained from the modified simulation treated as pseudodata.

The red square on the left shows the value of κ in the unmodified simulation. The red
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square has a two part error bar. The inner red portion of the error bar indicates the

uncertainty in κ due to the finite size of the simulated data sample. The outer black

portion of the error bar show the typical size of variations in the observed κ̂ for a data

sample with an integrated luminosity of ∼ 35 fb−1. Note that the outer black error bars

are stacked on top of the inner red error bar, such that the full size of the error bar

represents the combined uncertainty in the true value of κ and the fluctuations about

that value.

At the top of each column, two numbers are provided. ∆κ is the fractional difference

in the values of κ obtained from the unmodified simulation (red square) and the pseu-

dodata (black circle). σstat is the statistical uncertainty in ∆κ. Since the mismeasured

and pseudodata values of κ are obtained using the same event sample, they are highly

correlated, but there is some statistically uncertainty in the difference due to potential

fluctuations in the number of events with modified and unmodified weights.

7.1.4 Incorrect QCD, W±+jets, ttV Cross Sections

Since the various background processes have different distributions across the four

analysis regions, changing the relative amounts of the various processes could affect κ.

We study this effect with three scenarios: one each modifying the QCD, W±+jets, and

ttV cross sections.

For QCD, we opt to multiply the cross section by a factor of four. For events passing

the baseline selection, ∆κ ≤ 7%, though this scenario can have a larger effect in lower

Emiss
T ranges excluded by the baseline requirement of Emiss

T > 200 GeV.

For W±+jets and ttV , we multiply the cross sections by a factor of three. The finite

size and statistical precision of the simulation limits our ability to study the ∆κ caused

by these two mismodeling scenarios. We observe changes as large as ∆κ = 11%, but with
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Figure 7.3: Shift in κ caused by modifying the b-tagging scale factors by three times
their measured uncertainties. Figure from Reference [13].

large uncertainties that make the shift consistent with ∆κ = 0.

In all three of these scenarios, ∆κ has negligible dependence on Njets and a small

dependence on Emiss
T that is reproducible in the Njets = 5 control sample discussed later

in Section 7.3.

7.1.5 Three S.D. Variation of b-Tag Scale Factors

The above scenarios probe effects that have minimal effect on the Nb distribution.

As a final scenario, we modify the b-tagging scale factors by three times their measured

uncertainty. This scenario causes ∆κ to have an Nb dependence visible in Figure 7.3.

The largest shifts occur in the Nb ≥ 3 bins, reaching a maximum of ∆κ = 6%.
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7.2 Categorizing High-mT Events

Section 7.1 showed that most mismodeling scenarios have a relatively small effect on

κ. On the other hand, changes in κ are possible, and Figure 7.1 showed that κ can change

significantly at low Emiss
T . Understanding what causes these changes in κ is important to

establishing a procedure for evaluating systematic uncertainties.

Figure 7.4 shows the composition of the simulated high-mT background in various

Emiss
T bins, with events categorized by the physics process which produced the event. In

the high Emiss
T bins, most events come from tt + jets process and have either two prompt

light leptons (electrons or muons, possible from decay of τ leptons) or one prompt light

lepton and one hadronically decaying τ lepton. Both types of events contain multiple

neutrinos from the decay of the W± that produces that produced the charged leptons.

The additional neutrinos contribute to the Emiss
T of the event and allow such events to

reach values of mT above m
W
± . Such background contributions are well-predicted by

the ABCD background estimation method.

At lower values of Emiss
T , tt + jets processes producing events with a single light

lepton become increasingly important, comprising approximately half the background of

the 100 GeV < Emiss
T ≤ 150 GeV bin despite making up 16% or less of the higher Emiss

T

analysis regions. These events have a single prompt neutrino and would typically be

expected satisfy mT ≤ m
W
± .

The means by which events reach high values of mT provides anther possible option

for categorizing events. This categorization scheme offers two advantages over that used

in Figure 7.4. First, the number of categories can be reduced, greatly simplifying the

analysis. Second, and more importantly, the categorization can provide insight into how

correlations between MJ and mT arise.

Figure 7.5 shows the MJ distribution for several categories of events passing the
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Figure 7.4: Physics processes contributing to the high-mT background in five
Emiss
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100 GeV < Emiss

T ≤ 150 GeV and 150 GeV < Emiss
T ≤ 200 GeV bins, while

the bottom row shows the composition of the 200 GeV < Emiss
T ≤ 350 GeV,

350 GeV < Emiss
T ≤ 500 GeV, and Emiss

T > 500 GeV bins. Figure from Reference [13].
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baseline selection with a relaxed Emiss
T > 100 GeV requirement, including only tt + jets

processes. The black line shows the distribution for events with mT ≤ 140 GeV, while the

four colored lines show distributions for events with mT > 140 GeV. The light blue line

corresponds to events with two prompt light leptons and the purple line to events with

one prompt light lepton and one hadronically decaying τ lepton. For MJ > 250 GeV, the

MJ distributions for these two categories are similar to that of the low mT background, as

seen in the ratios in the lower panel. The green and red lines show theMJ distributions for

the remaining events with a single prompt light lepton. The green distribution contains

events for which the true transverse massmtru
T is above 140 GeV, while the red distribution

contains events with mtru
T ≤ 140 GeV. We compute the true value of mT using the true

momentum of the highest pT lepton and the generated Emiss
T . Put another way, the

red distribution contains events in which mismeasurement is responsible for the large

measured mT. Both of the single lepton components at high mT have significantly higher

average MJ than the low-mT events.

The two plots in Figure 7.6 provide some insight into why these single lepton compo-

nents have a different MJ distribution than the low-mT background. The left-hand plot

shows that events with mismeasured mT (red distribution in Figure 7.5) have, on average,

a larger difference between the true and measured values of Emiss
T . Since Emiss

T mismea-

surement is correlated with large jet multiplicity and momentum, these mismeasured

events also tend to have larger MJ .

Unsurprisingly, the left-hand plot shows that events with large but well-measured

mT (green distribution in Figure 7.5) also tend to have well-measured Emiss
T . The larger

average MJ of such events seen in Figure 7.5 must be explained in another way. The

right-hand plot of Figure 7.6 shows that the events with large and well-measured mT

tend to have a b-quark with large transverse momentum. The b-jets are more likely to

contain non-prompt neutrinos than other flavors of jets. The non-prompt neutrinos with
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Figure 7.5: MJ distributions for several categories of events passing the baseline
selection with relaxed Emiss

T > 100 GeV requirement. Only events from tt + jets
processes are included. High-mT events with either two prompt light leptons (light
blue) or a single prompt light lepton and a hadronically decaying τ lepton (purple) are
able to reproduce the MJ distribution of the low-mT background in the MJ > 250 GeV
region. The single lepton backgrounds with well-measured (green) or mismeasured
(red) mT have a different MJ distribution, potentially causing κ to deviate from
unity. Figure from supplementary technical material for Reference [11].
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sufficient momentum to produce mT > 140 GeV are more likely to come from highly

boosted b-jets, which in turn contribute to larger MJ .

These patterns motivate the use of several categories:

Multi-neutrino: Contains all events with at least two prompt neutrinos. This category

combines the events with multiple prompt electrons or muons, and those with a

single prompt light lepton and a hadronically decaying τ lepton, the two types

of events with minimal MJ -mT correlation. It is the largest contribution to the

background for the high Emiss
T bins.

Mismeasured Emiss
T : Contains events with no more than one prompt neutrino and

mtru
T ≤ 140 GeV. This category contains events with mismeasured mT, which is

usually due to mismeasurement in Emiss
T . This category comprises a larger fraction

of the background at low Emiss
T .

Non-prompt neutrino: Contains events with no more than one prompt neutrino, mtru
T >
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140 GeV, and no off-shell W±. This category contains most of the remaining well-

measured single lepton events.

Off-shell W±: Contains events with no more than one prompt neutrino, mtru
T > 140 GeV,

and an off-shell W±. Events not belonging to the above categories end up here and

generally reach high mT by virtue of an off-shell W±-boson. Events in this category

are the least common in most bins.

Figure 7.7 show the values of κ for each of these categories in events from tt + jets

processes. As expected, the κ values for the multi-neutrino background are approximately

independent of Emiss
T and typically have κ ≈ 1. This is not true for the other categories.

For the mismeasured Emiss
T category, κ > 1 across the Emiss

T bins, reaching a maximum

value near Emiss
T ≈ 300 GeV. For the non-prompt neutrino category, κ is even greater

and increases with Emiss
T . Note that all W± are produced on mass shell in the simulation

of tt + jets processes, so the off-shell W± category is omitted.

Better still, the behavior of these categories generalizes beyond tt+jets processes. For

example, Figure 7.8 shows κ for three of the four categories in W± + jets processes. The

multi-neutrino category is omitted since W± + jets processes produce only one prompt

neutrino. For the mismeasured Emiss
T and non-prompt neutrino categories, the behavior

of κ is similar to that observed for the tt + jets processes in Figure 7.7. The off-shell

W± category shows only small deviations from κ = 1, with κ decreasing slightly with

increased Emiss
T .

Of course, the more interesting test is whether these categories can be extended to the

background as a whole. Figure 7.9 shows κ in various bins for the full background with

all simulated processes included. As in the separate tt + jets and W± + jets processes,

κ ≈ 1 and is nearly constant across the bins for the multi-neutrino component of the

background. This holds true whether binned in Emiss
T or in Njets, and in a sample with
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the jet multiplicity requirement changed to Njets = 5. The other categories have more

complex behavior.

Figure 7.10 shows the composition of the high-mT background in terms of these cate-

gories. In the high-Emiss
T analysis region, the multi-neutrino background is dominant. At

low-Emiss
T , the contribution from events with mismeasured Emiss

T becomes more important.

Intriguingly, the composition is approximately constant with respect to Njets.

7.3 Dilepton and Njets = 5 Control Samples

The previous section showed that the high-mT background events can be separated

into four categories. The behavior of κ across kinematic bins was different for each of these

categories, with κ ≈ 1 in all bins for the multi-neutrino background. In this section, we

will use control sample to study how well this behavior is modeled in simulation. There

are two main effects to study: whether the simulation correctly models any MJ -mT

correlation within each category and whether the simulation produces the categories in

the correct relative amounts.

First, we establish a control sample which explicitly selects dilepton events to test the

independence of MJ and mT in the multi-neutrino background dominant at high Emiss
T .

The second control sample is motivated by Figure 7.10. Since the relative amounts of each

of the four background categories is nearly independent of Njets, we use a control sample

with a relaxed Njets = 5 requirement to study modeling of the background composition

as a function of Emiss
T .

For each control sample, we perform a modified ABCD background estimation. The

precision of the modified ABCD test represents the precision with which the ABCD

method is known to work in the control sample. Therefore, we use the uncertainty in

the predicted mean background yield and the expected size of Poisson fluctuations about
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that mean yield as a systematic uncertainty, assuming that the cross-checks described in

Section 7.5 do not show any significant problems.

7.3.1 Dilepton Control Sample

As discussed in Chapter 6, the ABCD background estimation relies on the ability

to extrapolate the MJ distribution from the low-mT regions to the high-mT regions.

Most events in the low-mT sample had a single lepton, while the high-mT events usually

had two leptons. In the presence of ISR, however, the two MJ distributions at became

similar. The lack of correlation between MJ and mT meant that only small κ corrections

were needed from the simulation, making the background prediction more trustworthy.

Section 7.2 refined this explanation and showed that, in simulation, κ ≈ 1 for the multi-

neutrino component of the background.

In this section, we will use a dilepton control sample to check that the multi-neutrino

background behaves similarly in the real and simulated data. To construct this control

sample, we modify the selection requirements for the high-mT regions R3 and R4 by

removing the mT > 140 GeV requirements and instead requiring either Nleps = 2 or

Nleps = Nveto = 1.

Additionally, the Njets requirements must by modified so that the number of objects

clustered into the large-radius jets is unchanged. Specifically, we replace the bin require-

ments 6 ≤ Njets ≤ 8 and Njets ≥ 9 with 5 ≤ Nobj ≤ 7 and Nobj ≥ 8, respectively, where

Nobj = Njets +Nleps.

In order to prevent signal contamination, we exclude events in the highest Emiss
T or

Nb bins (Emiss
T > 500 GeV or Nb ≥ 3). We include events with Nb = 0 and merge all Nb

bins in order to increase the size of the sample. Finally, we merge the Emiss
T bins into the

ranges 100 GeV < Emiss
T ≤ 200 GeV and 200 GeV < Emiss

T ≤ 500 GeV. The lower of these
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Figure 7.11: Composition of the events satisfying Nleps = 2 in the dilepton control
sample, split into MJ ≤ 400 GeV (left) and MJ > 400 GeV (right) events. The
compositions of the two MJ ranges are similar, with most events containing two
prompt light leptons and originating from tt + jets processes. Events with Nleps = 2
are roughly six times as common as events with Nleps = Nveto = 1, so these pie charts
approximate the overall composition of the dilepton control sample well. Figure from
Reference [13].

two ranges will not be used in assigning a systematic uncertainty directly, but provides

additional confidence in the use of the dilepton control sample.

We refer to the modified dilepton versions of R3 and R4 as D3 and D4, respectively.

Figure 7.11 shows the composition of the events with Nleps = 2 events, while Figure 7.12

shows the composition for events with Nleps = Nveto = 1. Note that there are approx-

imately six times as many Nleps = 2 events as Nleps = Nveto = 1 events, so the overall

composition is similar to that of Figure 7.11.

We use the dilepton regions D3 and D4 along with the single lepton regions R1

and R2 to perform an ABCD background estimation, the results of which are shown in

Table 7.2. Since the dilepton regions have minimal signal contamination, a difference

between the predicted and observed D4 yields would indicate that the ABCD method

is not able to predict the dilepton background accurately. Since we do not observe

any such deviation, we may take the statistical uncertainty in the predicted background

for D4, convolved with the expected size of Poisson fluctuations about that yield, as a

systematic uncertainty in κ. The uncertainties are 6% for the low-Njets bins and 16% for
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Figure 7.12: Composition of the events satisfying Nleps = Nveto = 1 in the dilepton
control sample, split into MJ ≤ 400 GeV (left) and MJ > 400 GeV (right) events. The
compositions of the two MJ ranges are similar. In both cases, events from tt + jets
process and containing either two prompt light leptons, or one prompt light lepton and
a hadronically decaying τ lepton are the most common. Figure from Reference [13].

the high-Njets bins.

In the notation of Section 6.5, this introduces two new Zi nuisance parameters, one

each for the low- and high-Njets bins. Recall that the ςi,j,k uncertainties carry three indices,

with the first index i specifying a Emiss
T bin, the second index j specifying an Njets-Nb

bin, and the third index k referring to a specific source of systematic uncertainty. The

6% and 16% uncertainties for the low- and high-Njets bins are encoded as ς = ln(1 + σ)

so that, to two significant figures,

ςi,j,k =



0.058, j ∈ {low-Njets bins}, k = low-Njets nuisance,

0.15, j ∈ {high-Njets bins}, k = high-Njets nuisance,

0, j ∈ {low-Njets bins}, k = high-Njets nuisance,

0, j ∈ {high-Njets bins}, k = low-Njets nuisance.

(7.1)

For example, the 16% high-Njets systematic uncertainty translates to ln(1+0.16) ≈ 0.15.
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Table 7.2: Yields and maximum likelihood ABCD predictions for the dilepton control
region, including a 100 GeV < Emiss

T ≤ 200 GeV validation sample. The observed
yields are consistent with the predictions for both Emiss

T ranges and for both the low-
and high-Njets bins. Were the simulation to have significant inaccuracies in its mod-
eling of κ for this sample, it would bias the predictions, causing an inconsistency
that would appear in this table. The T1tttt yields shown are not used in the back-
ground-only fit, but are provided to show that the dilepton control sample does not
suffer from significant signal contamination. The significances reported in the right-
most column are Z-scores, sometimes quoted in “σ” or standard deviations. Note
that the “Pred.” column contains true predictions. The R4 bins are excluded from
the likelihood to create a “predictive fit.” The procedure for doing this is described
in Section 9.1. While the systematic uncertainties derived from the dilepton control
sample are typically obtained from Figure 7.19, they can in principle be computed
from the predictions in the bottom two rows. Table from Reference [13].

L = 36 fb−1 T1tttt(NC) T1tttt(C) κ Sim. Bkg. Pred. Obs. Obs./Sim. Signif.

100 GeV < Emiss
T ≤ 200 GeV (Obs./Sim. = 0.87± 0.01)

R1: All Njets 0.03 21.02 22 449.55 22 506 1.00± 0.01
R2: 6 ≤ Njets ≤ 8 0.38 6.91 7744.93 7684 0.99± 0.01
R2: Njets ≥ 9 0.35 5.41 1099.01 1060 0.96± 0.03
D3: All Njets 0.04 8.36 3013.45 3064 1.02± 0.02

D4: Low Njets 0.33 2.52 1.09+0.01
−0.01 1132.93 1140.00+28.79

−28.48 1142 1.01± 0.03 0.1 s.d.

D4: High Njets 0.11 1.62 1.00+0.11
−0.11 147.14 143.94+16.64

−16.41 131 0.89± 0.12 −0.6 s.d.

200 GeV < Emiss
T ≤ 500 GeV (Obs./Sim. = 0.81± 0.01)

R1: All Njets 0.07 10.37 5054.89 5173 1.02± 0.01
R2: 6 ≤ Njets ≤ 8 1.23 6.80 3086.58 2895 0.94± 0.02
R2: Njets ≥ 9 0.81 9.02 372.39 325 0.87± 0.05
D3: All Njets 0.15 7.83 809.67 911 1.13± 0.04

D4: Low Njets 2.04 3.69 1.09+0.01
−0.01 537.31 554.08+23.03

−22.91 564 1.05± 0.04 0.3 s.d.

D4: High Njets 0.79 3.92 0.99+0.02
−0.02 59.16 56.77+3.97

−3.94 52 0.88± 0.12 −0.5 s.d.
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7.3.2 Njets = 5 Control Sample

While the dilepton region probes the ability of the simulation to model the multi-

neutrino background accurately, it is equally important to check that it is able to model

the relative amounts of the other background components in each of the bins, particularly

as a function of Emiss
T . Figure 7.10 showed that the composition in terms of the four

categories identified in Section 7.2 is approximately constant with respect to Njets, and

Figure 7.9 showed that the κ values for each category are not strongly dependent on

Njets. This motivates the use of an Njets = 5 control sample to study the modeling of the

background composition.

To study any Emiss
T dependence, we use the same Emiss

T bins in the Njets = 5 control

sample as in the analysis regions. We then compute an ABCD background estimate,

the results of which are shown in Table 7.3. As in the dilepton sample, we use the

uncertainty in the predicted yield convolved with the size of expected fluctuations about

the yield as the systematic uncertainty. To avoid potential signal contamination, we take

the uncertainty for the Emiss
T > 500 GeV from the 350 GeV < Emiss

T ≤ 500 GeV bin of

the Njets = 5 control sample. This introduces two new Zi nuisance parameters, with one

for each of the Emiss
T ranges 200 GeV < Emiss

T ≤ 350 GeV and Emiss
T > 350 GeV. The

uncertainty for the low-Emiss
T region is 16% and the uncertainty for the high-Emiss

T region

is 41%, so that

ςi,j,k =



0.15, i ∈ {low-Emiss
T bins}, k = low-Emiss

T nuisance,

0.34, i ∈ {high-Emiss
T bins}, k = high-Emiss

T nuisance,

0, i ∈ {low-Emiss
T bins}, k = high-Emiss

T nuisance,

0, i ∈ {high-Emiss
T bins}, k = low-Emiss

T nuisance.

(7.2)
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Table 7.3: Yields and maximum likelihood ABCD predictions for the Njets = 5 control

sample, binned in Emiss
T and including low-Emiss

T validation regions. As in Table 7.2,
inaccuracies in the modeling of κ in simulation would appear here. We would typically
read off the systematic uncertainties derived from the Njets = 5 control samples from
Figure 7.19, but we can in principle compute them from the uncertainties in the back-
ground predictions for the R4 rows in the Emiss

T ranges 200 GeV < Emiss
T ≤ 350 GeV

and 350 GeV < Emiss
T ≤ 500 GeV. Table from Reference [13].

L = 36 fb−1 T1tttt(NC) T1tttt(C) κ Sim. Bkg. Pred. Obs. Obs./Sim. Signif.

100 GeV < Emiss
T ≤ 150 GeV (Obs./Sim. = 0.90± 0.01)

R1: All Njets 0.01 0.59 12 867.62 12 792 0.99± 0.01
R2: Njets = 5 0.03 0.10 1683.07 1697 1.01± 0.03
R3: All Njets 0.00 0.30 1046.26 1095 1.05± 0.04

R4: Njets = 5 0.03 0.08 1.670.08
−0.08 229.05 243.13+15.44

−14.99 242 1.06± 0.08 0.0 s.d.

150 GeV < Emiss
T ≤ 200 GeV (Obs./Sim. = 0.87± 0.01)

R1: All Njets 0.00 0.57 6019.39 6040 1.00± 0.01
R2: Njets = 5 0.01 0.24 922.55 892 0.97± 0.03
R3: All Njets 0.02 0.44 331.80 351 1.06± 0.06

R4: Njets = 5 0.03 0.04 1.660.09
−0.09 84.26 85.89+7.20

−7.22 75 0.89± 0.11 −0.9 s.d.

200 GeV < Emiss
T ≤ 350 GeV (Obs./Sim. = 0.83± 0.01)

R1: All Njets 0.01 1.08 4744.06 4733 1.00± 0.02
R2: Njets = 5 0.07 0.26 1024.74 994 0.97± 0.03
R3: All Njets 0.05 0.79 255.97 292 1.14± 0.07

R4: Njets = 5 0.23 0.26 1.340.06
−0.05 74.23 82.33+6.64

−6.44 80 1.08± 0.13 −0.2 s.d.

350 GeV < Emiss
T ≤ 500 GeV (Obs./Sim. = 0.81± 0.03)

R1: All Njets 0.03 0.17 525.10 531 1.01± 0.04
R2: Njets = 5 0.05 0.03 233.26 217 0.93± 0.06
R3: All Njets 0.06 0.14 33.55 43 1.28± 0.21

R4: Njets = 5 0.29 0.11 1.080.09
−0.08 16.09 18.97+3.71

−3.46 17 1.06± 0.26 −0.3 s.d.
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Table 7.4: Fractional systematic uncertainties, expressed in percentages, for the signal
bins. Uncertainties combine those from the dilepton and Njets = 5 control samples by
treating them as independent, as in Equation (7.3).

Bkg. Syst. Uncert. [%] 6 ≤ Njets ≤ 8 Njets ≥ 9

200 GeV < Emiss
T ≤ 350 GeV 17 23

350 GeV < Emiss
T ≤ 500 GeV 41 44

Emiss
T > 500 GeV 41 44

The full treatment of the systematic uncertainties in the likelihood function was

described in Section 6.5, but by treating the uncertainties from the two control regions

as uncorrelated, we may approximate the combined effect on the signal regions as

(σSR)2
i,j ≈ (σNjets=5)2

i + (σdilepton)2
j . (7.3)

As usual, the index i specifies a Emiss
T bin and j specifies an Njets-Nb bin. Table 7.4 shows

the approximate uncertainties obtained in this way.

Before accepting these as the final systematic uncertainties, we must check that

• any significant mismodeling of κ would appear in at least one of the two control

samples, and

• that the control samples do not show any evidence of such mismodeling.

If the first condition were to fail, we would need additional control samples to further

validate the method. If the second condition were to fail, it would indicate the background

estimation may be biased and we would need to re-evaluated. The remaining sections in

this chapter confirm that these two conditions are met.
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7.4 Validation of Control Samples

For the control samples to work, any change in κ in the main analysis regions must be

accompanied by a comparable change in one of the two control samples. This is necessary

to ensure that potential mismodeling can be detected using the two control samples. In

this section, we intentionally introduce mismodeling into the simulation, similar to the

treatment in Section 7.1. We then compute ∆κ using the unmodified simulation and the

modified simulation (treated as pseudodata). For each scenario, the ∆κ values obtained

in the analysis region should be paired with similar ∆κ values in the control samples.

The two scenarios described in this section introduce unrealistically large mismodeling

in order to produce changes in κ that would in principle be detectable with the 35.9 fb−1

dataset. For more realistic mismodeling scenarios, the changes in κ are typically too small

to be detectable in either the control samples or analysis regions with only 35.9 fb−1 of

data. However, studies in simulation confirm that the small changes in the analysis

regions would in principle be present in the control samples.

7.4.1 Doubling κ for Mismeasured Single Lepton Events

The first extreme scenario we consider doubles the weight of high-mT, high-MJ events

with a single lepton and mismeasured Emiss
T . This effectively doubles κ for the mismea-

sured Emiss
T category of events described in Section 7.2. It also doubles the number of

events belonging to this category at high mT and MJ .

Figure 7.13 shows that this scenario has a negligible effect on κ in the dilepton sample

and that this holds across all the Njets and Emiss
T bins. There is, however, a significant shift

in κ in both the analysis region and the Njets = 5 control sample, as shown in Figure 7.14.

For both samples, we show ∆κ in bins of Emiss
T , with ∆κ as large as 66–68% at low Emiss

T

and decreasing to 10–13% at high Emiss
T . The important feature is that for each Emiss

T bin
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in the Njets ≥ 6 sample, ∆κ is consistent with that seen in the corresponding bin of the

Njets = 5 control sample. This implies that if such mismodeling were present, it could

be measured in the Njets = 5 control sample and a suitable correction developed before

unblinding the data in the signal region.

As a further check, Figure 7.15 shows that the shift in κ cause by this particular

mismodeling scenario is approximately independent of Njets and Nb .

7.4.2 Two Standard Deviation Change of ISR Correction for

Single Lepton tt + jets

The second extreme scenario considered decreases the ISR correction for the tt + jets

process by twice its uncertainty in events with a single lepton. Unlike the previous

scenario, this does not produce a Emiss
T -dependent change in κ, as seen in Figure 7.16 for

the analysis regions and the two control samples. There is minimal change in κ even in

the lowest 100 GeV < Emiss
T ≤ 150 GeV bin, in contrast to the 68% shifts caused by the

κ mismodeling scenario.

On the other hand, this scenario does introduce an Njets dependent shift in κ, as

seen in Figure 7.17. ∆κ is negligible for the low Njets bins, but reaches ∆κ = −11%

and ∆κ = −18% for the Njets ≥ 9 bins of the signal region and dilepton control sample,

respectively.

Figure 7.18 shows that ∆κ has negligible Nb dependence in this scenario.

7.5 Checking for Mismodeling in Control Samples

The previous section established that the control regions are able to detect potential

mismodeling. The final step before finalizing the systematic uncertainties from Table 7.4
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Figure 7.13: Shift in κ in the dilepton sample caused by doubling the weight of events
in R4 with a single lepton and mismeasured Emiss

T . Changes are measured in bins of
Emiss

T (top) and Njets (bottom). Red points show unmodified κ from simulation with a
two-part error bar. The inner red part shows statistical uncertainty due to the number
of simulated events available. The outer black part represents the expected size of
fluctuations about the underlying κ in 35 fb−1 of real data. Black points shows the
modified simulation with added mismodeling, treated as real data. Negligible change
is observed for all Emiss

T and Njets bins. Figure from Reference [13].
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Figure 7.14: Shift in κ caused by doubling the weight of events in R4 with a single
lepton and mismeasured Emiss

T , as measured in the Njets = 5 control sample (top)

and analysis regions (bottom). Both samples are binned in Emiss
T , and changes in

κ in the analysis region are mirrored by similar changes in the Njets = 5 control

sample. The largest shifts in κ for this scenario occur at low Emiss
T , where events with

mismeasured Emiss
T make up a larger fraction of the background composition. Figure

from Reference [13]
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Figure 7.15: Shifts in κ caused by doubling the weight of events in R4 with a single
lepton and mismeasured Emiss

T are approximately independent of Njets (top) and Nb

(bottom), shown here in the analysis region and Njets = 5 control samples. Figure
from Reference [13].
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Figure 7.16: Shift in κ caused by changing the ISR corrections by twice their un-
certainty in tt + jets events with a single lepton, as seen in the dilepton (top) and
Njets = 5 (middle) control samples and analysis region (bottom). In all cases, changes

in κ are approximately independent of Emiss
T . Figure from Reference [13].
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Figure 7.17: Shifts in κ caused by changing the tt + jets ISR corrections by twice
their uncertainty in events with a single lepton are largest in the high-Njets bins. The
−11% shift observed in the Njets ≥ 9 bin of the analysis region (bottom) is matched
by similar changes in the Njets ≥ 9 bins of the dilepton control sample (top). Figure
from Reference [13].
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Figure 7.18: Shifts in κ caused by changing the ISR corrections by twice their uncer-
tainty in tt + jets events with a single lepton are approximately independent of Nb ,
as shown here for the Njets = 5 control sample and Njets ≥ 6 analysis region. Figure
from Reference [13].

and unblinding the signal region, is to check that the control regions do not in fact show

any evidence of systematic mismodeling in simulation. In this section, rather compar-

ing the unmodified simulation with modified simulation (pseudodata), we compared the

unmodified simulation with the real data.

Figure 7.19 shows the κ values obtained from the dilepton and Njets = 5 control

samples, binned in Njets and Emiss
T , respectively. The κ values observed in the real data

are consistent with those computed from simulation to within one standard deviation

across all eight bins. This provides confidence that the simulation is modeling the true

data well. While we do not use the Emiss
T ≤ 200 GeV bins of Figure 7.19 explicitly in

setting systematic uncertainties, they provide additional confidence in the simulation.

The uncertainties mentioned in Sections 7.3.1 and 7.3.2 are derived from these plots.

For example, the 6% systematic uncertainty assigned to the low-Njets bins from the
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Figure 7.19: Differences in the observed and simulated κ for the dilepton (top) and
Njets = 5 (bottom) control samples. Observed values are consistent with those pre-
dicted by simulation. Systematic uncertainties assigned from the control regions are
taken from the σstat reported in these plots. The dilepton control sample yields 6%
and 16% = 14%

100%−14% uncertainties for the 6 ≤ Njets ≤ 8 and Njets ≥ 9 bins, respec-

tively. The Njets = 5 control samples yields 16% = 14%
100%−14% and 41% = 29%

100%−29%

uncertainties for the 200 GeV < Emiss
T ≤ 350 GeV and Emiss

T > 350 GeV bins, respec-
tively. The remaining low Emiss

T bins shown here are not used to assign uncertainties,
but provide confidence in the accuracy of the simulation. Figure from Reference [13].
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dilepton control region corresponds to the σstat in the third column of the upper plot in

Figure 7.19. The σstat shown in Figure 7.19 are asymmetric, but the ςi,j,k parameters of

Section 6.5 only allow for symmetric uncertainties. To address this difficulty, we use the

symmetrized uncertainty

σ = max

(
σ+,

σ−
1− σ−

)
, (7.4)

effectively taking the larger of the upper (σ+) and lower (σ−) uncertainties. Corrections

to κ are multiplicative, so a downward correction which, for example, halves κ should be

comparable to an upward correction which doubles κ; using the lower uncertainty term

σ−
1−σ−

rather than just σ− in Equation (7.4) accounts for this effect. Taking the maxi-

mum of the two ensures that the assigned systematic uncertainty is not underestimated.

We then compute the likelihood parameters ςi,j,k = ln(1 + σi,j,k) from the symmetrized

uncertainties.

The standard binning of the control regions in Figure 7.19 does not show evidence

of mismodeling, but we perform several additional checks before unblinding the main

analysis regions. For example, Figure 7.20 shows four additional checks using the control

samples. The upper left plot checks for mismodeling in the Nleps = Nveto = 1 subset of

the dilepton control sample. In the analysis regions, approximately half of the high-mT

tt + jets events with two true leptons had a decaying τ lepton, as seen in Figure 7.4. On

the other hand, most events in the dilepton control sample have two prompt light leptons.

The subset of events with Nleps = Nveto = 1, however, has a very similar composition

to the high-mT analysis regions, as seen in Figure 7.12. The upper left plot is therefore

useful in checking the modeling of hadronic τ decays.

The upper right plot of Figure 7.20 bins the dilepton control sample in Emiss
T rather

than the usual Njets. There is no indication of significant Emiss
T -dependent mismodeling
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in the dilepton sample, adding confidence in the modeling of the high-Emiss
T bins.

The lower left plot in Figure 7.20 takes the Emiss
T ≤ 200 GeV validation region and

divides it into bins of Njets and Emiss
T . Again, we observe no significant mismodeling.

Finally, the bottom right plot in Figure 7.20 takes the Njets = 5 control sample and the

main analysis region and partitions them into Nb bins. In practice, we keep the analysis

regions blinded until we have finished examining the Njets = 5 control sample, but both

are included here for convenience. This check confirms that no dedicated Nb-dependent

systematic uncertainty is needed.

Having confirmed that κ is well-modeled in the control samples, the analysis regions

can be unblinded, the results of which are shown in Figure 7.21, binned in both Emiss
T (left

plot) and Njets (right plot). The observed κ values are generally consistent with those

found in simulation. There is a modest (between two and three standard deviations)

upward fluctuation in κ relative to the simulated value in the Emiss
T > 500 GeV bin.

Having at least one such fluctuation of this size is expected considering the number of

bins tested in this section.
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Figure 7.21: Comparison of κ values measured in simulation and real data for the
analysis regions. There is a modest (between two and three standard deviations)
upward fluctuation in κ relative to the simulated value in the Emiss

T > 500 GeV bin.
Having at least one such fluctuation of this size is expected considering the number
of bins tested in this section. Figure from Reference [13].
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Chapter 8

Systematic Uncertainty in Signal

Model

In Chapter 7, we assigned background systematic uncertainties by using two control

samples to study the ability of the simulation to properly model the behavior of κ. Rather

than emphasizing specific causes of mismodeling, the procedure relied on the control

samples having similar properties compared to the analysis regions. This allowed us to

test the ABCD background estimation in the control samples, knowing that if it works

there, it should also work in the analysis regions. Unfortunately, the kinematic properties

of the signal can vary dramatically depending on the particle masses, and the T1tttt and

T5tttt models may behave differently even for the same gluino and LSP masses. These

complications necessitate a different approach to evaluate systematic uncertainties in the

signal model. Instead, we will separately quantify each specific sources of uncertainty

using a dedicated study. While systematic uncertainties in the background were only

coarsely binned, we will evaluate the size of each systematic uncertainty in each bin

separately for the signal models.

Table 8.1 gives a summary of the fractional uncertainties in the R4 bins for several
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signal models. While the procedures for evaluating the sizes of the systematic uncertain-

ties is different, the mathematical implementation is largely the same as that used for

the background uncertainties. Like the background uncertainties, the signal uncertain-

ties are implemented using Gaussian-constrained nuisance parameters Zk and constants

ςi,j,k, which control the sizes of the uncertainties, as described in Section 6.5. For the

signal uncertainties, however, some uncertainties have an effect on the signal yield that

is anti-correlated across bins. Such anti-correlation is represented by negative values in

Table 8.1. Within any row, two columns of opposite sign are anti-correlated, while those

with the same sign are correlated. To accommodate the anti-correlations, the fractional

uncertainties σi,j,k shown in the table are translated into the fit constants

ςi,j,k =


ln(1 + σi,j,k), σi,j,k ≥ 0,

− ln(1− σi,j,k), σi,j,k < 0.

(8.1)

Note that uncertainties from different rows will carry a different index k and are uncor-

related with each other.

The lepton efficiency uncertainties are derived from a “tag-and-probe” study of the

lepton reconstruction and isolation efficiencies in Z-enriched samples. This study uses

real data and both FullSim and FastSim simulated data. For each event, a “tag” lepton

passing strict identification requirements is identified. Then, a set of “probes” are iden-

tified for which the invariant mass of the tag-plus-probe pair is within a narrow window

around the mass of the Z boson. Widening the window around the Z mass produces a

sideband sample containing mostly fake leptons. The invariant mass distribution in the

sideband is then fit using a parametric or template shape. Extending the shape into the

narrow Z-window allows one to subtract out the fake leptons from the set of probes. The

fraction of the remaining probes which pass a particular identification requirement then
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Systematic Uncertainty in Signal Model Chapter 8

gives the efficiency for that requirement. Comparing the data and FullSim efficiencies

gives a multiplicative correction to the efficiency, or “scale factor”, to make the FullSim

efficiency match the real data. Similar scale factors make the FastSim efficiency match

the FullSim efficiency (both sets of scale factors are applied to make the FastSim match

the real data). Scale factors are computed as a function of pT and η on a per-lepton

basis. The scale factors modify the event weights in simulation. Varying the scale factors

within their uncertainties causes a small change in the event weights and, therefore, the

simulated yields in each bin. The size of this change is taken as the uncertainty for the

signal yield in that bin. This results in an approximately 3% uncertainty for each set of

scale factors.

The full details of the b-tag (and mistag) scale factors are beyond the scope of this

document, but are conceptually similar to those used for the leptons. Each jet carries its

own scale factor which may depend on the jet flavor, pT, η, and CSVv2 discriminator.

These scale factors alter the weights of the events and thereby the yield in each bin.

The change in the signal yield in each bin induced by varying the scale factors within

their uncertainties gives the systematic uncertainty for that bin. The FastSim b-tagging

uncertainties are the largest, reaching approximately 15% for the low Emiss
T bins in signal

models with large mass splitting.

The uncertainty due to the trigger efficiency is a flat 0.5% across all bins. This result

is derived from studies of the trigger efficiency as a function of several kinematic variables,

as in Figures 4.1, 4.2, 4.3, and 4.4.

The systematic uncertainty due to the jet energy corrections is computed by altering

the jet momenta within their uncertainties. The event is then reconstructed using the

modified jet momenta in order to propagate the changes into the other events variables

(Njets, Nb , MJ , Emiss
T , and mT). The resulting changes in signal yields are assigned as

systematic uncertainties.
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The QCD scale systematic addresses potential differences between the kinematic prop-

erties of the signal at leading and next-to-leading order. While holding the overall cross-

section fixed, the QCD renormalization and factorization scales [102] are each varied by

a factor of two, in such a way that if one is multiplied by a factor of two, the other is

never divided by two. The resulting changes in the signal yields give rise to a less than

one percent uncertainty in each bin.

Like the QCD scale uncertainty, the ISR uncertainty addresses a theoretical uncer-

tainty in the modeling of the signal rather than an experimental limitation. The ISR

weights listed in Table 4.4 are varied within their uncertainties and the resulting change in

signal yield taken as a systematic uncertainty. This uncertainty is largest in the Njets ≥ 9

bins, reaching approximately 15% for models with small mass splitting.

The FastSim signal samples do not properly model the variables needed for jet iden-

tification. Jets in simulated signal samples are therefore assumed to pass the jet iden-

tification requirements. The difference in efficiency is accounted for with a one percent

uncertainty fully correlated across all bins.

The FastSim simulated samples are produced with fewer pileup vertices per event

than are typically observed in the real data. The finite size of the simulated signal

samples limits the precision with which one can probe the effects of this difference, so a

conservative 10% to 15% uncertainty is assigned. The larger 15% uncertainty is assigned

for the highest Emiss
T and Njets bins where the number of pileup vertices per event is

typically higher.

A final 2.6% systematic uncertainty is assigned to account for the resolution with

which CMS measures the integrated luminosity of the 35.9 fb−1 data set.
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Results and Interpretations

Chapter 6 described an “ABCD” method for determining the standard model contribu-

tions to the observed events. Chapters 7 and 8 determined the systematic uncertainties

associated with this procedure. In this chapter, we will use these ingredients to evaluate

whether or not the dataset contains evidence of supersymmetry and how confident we

are in this assesment. We first estimate the standard model background contribution

and evaluate whether the observed yields are consistent with this background estimate

in Sections 9.1 and 9.2. Next, we develop the statistical tools needed to test various

SUSY models in Section 9.3, and apply those tools in Section 9.4. Finally, we provide a

simplified version of the results in Section 9.5, which allows for easy reinterpretation in

terms of other signal models not included in this dissertation.

9.1 Estimated Backgrounds

Figure 7.21 already showed that κ is near unity in the analysis regions (to within a

few tens of percent, which is correctable using simulation), but it is useful to examine

the MJ and mT distributions in the real data in a bit more detail before applying the
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background estimation procedure. Figure 9.1 shows the MJ distribution in six bins

of Emiss
T and Nb . Two distributions are shown for each bin, one for low-mT events

satisfying mT ≤ 140 GeV and one for high-mT events satisfying mT > 140 GeV. For

all six bins, the two distributions are similar. This is a stronger statement about the

independence of MJ and mT than the claim that κ ≈ 1, which only requires the high-

to-low MJ ratios be similar for the two samples, rather than the full distributions. The

200 GeV < Emiss
T ≤ 350 GeV bins in the left column have the largest number of events,

making it easiest to test the similarity of the MJ distributions in these bins. Conversely,

the right column (Emiss
T > 500 GeV) and bottom row (Nb ≥ 2) have higher sensitivity to

the presence of signal.

An even stronger demonstration of MJ -mT independence can be found in Figure 9.2,

which shows two-dimensional scatter plots of MJ and mT in three bins of Emiss
T . The

black dots show the observed events while the underlying color map shows the density

of standard model background events in simulation for comparison. The red squares

show a representative distribution of T1tttt signal events with mg̃ = 1800 GeV and

m
χ̃

0
1

= 100 GeV. Each square represents one expected event at an integrated luminosity

of 35.9 fb−1. In all cases, events lying outside the visible MJ -mT window are shown on

the border of the plot. For the chosen signal model, most signal events lie in the highest

Emiss
T bin and in the signal region R4.

With the MJ and mT distributions available, the next step is to carry out the back-

ground estimation procedure described in Chapter 6. The results of the maximum like-

lihood background estimation are shown in Table 9.1. The T1tttt columns show the

expected signal yield in each bin for two selected models at their nominal cross-sections.

They are meant only to indicate which bins would be sensitive to particular models; they

do not imply the presence of signal in the observed data.

The rest of the table contains two different sets of fit results, one from the predictive fit
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Figure 9.2: Two-dimensional scatter plot showing MJ and mT for the observed events
satisfying 200 GeV < Emiss

T ≤ 350 GeV (top left), 350 GeV < Emiss
T ≤ 500 GeV

(top right), and Emiss
T > 500 GeV (bottom). The underlying color map indicates

the weighted density of events in simulation. The red squares show a representative
sample of points from a selected signal model, T1tttt(1800,100), normalized such that
each square corresponds to one event at an integrated luminosity of 35.9 fb−1. Figure
from supplementary technical material for Reference [11].
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Table 9.1: Estimated backgrounds with fixed r = 0. Results are independent of
signal model, but two T1tttt columns give a sense of which bins would be sensitive
to the presence of signal. The κ̂ columns include systematic uncertainty. The two
values are from the predictive fit (R4 bins not included in the likelihood) and global
fit (all bins included). Predictive and global background estimates are shown along
with expected yields from simulation. Observed yields are consistent with background
estimates. Table in part from supplementary material for Reference [11].

T1tttt κ̂ Background
Bin (1800,100) (1400,1000) Pred. Fit Glob. Fit Sim. Pred. Fit Glob. Fit Obs.

200 GeV < Emiss
T ≤ 350 GeV

R1: All Njets, Nb 0.0 9.1 5662.6 4753.4± 68.3 4761
R2: 6 ≤ Njets ≤ 8, Nb = 1 0.1 1.2 1814.9 1354.9± 35.9 1353
R2: 6 ≤ Njets ≤ 8, Nb = 2 0.3 2.1 1140.9 916.7± 29.4 910
R2: 6 ≤ Njets ≤ 8, Nb ≥ 3 0.3 1.7 229.1 210.4± 13.9 214
R2: Njets ≥ 9, Nb = 1 0.1 1.0 192.0 129.5± 11.0 127
R2: Njets ≥ 9, Nb = 2 0.1 2.0 153.1 119.1± 10.5 118
R2: Njets ≥ 9, Nb ≥ 3 0.2 3.1 45.7 32.1± 5.4 33
R3: All Njets, Nb 0.1 12.5 282.0 254.6± 14.9 247
R4: 6 ≤ Njets ≤ 8, Nb = 1 0.4 1.9 1.2± 0.2 1.4± 0.1 109.5 84.6± 14.3 104.1± 7.2 106
R4: 6 ≤ Njets ≤ 8, Nb = 2 0.6 3.0 1.2± 0.2 1.4± 0.1 66.7 55.1± 9.3 68.3± 4.9 75
R4: 6 ≤ Njets ≤ 8, Nb ≥ 3 0.6 2.2 1.5± 0.2 1.7± 0.2 16.8 16.4± 3.0 19.6± 1.9 16
R4: Njets ≥ 9, Nb = 1 0.2 1.6 1.0± 0.2 1.2± 0.2 9.5 6.5± 1.5 8.5± 1.3 11
R4: Njets ≥ 9, Nb = 2 0.3 2.1 1.2± 0.3 1.6± 0.3 9.5 7.6± 1.9 9.9± 1.7 11
R4: Njets ≥ 9, Nb ≥ 3 0.4 3.1 1.4± 0.3 1.7± 0.3 3.1 2.3± 0.7 2.9± 0.6 2

350 GeV < Emiss
T ≤ 500 GeV

R1: All Njets, Nb 0.0 1.0 529.3 413.7± 20.2 412
R2: 6 ≤ Njets ≤ 8, Nb = 1 0.2 0.4 352.0 231.3± 14.8 226
R2: 6 ≤ Njets ≤ 8, Nb = 2 0.2 0.7 198.7 150.7± 11.9 155
R2: 6 ≤ Njets ≤ 8, Nb ≥ 3 0.2 0.5 40.2 34.2± 5.6 37
R2: Njets ≥ 9, Nb = 1 0.1 0.7 31.8 15.5± 3.8 15
R2: Njets ≥ 9, Nb = 2 0.1 1.0 24.0 25.1± 4.9 25
R2: Njets ≥ 9, Nb ≥ 3 0.2 1.0 7.2 6.4± 2.4 7
R3: All Njets, Nb 0.1 2.3 31.6 30.3± 4.8 32
R4: 6 ≤ Njets ≤ 8, Nb = 1 0.7 1.1 1.0± 0.3 1.2± 0.2 20.9 17.4± 6.6 19.6± 3.0 25
R4: 6 ≤ Njets ≤ 8, Nb = 2 0.9 1.3 1.1± 0.4 1.3± 0.3 13.2 13.7± 5.3 14.2± 2.3 10
R4: 6 ≤ Njets ≤ 8, Nb ≥ 3 0.8 0.9 1.3± 0.4 1.5± 0.3 3.1 3.8± 1.6 3.8± 0.8 1
R4: Njets ≥ 9, Nb = 1 0.3 1.0 1.1± 0.4 1.3± 0.3 2.1 1.3± 0.6 1.5± 0.5 2
R4: Njets ≥ 9, Nb = 2 0.5 1.1 0.8± 0.3 1.0± 0.3 1.2 1.6± 0.8 1.9± 0.6 2
R4: Njets ≥ 9, Nb ≥ 3 0.7 2.1 1.2± 0.5 1.4± 0.4 0.5 0.6± 0.4 0.6± 0.3 0

Emiss
T > 500 GeV

R1: All Njets, Nb 0.1 0.4 72.8 70.9± 8.2 74
R2: 6 ≤ Njets ≤ 8, Nb = 1 0.5 0.4 123.7 72.9± 8.3 71
R2: 6 ≤ Njets ≤ 8, Nb = 2 0.6 0.4 56.2 33.0± 5.5 32
R2: 6 ≤ Njets ≤ 8, Nb ≥ 3 0.5 0.3 10.4 9.7± 2.9 10
R2: Njets ≥ 9, Nb = 1 0.2 0.4 8.7 9.1± 2.9 8
R2: Njets ≥ 9, Nb = 2 0.3 0.7 6.8 4.6± 2.1 5
R2: Njets ≥ 9, Nb ≥ 3 0.6 0.8 1.3 0.8± 0.8 1
R3: All Njets, Nb 0.3 0.5 4.5 5.1± 1.5 2
R4: 6 ≤ Njets ≤ 8, Nb = 1 2.5 0.6 1.0± 0.3 1.2± 0.2 7.5 1.9± 1.5 6.1± 1.6 8
R4: 6 ≤ Njets ≤ 8, Nb = 2 3.6 1.0 1.0± 0.4 1.2± 0.3 3.6 0.9± 0.7 3.0± 0.9 4
R4: 6 ≤ Njets ≤ 8, Nb ≥ 3 3.2 0.4 1.5± 0.6 1.8± 0.5 1.0 0.4± 0.4 1.3± 0.5 1
R4: Njets ≥ 9, Nb = 1 1.0 0.7 1.0± 0.4 1.4± 0.4 0.6 0.2± 0.2 0.9± 0.4 2
R4: Njets ≥ 9, Nb = 2 1.8 1.2 1.0± 0.4 1.2± 0.4 0.4 0.1± 0.1 0.4± 0.2 0
R4: Njets ≥ 9, Nb ≥ 3 2.3 1.7 3.1± 1.5 3.7± 1.5 0.2 0.1± 0.1 0.2± 0.2 0
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and one from the global fit. In both cases, the signal strength parameter r is fixed to zero

to perform a background-only fit that does not depend on particular signal model. For

the global fit, the likelihood function in Equation (6.18) is maximized over all parameters

(except the fixed r = 0). The predictive fit is similar, except that the Poisson factors

corresponding to R4 bins are omitted from the Ldata part of the likelihood function. Since

the modified likelihood is independent of the observed R4 yields, it can be used in a truly

predictive manner before examining the signal region yields. While the global fit is over-

constrained (there are 18 more observations than parameters, corresponding to the 18

R4 bins), the predictive fit has the same number of parameters as observables. This

means that for any observed yields in the control regions R1, R2, and R3, there exists

some way to set the fit parameters λi, [R(MJ)]i,j, and [R(mT)]i such that the expected

background yields from the predictive fit perfectly match those observed yields. The

estimated background in these bins is therefore omitted from the table for the predictive

fit. This simplifies the interpretation of the results somewhat, as one only needs to check

the 18 R4 bins for compatibility with the predicted background instead of all 42 bins.

On the other hand, the omission of R4 bins from the likelihood means that the

signal strength parameter r cannot be allowed to float without making the predictive fit

under-constrained. Testing of particular signal models, as done later in Section 9.4, will

therefore require the use of the global fit.

The κ̂ values in the next columns are computed from the fitted background yields,

including the effects of all of the nuisance parameters. Since the predictive fit is not

over-constrained, the κ̂ values obtained from the predictive fit match those computed

directly from the simulation shown in Figure 7.1.

Three different estimates of the expected background yield are included in the table:

the values obtained directly from simulation without any fit, and the results from both the

predictive and global fits. The fitted background yields are consistent with the observed
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yields in the rightmost column.

A graphical depiction of the comparison with the global fit can be found in Figure 9.3.

The observed yields are shown as black dots, while the fitted background is shown as a

filled histogram. The partitioning of the fitted background into two components (tt+jets

in blue and other background processes in green) is done by taking the fraction of events

coming from tt + jets processes from simulation, and is meant only to give a rough sense

of the background composition rather than to convey any particular knowledge obtained

from the fit. Although the fit used to produce the plot has fixed r = 0, the expected

signal yield for the T1tttt(1800,100) model is shown stacked on top of the background

as a dashed red line. Note that if the signal strength r were allowed to float, the fitted

background shape would change slightly, so a fit with r̂ = 1 would appear slightly different

in such a plot. Nonetheless, the dashed red line provides a rough guide to where signal

events could lie.

Of course, one cannot fully interpret the results without knowing the correlations

among the uncertainties in the estimated backgrounds for different bins. The correlation

matrices for the predictive and global fit results are shown in Figures 9.4 and 9.5, re-

spectively. For the predictive fit, the R4 background estimates within each Emiss
T plane

are highly correlated, particular for the Emiss
T > 500 GeV bins. This correlation due to

the low yields in the R3 bins, which causes a large uncertainty in the R(mT) parame-

ters. Since the expected R4 yields are all proportional to R(mT), this induces a large

correlation. There is also a correlation across the Emiss
T planes for bins with similar Njets

requirements. This is caused by the relatively large 16% and 41% systematic uncertain-

ties assigned from the dilepton control sample, which are correlated across bins with the

same Njets range.

The correlation matrix for the global fit, shown in Figure 9.5, contains similar pat-

terns, but the correlation coefficients are typically closer to zero. The incorporation of
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Figure 9.3: Graphical representation of the global fit results shown in Table 9.1. The
observed yields are shown as black dots, while the fitted background is shown as
a filled histogram. The partitioning of the fitted background into two components
(tt + jets in blue and other background in green) is done by taking the fraction of
events coming from tt + jets processes from simulation, and is meant only to give
a rough sense of the background composition rather than to convey any particular
knowledge obtained from the fit. Although the fit used to produce the plot has fixed
r = 0, the expected signal yield for the T1tttt(1800,100) process is shown stacked on
top of the background as a dashed red line. Figure from Reference [13].
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Figure 9.4: Correlation matrix for the background estimates produced by the predic-
tive fit. The covariance matrix can be obtained using the uncertainties listed in the
“Pred. Fit” background column of Table 9.1. Figure from supplementary material
for Reference [11].
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the R4 bins in the likelihood function provides additional information about the R(mT)

parameter, reducing its uncertainty and therefore the correlation for different R4 bins

within a Emiss
T range. The correlation matrix for the global fit also includes the R1, R2,

and R3 bins. There is a negative correlation between the expected background yields in

the R2 bins and the R4 bins of the same Emiss
T range. This anti-correlation is again due

mainly to the uncertainty in R(mT). Increasing R(mT) (and therefore the expected R4

background yields) causes a decrease in the expected R2 background yields. Uncertainty

in the R(MJ) parameter means that the estimated background yield for a particular

R2 bin is positively correlated with that of the corresponding R4 bin, producing the

off-diagonal red stripes in Figure 9.5.

The covariance matrices can be obtained by scaling the correlation matrix rows and

columns by the square root of the corresponding uncertainties in the fitted background

columns in Table 9.1.

9.2 Simple Interpretation of Results

While the background estimations in Table 9.1 and the correlation matrices in Fig-

ures 9.4 and 9.5 are sufficient to get an approximate measure of whether the observed

yields are consistent with the estimated background yields, there is a better approach.

In order to estimate the ABCD parameters, we maximize the likelihood function over all

possible parameter values. While the value of the likelihood function at its maximum is

not particularly useful by itself, the relative values of the likelihood function for different

parameter values are very informative.

Wilks’ Theorem [103] states that, for a null hypothesis which is a special case of an
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Figure 9.5: Correlation matrix for the background estimates produced by the global
fit. The covariance matrix can be obtained using the uncertainties listed in the “Glob.
Fit” background column of Table 9.1. Figure from supplementary material for Refer-
ence [11].
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alternative hypothesis, the likelihood ratio

q = −2 ln

[
L(null)

L(alternative)

]
(9.1)

is approximately χ2-distributed with a number of degrees of freedom equal to the dif-

ference in the number of free parameters in the alternative and null models. A detailed

explanation of the conditions required for this approximation to hold are beyond the

scope of this thesis, but it is important that the fitted parameter values for the two

models are far from any bounds.

Wilks’ Theorem provides a means of testing the consistency of the fit results with

observation. The global fit with fixed r = 0 will serve as the null hypothesis. As a

model-independent alternative hypothesis, we may assume that the yields in each of the

42 bins are Poisson distributed with independent mean yield parameters. To ensure that

the normalization of the alternative likelihood is correct, the 42 Poisson functions must

be multiplied by the same Lsyst as appears in Equation Eq. (6.18). Allowing each bin

to have its own Poisson parameter produces a saturated model with 18 free parameters

more than the ABCD model. Assuming that Wilks’ Theorem holds, the test statistic

q ≈ 18.9 and corresponds to a p-value of p = 0.40.

The likelihood ratio can be factored into contributions from each bins (and a ratio

of Lsyst contributions). This allows an estimation of the contribution of each bin to

the significance, as shown in Figure 9.6. The values in each of the bins (including the

systematic uncertainty contribution) sum to the total q ≈ 18.9 for the 42 bins. Bins

with a higher value in this plot give larger contributions to the significance, or put

another way, lower the p-value by a larger amount. Note that using the saturated model

as an alternative hypothesis mean that any deviation from the estimated background is

interpreted as “signal,” even if the observed yield is lower than the estimated background.
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Figure 9.6: Contributions of the 42 bins (and one systematic uncertainty factor) to the
approximately χ2-distributed test-statistic q from Equation (9.1). The null hypothesis
is the usual background-only fit with fixed r = 0. The alternative hypothesis used for
comparison is a saturated model in which each bin is allowed to have an independent
Poisson mean parameter. The horizontal line shows the median expected significance
per bin in the absence of signal. If the significance contribution from each bin were
set to this value, one would obtain p = 0.5.
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The horizontal dashed line shows the median expected significance per bin in the

absence of signal. If the significance contribution from each bin were set to this value,

one would obtain p = 0.5.

The same technique used to find a model-agnostic p-value can also be used to inter-

pret the results in terms of specific signal models. Instead of using a saturated model as

the alternative, the signal strength parameter r is allowed to float. This trivially makes

the alternative an extension of the background-only null hypothesis, such that the result-

ing test statistic q should be chi-squared distributed with one degree of freedom. The

resulting test statistic of course depends on the choice of signal model. Using a specific

signal model does introduce one additional complication: the significance contribution

from a bin may be negative. This occurs when fitting the signal strength r causes the

expected yield for that bin to move farther from the observed yield (despite improving

the fit overall when all bins are included).

Figures 9.7, 9.8, and 9.9 provide some insight into the relative importance of the

various bins for the T1tttt(1800,100), T1tttt(1400,1000), and T1tttt(1300,1075) models,

respectively. For the T1tttt(1800,100) model, which has a large mass splitting, the high-

Emiss
T bins have the largest contributions to q. Checking Table 9.1 confirms that these

bins have the largest T1tttt(1800,100) signal yields. For the T1tttt(1400,1000) model,

the lower Emiss
T bins become more important, but the largest contributions remain con-

centrated at high Njets. Again, the largest significance contributions come from the bins

with the largest expected number of signal events. For the T1tttt(1300,1075) model,

which has very small mass splitting, it is hard to decipher a pattern. Low multiplicity

bins in the medium Emiss
T bins have the largest significance contributions.
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Figure 9.7: Contributions of the 42 bins (and one systematic uncertainty factor) to
the approximately chi-square distributed test-statistic q from Equation (9.1). The
null hypothesis is the usual background-only fit with fixed r = 0. The alternative
hypothesis used for comparison has a floating r and uses T1tttt(1800,100) for the
signal shape.

9.3 Statistical Methods

The test statistic q as defined in Equation (9.1) has a few shortcomings that make

it unsuitable for direct use in setting cross-section limits or estimating the significance

of a possible excess. For these tasks, we need to make some slight changes to q. To

illustrate the modified test statistic, consider a simple one bin counting experiment with

no systematic uncertainties. Further, suppose that the expected background B = 106

and the expected signal at the nominal cross-section S = 3× 103. The large yields ensure

that the necessary conditions for Wilks’ Theorem will hold and that the discreteness of

the Poisson distribution will not be relevant. It will be useful to have a separate test
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Figure 9.8: Contributions of the 42 bins (and one systematic uncertainty factor) to
the approximately chi-square distributed test-statistic q from Equation (9.1). The
null hypothesis is the usual background-only fit with fixed r = 0. The alternative
hypothesis used for comparison has a floating r and uses T1tttt(1400,1000) for the
signal shape.

statistic for each r being tested:

qr = −2 ln

[
Pois(N = Nobs|µ = B + rS)

Pois(N = Nobs|µ = B + r̂S)

]
. (9.2)

As usual, r̂ is the maximum likelihood estimator of r. q0 and q1 represent test statistics

for the background-only (r = 0) and signal hypotheses (r = 1). Both are shown as a

function of the observed yield Nobs in Figure 9.10. Smaller values of qr represent a better

fit, while larger values represent a worse fit, with the minimum at qr = 0 by construction.

Note that q0 grows for values of Nobs < B, and q1 grows for values of Nobs > B+S. This is

not desirable, as the background-only hypothesis is penalized for downward fluctuations

and the signal hypothesis penalized for upward fluctuations.

The right plot in Figure 9.10 shows the distributions of the test statistic in the case of
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Figure 9.9: Contributions of the 42 bins (and one systematic uncertainty factor) to
the approximately chi-square distributed test-statistic q from Equation (9.1). The
null hypothesis is the usual background-only fit with fixed r = 0. The alternative
hypothesis used for comparison has a floating r and uses T1tttt(1300,1075) for the
signal shape.
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Figure 9.10: Left: The unbounded test statistic qr from Equation (9.2) as a function
of the observed yield Nobs for a single bin counting experiment model with a mean
expected background yield of 106, a mean expected signal yield of 3× 103, and no
systematic uncertainties. The test statistic is shown for r = 0 and r = 1. Right: The
distribution of the test statistics (r = 0 in black, r = 1 in red) for a background-only
scenario (solid) and signal-plus-background scenario (dashed).
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Figure 9.11: Left: The test statistic qr,sig from Equation (9.3) as a function of the
observed yield Nobs for a single bin counting experiment model with a mean expected
background yield of 106, a mean expected signal yield of 3× 103, and no systematic
uncertainties. The test statistic is shown for r = 0 and r = 1. Right: The distribution
of the test statistics (r = 0 in black, r = 1 in red) for a background-only scenario (solid)
and signal-plus-background scenario (dashed). The test statistic q0,sig has a known
distribution in the absence of signal and is used to compute discovery significance.

a background only or signal-plus-background scenario. Note that the subscripts denote

the hypothesized signal strengths and the superscripts the true signal strengths. When

the hypothesized and true signal strengths are equal, the distribution of the test statistic

is approximately chi-squared.

To prevent downward fluctuations from penalizing the background-only hypothesis,

one can restrict r̂ to non-negative values and obtain the modified test statistic

qr,sig = −2 ln

[
Pois(N = Nobs|µ = B + rS)

Pois(N = Nobs|µ = B + r̂S)

]
, r̂ ≥ 0 (9.3)

shown in Figure 9.11. In case of a downward fluctuation, the test statistic q0,sig is un-

changed. While q0,sig is not chi-square distributed in the absence of signal, its asymptotic

distribution still has a known analytic form [104, 105]. Since the p-value can be obtained

quickly and easily from this asymptotic distribution, we use the test statistic q0,sig to

evaluate discovery significance.

To prevent upward fluctuations from penalizing the signal hypothesis, one can further
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Figure 9.12: Left: The test statistic qr,lim from Equation (9.4) as a function of the
observed yield Nobs for a single bin counting experiment model with a mean expected
background yield of 106, a mean expected signal yield of 3× 103, and no systematic
uncertainties. The test statistic is shown for r = 0 and r = 1. Right: The distribution
of the test statistics (r = 0 in black, r = 1 in red) for a background-only scenario
(solid) and signal-plus-background scenario (dashed). The qr,lim are used to compute
CLs upper limits. Note that q0,lim is identically zero.

restrict the maximum likelihood signal strength r̂ to values no greater than the tested r.

This produces the test statistic

qr,lim = −2 ln

[
Pois(N = Nobs|µ = B + rS)

Pois(N = Nobs|µ = B + r̂S)

]
, 0 ≤ r̂ ≤ r (9.4)

shown in Figure 9.12. The statistic q0,lim = 0 is just a constant, but the distribution of

q1,lim in the presence of signal has the same known asymptotic distribution as q0,sig in the

absence of signal.

The statistics q0,sig and qr,lim are readily generalized to more complicated likelihood

functions simply by using a fixed signal strength r in the likelihood for the numerator and

the maximum likelihood estimator r̂ in the denominator. All other nuisance parameters

are profiled and set to their maximum likelihood values for the choice of r. The test

statistic q0,sig is used to measure discovery significance and the statistics qr,lim is used to

set limits via the CLs method [106]. The procedure for finding CLs upper limits on r at

a 95% confidence level is as follows:
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1. For some particular choice of r, compute the test statistic qr,lim.

2. Find the distribution of qr,lim for a background only scenario and for a scenario

where the true signal strength is equal to the selected r. This can be done either

using asymptotic formulae or by generating “toys” or “pseudoexperiments,” as

explained below.

3. Using the distributions, compute the quantities CLb and CLs+b, the probabilities

of obtaining a larger qr,lim than the observed value. CLb is computed using the

background-only distribution and CLs+b is computed using the distribution with

signal at the hypothesized signal strength.

4. Compute the quantity CLs = CLs+b/CLb.

5. Repeating the above, find the maximum r for which CLs ≥ 0.05 (or some other

threshold if a different confidence level is preferred).

Note that the quantity CLs+b is effectively a p-value for the the hypothesis that r has

some particular value, with smaller values of CLs+b indicating downward fluctuations that

are less consistent with the presence of signal. Dividing by CLb introduces deliberate

over-coverage, which has two main advantages:

• confidence intervals for r always exist and always include r = 0, and

• a particular signal strength r will not be excluded if the background-only and

signal-plus-background scenarios produce similar distributions of the test statistic

and cannot be distinguished.

An illustration of how the CLs method works is shown in Figure 9.13. The vertical

green line represent an observed value of the test statistic corresponding to an observation

that matches the background-only prediction. As mentioned above, there is a known
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asymptotic distribution for the case where the hypothesized signal strength is equal

to the true signal strength. This means that the dashed line distribution is relatively

independent of r, except near r ≈ 0 where the asymptotic assumptions break down. The

vertical green line representing the observed test statistic moves relative to the dashed

distribution, increasing CLs+b as r is lowered. Changing r does not change CLb (unless

r = 0), so lower values of r produce larger CLs. The center-right panel shows that

CLs ≈ 0.05 when r = 0.655, meaning that r > 0.665 can be excluded at 95% confidence

for this example.

Finally, it is sometimes desirable to determine the expected sensitivity of an analysis in

either a background-only or signal-plus-background scenario. The most straightforward

way to do this would be to simply use simulated data in place of the real data and compute

the “observed” limits and significance as above. However, unless the simulation perfectly

models the real data, then this approach may be biased. A more robust approach is to

use the real data to produce “toys” or “pseudodata.” The procedure for doing this is

known as parametric bootstrapping and proceeds as follows:

1. Record the observed data.

2. Select a value of the signal strength parameter r. Taking r = 0, for example, will

produce background-only toys, while r = 1 will generate toys with signal included

at its nominal cross-section.

3. With r fixed, find the maximum likelihood values for all other parameters.

4. Translate the parameter values into Poisson mean parameters, as in Equations (6.14),

(6.15), (6.16), and (6.17).

5. Using the Poisson means, generate random yields for each of the bins to obtain a

toy dataset.
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Figure 9.13: Illustration of how qr,lim is used to compute CLs upper limits on the
signal strength parameter r for a single bin counting experiment model with a mean
expected background yield of 106, a mean expected signal yield of 3× 103, and no
systematic uncertainties. The vertical line represents the observed qr,lim when the
observed yield is equal to the expected background. CLb, the probability of obtaining
a higher qr,lim than the observed value given a background-only scenario (solid line),
does not change with r. CLs+b, the probability of obtaining a higher qr,lim given a
signal-plus-background scenario (dashed line) decreases with increasing r. The upper
limit at 95% confidence corresponds to r ≈ 0.665 where CLs = CLs+b/CLb = 0.05
(center right panel).
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6. Use the toy dataset to compute the test statistic (or other quantity of interest).

7. Repeat the above steps as many times as needed to determine the distribution of

the test statistic to sufficient accuracy.

There is an alternative to producing toys. Instead, after obtaining the Poisson mean

parameter for each bin, one can treat this mean as a (possibly non-integer) observed yield.

This produces an “Asimov” dataset which can be used to find the median sensitivity [104,

105]. This has the advantage of being much faster, since one only needs to compute the

maximum likelihood values of the fit parameters for a single representative dataset rather

than for a large number of toys.

9.4 T1tttt and T5tttt Limits

Using the statistical tools detailed in Section 9.3, one can determine the significance

of any excess and the cross section upper limits for any signal model. The discovery

significances for the T1tttt and T5tttt models are shown in Figure 9.14. The significance

has a Z-score of approximately −1 across the mass planes. The magnitude of the signif-

icance is computed from the p-value of the q0,sig statistic, and the sign of the significance

set to match that of r̂, so that downward fluctuations result in negative significance and

vice versa. There is a small region of positive significance for models with the smallest

mass splitting. This is caused by the few intermediate Emiss
T bins with small excesses. It

should be noted that Figure 9.14 shows local significance; since each point is testing a

different hypothesis, computing a global p-value would require some means of accounting

for the multiple comparisons problem, also known as the look-elsewhere effect.

Given the absence of any significant excess, the final step is to set limits on the T1tttt

and T5tttt cross sections. Figure 9.15 shows 95% confidence level upper limits on the
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Figure 9.14: Observed significance in the T1tttt (left) and T5tttt (right) mass planes.
Figure from supplementary material for Reference [11].

cross section of T1tttt and T5tttt. Limits are computed using the Higgs combination

tool [107], which implements the CLs method described in Section 9.3. For T1tttt, gluino

masses up to approximately 1.9 TeV are excluded for neutralino masses below 1 TeV.

Neutralino masses as large as 1175 GeV are excluded at a gluino mass of 1750 GeV. For

large mass splitting, the cross section upper limit is approximately 1 fb. The observed

limits are similar to or slightly better than the expected limits (computed from the

Asimov dataset) throughout the mass plane.

The limits for T5tttt are similar except at low neutralino mass. A direct comparison

of the T1tttt and T5tttt limits can be found in Figure 9.16. At low LSP mass, the

sensitivity of this search decreases since the neutralino carries less momentum and reduces

the average Emiss
T of the signal events. Some sensitivity remains due to dilepton signal

events with a lost lepton passing the event selection.
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Figure 9.15: CLs upper limits at a 95% confidence limit for T1tttt (left) and T5tttt
(right). The color map shows the cross section upper limits. The black lines shows
the excluded range of mass parameters (solid). The dashed black lines indicate un-
certainty originating in the signal cross section. Points below and left of this line have
a theoretical cross section above the excluded cross section. Similarly, the region of
expected exclusion is shown by red lines, with the dashed red lines indicating exper-
imental uncertainty. Left plot from Reference [13]. Right plot from supplementary
material for Reference [11].
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ing their similarity. T5tttt limits are worse than T1tttt limits at low χ̃0

1mass because
the χ̃0

1carries less momentum, reducing the average Emiss
T of T5tttt events. Figure

from Reference [11].

9.5 Aggregate Bins

Reinterpreting the results shown in Table 9.1 in terms of other signal models can be

a rather tedious task. Theorists checking whether their latest models are consistent with

the background estimates and observed yields would need to check 18 or 42 bins for the

predictive and global fits, respectively. The simulated signal events must be correctly

sorted into the appropriate bins and the estimated backgrounds and their correlations

copied. The latter steps are simplified by providing digital copies of the results table and

correlation matrices in the supplementary material for Reference [11], but this is still a

significant amount of work for theorists to reproduce.

To simplify this process, we perform the background estimation using “aggregate

bins.” To create an aggregate bin result, we first choose a selection rule such as (Emiss
T >

500 GeV, Njets ≥ 9, Nb ≥ 1). An aggregate R1 (R3) bin is created by summing the
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Table 9.2: Results from the background-only predictive fit in four aggregate bin op-
tions. The fit is independent of any signal model, but T1tttt yields from simulation
are provided to give a sense of potential sensitivity. Note that each row is a separate
fit, unlike in Table 9.1 where the rows are all produced by a single fit. Observed yields
are consistent with the estimated backgrounds.

Requirements T1tttt Background

Name Emiss
T [GeV] Njets Nb (1800,100) (1400,1000) κ̂ Pred. Fit Obs.

High Mult. > 200 ≥ 9 ≥ 3 3.4 6.9 1.4± 0.3 3.1± 0.8 2
Mixed > 350 ≥ 9 ≥ 2 5.3 6.2 1.0± 0.4 2.7± 1.2 2

High Emiss
T > 500 ≥ 6 ≥ 3 5.4 2.1 1.7± 0.6 0.5± 0.4 1

Nb = 1 > 500 ≥ 9 ≥ 1 5.1 3.6 1.2± 0.4 0.4± 0.4 2

observed yields from all R1 (R3) bins satisfying the Emiss
T requirement. Similarly, an

aggregate R2 (R4) bin is created by summing the observed yields from the R2 (R4) bins

satisfying the full requirement. This results in an ABCD plane with a single bin in each

of the four analysis regions R1, R2, R3, and R4. Finally, we estimate the background

yields in the aggregate R4 using a one-bin predictive fit.

We provide results for four aggregate bin options in Table 9.2. Note that the back-

ground estimate in each row in the table is produced by a separate fit. Unlike Table 9.1,

in which the rows are meant to be considered simultaneously, only a single row should

be considered for each signal model being tested.

The choice of aggregate bin depends on the properties of the signal model in question.

The sensitivity of the four aggregate bin options to several selected signal models is

provided in Table 9.3. T1tttt and T5tttt models with a large mass splitting typically

benefit from a large Emiss
T requirement, while those with a smaller mass splitting typically

benefit from a large Njets requirement. The option which requires only Nb ≥ 1 is not

the best option for any of the T1tttt or T5tttt models, but allows for sensitivity to other

models not considered here, which may not produce as many b-jets.

Choosing the best of the aggregate binning options allows for sensitivity within a few

tens of percent of the fully binned result. Note that the systematic uncertainty in the
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Table 9.3: Expected limits and significance for each of the four aggregate bin options
and the full, finely binned analysis. The aggregate bin names correspond to those
defined in Table 9.2. Note that the background systematic uncertainties are simply
taken from the most similar bin in the full analysis rather than recomputing them
from scratch. A 25% systematic uncertainty is assumed for the signal yield in all bins.

T1tttt Masses [GeV] High Mult. Mixed High Emiss
T Nb = 1 Full Binning

1800,100
limit 1.43 0.89 0.59 0.71 0.59

signif. 1.39 1.79 2.83 2.84 2.93

1600,1000
limit 0.84 0.77 0.98 1.05 0.67

signif. 2.22 2.01 2.11 2.25 2.66

1400,1000
limit 0.75 0.81 1.65 1.05 0.76

signif. 2.42 1.91 1.50 2.25 2.22

1300,1075
limit 34.62 11.41 5.20 4.27 3.83

signif. 0.03 0.07 0.13 0.53 0.58

background yield is approximated for the aggregate bins in Table 9.3, and the systematic

uncertainty in the signal yield assumed to be 25%. These approximations occasionally

allow the aggregate bins to appear slightly better than the fully binned option when, in

truth, the fully binned option would be more sensitive.
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Summary and Conclusions

This thesis has presented a search for supersymmetry in a 35.9 fb−1 dataset of proton-

proton collisions with a center-of-momentum energy
√
s = 13 TeV collected at the CMS

detector in 2016. The search focuses on events with a final state containing a single

lepton, high jet multiplicity, large missing transverse momentum Emiss
T , and one or more

b-tagged jets. This final state provides sensitivity to the supersymmetry models T1tttt

and T5tttt. Both of these models involve pair production of gluinos, with subsequent

decay of the gluino to ttχ̃0
1, where the neutralino χ̃0

1 is the lightest supersymmetric

particle, or LSP. In the case of T5tttt, this occurs via a sequential two-body decay chain

with an intermediate on-shell stop squark, while in the case of T1tttt, the stop squark is

off-shell and the gluino undergoes a three-body decay.

A distinguishing feature of the analysis is the use of the MJ variable, defined as

the sum of “large-radius” jets produced by clustering the anti-kT, R = 0.4 jets in an

event. The transverse mass mT of the lepton and Emiss
T is approximately independent of

MJ , allowing the use of an “ABCD” method to estimate the background. This method

extrapolates the MJ spectrum in the signal-rich high-mT region from a low-mT control

region. The mT > 140 GeV requirement suppresses the single-lepton background, leaving
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a background consisting mainly of dilepton tt+jets events at highmT. On the other hand,

the background in the low-mT region contains primarily tt + jets events with a single

lepton. Despite the different compositions of the regions, jet multiplicity requirements

ensure the presence of large amount of initial state radiation, or ISR, throughout. In the

presence of significant ISR, the MJ spectra in the two samples converge.

Near-unity κ correction factors are derived from simulation and used to correct for

any residual correlations between MJ and mT. If the simulation modeled the real data

perfectly, the corrections would result in a perfectly unbiased estimation of the back-

ground. The method is robust even in the presence of most realistic mismodeling sce-

narios because the double-ratio nature of κ causes uncorrelated errors in the MJ and mT

spectra to cancel out. Signal-depleted dilepton and Njets = 5 control samples are used to

study the effects of any potential mismodeling, to confirm that there is no indication of

mismodeling, and to assign systematic uncertainties in the κ factors.

To improve sensitivity, we estimate the background yield in 18 bins of Emiss
T , Njets, and

Nb . This binning improves the separation of signal and background events. Additionally,

the kinematic properties of the signal events depend on the gluino and LSP masses, so

binning provides added sensitivity to a broad range of masses.

The observed yields are consistent with the estimated background yields across all

bins. Given the lack of any significant excess of events, we place limits on the T1tttt and

T5tttt cross sections. For both T1tttt and T5tttt, we find an upper limit of approximately

1 fb on models with a large difference between the gluino and LSP masses. Gluinos

masses up to 1.9 TeV are excluded for LSP masses below 1 TeV. Neutralino masses up

to 1175 GeV are excluded at a gluino mass of 1750 GeV. Exclusion limits for T1tttt and

T5tttt are similar, except at small LSP mass, where this search has reduced sensitivity

to T5tttt because the neutralinos carry less momentum, reducing the average Emiss
T of

the signal events. Put another way, the limits are insensitive to the intermediate stop
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squark mass. In all cases, limits are computed at a 95% confidence level using the CLs

method and assume a 100% branching fraction for the decay in question.

In a background-free, single bin search, the 95% confidence level upper limit on the

signal cross section corresponds to the cross section needed to produce three signal events.

This means that the upper limit is inversely proportional to the integrated luminosity.

For the search described in this dissertation, many of the most sensitive bins are nearly

background-free, and so we may expect the observed limits to also scale as the inverse

of the integrated luminosity. Assuming that this is true, then a 3 ab−1 dataset ought to

produce cross section upper limits approximately 100 times lower than those we found

with the current 35.9 fb−1 data set. That is, with 3 ab−1 of data we might expect to be

able to exclude models with a cross section as low as 10 ab. This corresponds to an upper

limit on the gluino mass of approximately 2.8 TeV. Extending the limits to 3 TeV and

beyond will likely require a new collider.

As generic searches continue to exclude more models, targeted searches which attempt

a more elaborate event reconstruction may become more important. Unfortunately, the

high jet multiplicity, b-tagging, Emiss
T , and lepton requirements of this search may make

it difficult to extend to models that do not have multiple top quarks in the final state.

Of course, the hope is not to continue excluding models, but for an eventual discovery.

I wish the next generation of students luck and hope that their dissertations will describe

the discovery of SUSY.
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