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Background: The Mayo endoscopic subscore (MES) is an important quantitative measure of disease activity in ulcerative colitis. Colonoscopy 
reports in routine clinical care usually characterize ulcerative colitis disease activity using free text description, limiting their utility for clinical re-
search and quality improvement. We sought to develop algorithms to classify colonoscopy reports according to their MES.
Methods: We annotated 500 colonoscopy reports from 2 health systems. We trained and evaluated 4 classes of algorithms. Our primary out-
come was accuracy in identifying scorable reports (binary) and assigning an MES (ordinal). Secondary outcomes included learning efficiency, 
generalizability, and fairness.
Results: Automated machine learning models achieved 98% and 97% accuracy on the binary and ordinal prediction tasks, outperforming other 
models. Binary models trained on the University of California, San Francisco data alone maintained accuracy (96%) on validation data from 
Zuckerberg San Francisco General. When using 80% of the training data, models remained accurate for the binary task (97% [n = 320]) but lost 
accuracy on the ordinal task (67% [n = 194]). We found no evidence of bias by gender (P = .65) or area deprivation index (P = .80).
Conclusions: We derived a highly accurate pair of models capable of classifying reports by their MES and recognizing when to abstain from 
prediction. Our models were generalizable on outside institution validation. There was no evidence of algorithmic bias. Our methods have the 
potential to enable retrospective studies of treatment effectiveness, prospective identification of patients meeting study criteria, and quality 
improvement efforts in inflammatory bowel diseases.

Lay Summary 
Our accurate pair of models automatically classify colonoscopy reports by Mayo endoscopic subscore and abstain from prediction appropriately. 
Our methods can enable large-scale electronic health record studies of treatment effectiveness, prospective identification of patients for clinical 
trials, and quality improvement efforts in ulcerative colitis.
Key Words: ulcerative colitis, endoscopic disease activity scores, natural language processing, healthcare applied AI

Introduction
Endoscopic outcomes are an important therapeutic target 
in the care of patients with ulcerative colitis (UC), often 
being critical components in the decision to continue, dose 
escalate, or change therapy.1,2 To standardize the severity 
of endoscopic findings, registrational trials in UC often use 
the Mayo endoscopic subscore (MES) to measure disease 
activity and objective response to therapy. Colonoscopy 

reports in the electronic health record (EHR) document 
disease activity; however, these notes typically do not ex-
plicitly capture validated disease activity scores, like the 
MES, limiting their utility for prospective or retrospective 
research. Thus, a high-accuracy computational method for 
automatically scoring procedure reports according to their 
MES would have great potential value for IBD clinical 
research.
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Natural language processing (NLP) refers to computational 
methods for analyzing language-related data. The use of NLP 
on clinical text has been an active field of research for sev-
eral decades, with dozens of software packages now freely 
 available.3-6 To date, there have been few applications of NLP 
to IBD research.7-13 Currently, no NLP models exist to trans-
form routine colonoscopy report text into the MES.

We sought to determine if current NLP methods could ac-
curately abstract MES and abstain from assigning an MES 
when appropriate. Here, we report the results of a compre-
hensive and comparative assessment of several methods for 
training text classifiers designed to assess their current utility 
for MES abstraction. Our primary endpoint was accuracy 
on the sequential tasks of identifying which reports could be 
scored using the MES and assigning a score if appropriate. 
Secondary endpoints included learning efficiency, generaliza-
bility, and algorithmic fairness.

Methods
Procedure Reports
To identify colonoscopy reports for classifier training and eval-
uation, we accessed the EHRs at 2 health systems in California: 
an academic medical center (University of California, San 
Francisco [UCSF]) and a safety-net hospital (Zuckerberg 
San Francisco General [ZSFG]). These institutions have dif-
ferent physician groups and use different endoscopy reporting 
software. We queried EHR databases to identify all patients 
who had ever been assigned an International Classification 
of Diseases–Tenth Revision code for inflammatory bowel dis-
ease (K50*, K51*) and extracted all corresponding colonos-
copy reports from the 2017 to 2020 period.

Annotation Procedure
In the first stage of this procedure, 2 physicians (A.L.S. and 
V.A.R.) uniformly sampled and annotated reports as being 
suitable for MES or not. The main criteria for defining suit-
ability included a clear diagnosis of UC, surgically unal-
tered anatomy, and completed procedure (Supplementary 

Methods). This was recorded as a binary variable. This proce-
dure continued until at least 75 MES eligible reports per site 
and per annotator were annotated.

In the second stage, suitable reports were assigned an MES, 
the ordinal measure of UC disease activity that ranges from 
0 through 3. Scores were assigned based on the most se-
verely affected segment, and with any friability scored as a 
2 or higher in line with the guidance put forth by the U.S. 
Food and Drug Administration (Supplementary Methods).2 If 
a report explicitly contained an MES (25% of reports had an 
MES noted), the annotators did not utilize it in their annota-
tion and instead used the description of findings in the report 
text to determine the annotated score.

The interannotator agreement of this process was assessed 
on a set of 50 uniformly sampled reports. These 50 notes were 
independently annotated by each annotator and subsequently 
compared with quantify the objectivity of this annotation 
procedure.

Algorithm Development and Validation
We developed and evaluated 4 standard methods for 
abstracting information from notes: cTAKES-based3 concept 
recognition, bag-of-words models using sklearn,4 and auto-
mated machine learning (autoML),5 as well as 3 models re-
lated to BERT (Bidirectional Encoder Representations from 
Transformers) (Figure 1; Supplementary Methods).6 These 
methods vary in their underlying technique, requirements 
for training data, tendencies toward robust and generalizable 
learning, and ease of use.

We used these methods to separately train a binary classi-
fier (to predict which procedure reports were MES scorable) 
and an ordinal classifier (to predict the correct MES for 
scorable reports). As a control, we developed null classifiers 
that predict the dominant class for each task. All classifiers 
were evaluated on a 20% held-out test set (100 notes for the 
binary model and 60 notes for the ordinal model) stratified by 
score, annotator, and site.

The classifier achieving the highest accuracy was subjected 
to additional evaluations of generalizability and learning effi-
ciency. To assess generalizability, we retrained the binary clas-
sifier on the data from UCSF alone and evaluated it on data 
from ZSFG. There were insufficient reports to adequately as-
sess generalizability for the ordinal prediction task due to the 
multiplicity of classes and class imbalance.

Algorithmic Fairness
We evaluated the fairness of our algorithms by estimating 
their misclassification rate along lines of gender and social 
deprivation. We accessed patient-level structured data at 
UCSF to perform these analyses. We used the area depriva-
tion index (ADI) mapped to residential zip codes as a proxy 
for social deprivation.14 Sex assigned at birth was unavailable 
in our database, and we were unable to perform analyses by 
race or ethnicity due to insufficient procedure notes from each 
race/ethnicity.

Statistics
We computed exact binomial confidence intervals (CIs) for all 
results reported as a sample proportion. For analyses of algo-
rithmic fairness, we used ordinal logistic regression to sepa-
rately model the misclassification error as a function of either 
gender or ADI. We report the corresponding p-values from 

Key Messages

• What is already known?
 Endoscopic disease activity scores, like the Mayo endo-

scopic subscore (MES), are important in the objective 
quantification of disease activity in ulcerative colitis but 
are typically absent in colonoscopy reports in usual clin-
ical care.

• What is new here?
 We have developed a sequential pair of models that au-

tomatically determine if a colonoscopy report is suitable 
for MES and then assigns MES if appropriate. Previously, 
the MES required manual abstraction. Our methods are 
highly accurate, generalize on outside-center data, and 
do not show evidence of algorithmic bias.

• How can this study help patient care?
 Our methods have the potential to enable large-scale 

retrospective studies of treatment effectiveness, pro-
spective identification of patients meeting study criteria, 
and quality improvement efforts in inflammatory bowel 
diseases.

http://academic.oup.com/ibdjournal/article-lookup/doi/10.1093/ibd/izae068#supplementary-data
http://academic.oup.com/ibdjournal/article-lookup/doi/10.1093/ibd/izae068#supplementary-data
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a Wald test. We performed all computing using R 4.1.3 (R 
Foundation for Statistical Computing) and Python 3 (Python 
Software Foundation).

Ethics
The study was approved by the UCSF Institutional Review 
Board (#18-24588).

Patient and Public Involvement
Patients were not involved in the study design outside of man-
uscript authors, who happen to be patients with IBD.

Results
Procedure Reports
The source corpus consisted of 3769 colonoscopy reports 
from UCSF and 835 from ZSFG, all authored between 
2017 and 2020 (Figure 2). The manually annotated corpus 
consisted of 500 notes, of which 282 were from UCSF and 
218 were from ZSFG. A total of 302 notes were eligible for 
the MES, with 151 notes from each site. Interannotator agree-
ment was 96% (95% CI, 86%-100%) for the binary task (n 
= 50) and 88% (95% CI, 69%-97%) for the ordinal task (n 
= 25).

Algorithmic Accuracy
The autoML-trained classifiers achieved the overall highest 
accuracy. They were 98% (95% CI, 91%-99%) accurate at 
identifying MES scorable reports and 97% (95% CI, 88%-
99%) accurate at assigning an MES (Table 1). The rela-
tive ordering of algorithmic performance was preserved 
across both tasks, with the sklearn classifiers consistently 
outperforming the BERT-based classifiers. ClinicalBERT was 

substantially more performant than BioBERT and BERT-base, 
presumably reflecting the sensitivity of these algorithms to 
pretraining data: ClinicalBERT was trained on clinical notes, 
whereas BioBERT and BERT-base were trained on biomed-
ical journal articles and general Wikipedia articles, respec-
tively. The manually designed, rule-based approach utilizing 
cTAKES-recognized clinical concepts was the least accurate 
(22%). It performed worse than a null model that predicts the 
most common subscore for all reports (42%). For the binary 
classifier, the model thought that 1 report was scorable when 
it was not, while it thought that 2 reports where not scorable 

Figure 1. Software and algorithm architectures utilized. Arrows in the algorithm box depict increasing complexity, requirements for training data, and 
programming effort. autoML, automated machine learning; BERT, Bidirectional Encoder Representations from Transformers.

Figure 2. Flow diagram of the procedure reports selected for annotation. 
Orange arrows depict natural language processing prediction tasks. 
Numbers associated with the Mayo endoscopic subscore. Class 
distribution correspond to those scored as a 0, 1, 2, or 3 respectively. 
UCSF, University of California, San Francisco; ZSFG, Zuckerberg San 
Francisco General.
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when they were. For the ordinal classifier, the model correctly 
classified all Mayo 0 and Mayo 1 reports. One Mayo 2 report 
and 1 Mayo 3 report were incorrectly classified as lower.

Learning Efficiency
We measured the learning efficiency of the autoML classifiers 
by measuring their performance using decreasing subsets of 
the training data. The binary classifier remained 95% (95% 
CI, 82%-96%) accurate despite training on only 240 notes 
(60% of the training data) (Table 2). On the ordinal task, the 
accuracy dropped from 97% (95% CI, 88%-99%) to 70% 
(95% CI, 66%-74%) when reducing the training data from 
242 notes to 194 notes (80% of the dataset).

Generalizability
Many machine learning models are prone to overfitting on 
irrelevant predictive features and thus fail to generalize to 
data from other health systems. We assessed the robust-
ness of the finalized autoML classifiers by retraining them 
on just the UCSF data and evaluating them on data from 
ZSFG. On the binary prediction task, classifiers trained 
on the 282 UCSF reports remained 96% accurate when 
evaluated on the 217 ZSFG notes. We did not assess the 
ordinal classifier due to insufficient data (only 151 avail-
able reports), considering the learning efficiency results as 
reported previously.

Social Impacts
There has been a growing awareness of the impacts that arti-
ficial intelligence has on society in recent years. For example, 
the rise of automation and our trust in it has the potential to 
propagate existing social disparities, a phenomenon known 
as algorithmic unfairness. We assessed our autoML classifiers 
fairness.

We used linked EHR data to map procedure reports to pa-
tient gender and mapped the ADI via residential zip code. We 
found no evidence of bias by either of these factors, with P 
values of .65 and .80, respectively. We could not assess other 
variables of a priori importance like race and ethnicity due to 
severe class imbalance.

Discussion
We developed a highly accurate pair of NLP models ca-
pable of classifying colonoscopy reports by their MES and 
recognizing when to abstain from making a prediction. The 
method yielding the best results across a wide range of metrics 
was autoML, a computationally lean and powerful frame-
work for training supervised learning models. Our autoML 
models appeared to learn robust and generalizable predic-
tive features while requiring only a limited amount of effort 
for annotations. They outperformed BERT-based classifiers, 
which hold state-of-the-art status on many NLP tasks, as well 
as cTAKES, a well-established software suite for clinical NLP. 
Last, they demonstrated evidence of algorithmic fairness.

There are no published, validated models for extracting 
MES from colonoscopy report free-text description of inflam-
mation. There are published models for automated disease 
activity scoring of colonoscopy photos15 and colonoscopy 
videos16; however, high-quality colonoscopy photos and 
video are variably available in routine clinical practice and 
are subject to high cost of computation compared with our 
text-based approach. Our future plans for this work include 
updating the annotation and training procedure to adapt the 

Table 1. Algorithmic performance for the MES scorability (binary) and prediction tasks (ordinal).

Algorithm Framework Type Accuracy (95% CI) (%) F score

Random forest autoML Binary 98 (91-99)a 97.47a

LightGBM Scikit-learn Binary 98 (89-98)a 97.00

ClinicalBERT Transformer Binary 93 (84-96) 93.00

Null model Scikit-learn Binary 60 (50-70) —

BERT Transformer Binary 47 (37-57) 44.68

BioBERT Transformer Binary 38 (28-48) 39.00

XGBoost autoML Ordinal 97 (88-99)a 97.00a

LightGBM Scikit-learn Ordinal 77 (63-87) 77.10

ClinicalBERT Transformer Ordinal 61 (48-74) 61.66

Null Model Scikit-learn Ordinal 41 (29-55) —

BioBERT Transformer Ordinal 50 (37-63) 50.00

BERT Transformer Ordinal 38 (26-52) 38.33

Rule based using clinical concepts cTAKES, RegEx Ordinal 22 (12-37) 22.10

Abbreviations: autoML, automated machine learning; BERT, Bidirectional Encoder Representations from Transformers; CI, confidence interval; MES, 
Mayo endoscopic subscore.
aDenotes highest performing models.

Table 2. Learning efficiency of autoML algorithms with successively 
reduced training data.

Type Classifier Training 
reports

Accuracy (95% 
CI) (%)

Binary AutoML LightGBM 400 (100) 98 (89-98)

Binary AutoML XGBoost 320 (80) 96 (88-97)

Binary AutoML LightGBM 240 (60) 95 (82-96)

Ordinal AutoML LightGBM 242 (100) 97 (88-99)

Ordinal AutoML XGBoost 194 (80) 70 (66-74)

Ordinal AutoML LightGBM 145 (60) 57 (51-62)

Values are n (%), unless otherwise indicated.
Abbreviations: autoML, automated machine learning; CI, confidence 
interval.
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models to the modified MES to allow for the output to in-
clude the subscore for each colonic segment and the colonic 
segment exhibiting the most severe disease.

We acknowledge several limitations. Some of our analyses 
were underpowered or lacked sufficient data to be analyzed, 
such as the assessments of algorithmic fairness. Our test set 
was relatively small. Although we followed standard model 
development procedures to limit overfitting and employed 
stratified sampling of the test set, we cannot rule out the 
possibility of some overfitting and residual bias from the al-
gorithm procedure itself. Nonetheless, we believe that our pri-
mary results pertaining to the rank ordering of algorithms are 
likely to remain robust to this. We noted that the accuracy 
of the ordinal classifier (97%) was greater than the point es-
timate of interrater reliability on this task (88%). However, 
the 95% CIs are consistent with statistical equivalence, and 
the performance of these models on the generalizability as-
sessment on data from an outside center not seen in training 
suggest that any overfitting is likely small. Finally, we cannot 
comment on the degree to which these findings will apply to 
a broader range of real-world tasks. More work is needed to 
investigate the generalizability of our findings.

An issue that deserves mention is class imbalance, a 
common feature in real-world data. In our study, there was 
a significant class imbalance for the MES 3 reports. We sus-
pect that the suboptimal performance of the BERT models for 
the ordinal classification task was precisely for this reason. 
By contrast, ClinicalBERT performed extremely well on the 
class-balanced, binary classification task. Future solutions to 
this problem could include preferential sampling with key-
word searches, to selectively annotate notes from the minority 
class.

Algorithms, especially those that rely on gold-standard 
annotations such as ours, are susceptible to the influence of 
bias similar to humans.17 We tested and found no associa-
tion between our classifier’s misclassification rates and either 
gender or ADI, a measure of socioeconomic status. However, 
we acknowledge that our study was insufficiently powered 
to exclude important degrees of bias. Moreover, we note that 
our assessment only evaluated algorithmic fairness relative 
to the gold-standard produced by the annotators. This study 
design cannot exclude possible bias by the original clinician 
who documented the procedure report. Nonetheless we pro-
pose that all algorithms, especially those applied to health-
care, undergo formal evaluations for possible bias. Future 
work is needed to establish standards of fairness and ensure 
that unchecked algorithmic biases do not propagate at scale.

Our study has several strengths. We utilized a multicenter 
corpus of procedure notes encompassing differences in 
physicians and their documentation styles, patients, and pro-
cedure reporting software. We ensured acceptable agreement 
between expert annotators. In addition to typical metrics like 
accuracy, we paid attention barriers to widespread adoption, 
including data hunger. We assessed the social impact of our 
models, including algorithmic fairness. We are releasing the 
analytic code to allow other centers to reproduce and extend 
these results for other uses.

Conclusions
We conducted a multicenter assessment of computational 
methods for performing text classification of colonoscopy 
reports to automate the MES. We found that classifiers trained 

using autoML performed well across a range of metrics, in-
cluding accuracy, generalizability, learning efficiency, and 
fairness. Our models open the door to a future of automated 
endoscopic disease activity scoring to facilitate a number of 
clinical investigations ranging from large-scale evaluation of 
treatment outcomes across multiple EHR systems without the 
limitations of using billing claims codes and hospitalizations 
as surrogates of endoscopic disease activity to automated 
clinical trial inclusion criteria evaluation. In addition, these 
models could allow IBD practices to quickly identify all 
patients who are well or unwell and design targeted outreach 
strategies to improve the health of the IBD population. We 
envision that tools like ours will allow large-scale under-
standing of UC real-world outcomes and help drive contin-
uous improvements in healthcare.

Supplementary data
Supplementary data is available at Inflammatory Bowel 
Diseases online.
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