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ABSTRACT OF THE DISSERTATION

Calculation and Modeling of Rigidity in Conjugated Polymers

by

Andrew Thomas Kleinschmidt

Doctor of Philosophy in Chemical Engineering

University of California San Diego, 2022

Professor Darren Lipomi, Chair
Professor Tod Pascal, Co-Chair

π-Conjugated polymers are an emerging class of materials for use in solar cells, transis-

tors, LEDs, and sensors. Both the electronic and thermomechanical properties of π-conjugated

polymers are governed by the fundamental rigidity of the polymer backbone. For example, we

find that two highly similar compounds have radically different thermomechanical and electronic

properties with only a small change in backbone structure. It would be advantageous to be able

to characterize this property for use in designing novel polymeric compounds. One method to

do this would be computational techniques, particularly molecular dynamics (MD). However, MD
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simulations of π-conjugated polymers are often highly distorted due to nonbonded interactions,

particularly steric interactions. This dissertation describes a universal method to use computa-

tionally chemically modified π-conjugated polymers to isolate the fundamental energy governing

polymer rigidity. Not only does this method result in MD simulations that are significantly more

accurate, it additionally allows for simple understanding of the underlying fundamental forces

governing π-conjugated polymers. This improved understanding can lead to the use of this

fundamental property in physical-organic chemistry experiments. Additionally, isolation of the

fundamental energy governing π-conjugated polymer rigidity opened avenues to study effects

that previous were entirely subsumed by nonbonded interactions. A novel type of torsion in π-

conjugated polymers was characterized using this technique, resulting in yet another increase in

accuracy in MD modeling of π-conjugated polymers. Additionally, the models show that this may

be a significant source of torsion in the popular class of donor-acceptor polymers. An additional

method was developed to quickly characterize the coupled styles of torsion in conjugated poly-

mers. Finally, the method was used to correct for long-range interactions between monomers

in π-conjugated polymers, resulting in a moderate increase in accuracy. These studies for the

first time additionally allowed comparison of short-range and long-range rigidity in π-conjugated

polymers. Overall, this work allows for characterization of the fundamental property governing

π-conjugated polymers for rational design.
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Chapter 1

Introduction

1.1 Computational Screening for Materials Science

The recent acceleration in the advancement of electronic hardware has greatly expanded

the breadth of computational models and has made it commonplace to use computational sim-

ulations in nearly all research fields. Coupled with an ever-growing understanding of the funda-

mental physics, chemistry, and thermodynamics that govern the behavior of an atomistic system,

computational models have become more sophisticated. In doing so, computational simulations

have become less retrodictive and more predictive,1–5 thus increasing their importance, ubiquity,

and utility in all aspects of research. Nevertheless, the tools used by computational scientists

can seem obscure to the experimentalist. Without this literacy, it is difficult to interpret or judge

the merits of a computational study. A secondary benefit is to elucidate how experimentalists

can use computational simulations to aid in their own work. In this Protocol, we attempt to de-

mystify the process of computation. Our intended audience is an experimental scientist in the

area of materials chemistry. We give special attention to organic materials, though the methods
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are general and we address the differences in processes needed for simulations of inorganic

media. This point of view reflects the idiosyncrasies of the authors. Most of our discussion

is centered around classical molecular mechanics simulations—e.g., molecular dynamics and

Monte Carlo simulations—which are applicable to a wide variety of molecular materials.6,7 The

methods and terminology used here are widely applicable to a range of molecular systems, even

if specifics differ. Many articles describe the results of simulations. Nevertheless, it is often dif-

ficult for an experimentalist to glean the methods of designing and running one, which is critical

for both evaluating computational work and for applying computational insights in experimental

research. The typical workflow of performing a simulation, from start to finish, is outlined in

Figure 1. In this process, three types of information are fed into a program, typically in the form

of submission files. These submission files contain instructions designating the initial state of

the system (i.e., a description of the system), how the program software should treat the system

(i.e., what information should be calculated using what method), and how the hardware should

treat the program (i.e., a definition of the computational environment). In this Protocol, we ar-

bitrarily refer to these inputs, respectively, with the following nomenclature: “data file,” “software

input file,” and “hardware input file”. The program uses a model to. When this simulation is fin-

ished, the program outputs, which can then be analyzed by the researcher to understand (what

data types). First, the initial starting condition for the simulation must be detailed (e.g., “data

file”). We discuss how to determine and specify an initial condition for the system, and what

pitfalls must be avoided in doing so. We then describe how the interactions between the differ-

ent atoms of the system should be included in the model. This selection of all interactions in a

simulated system is often referred to as the selection of a “force field.”8 Next, we describe how

to create an input for the software (e.g., “software input file”). Additionally, we make suggestions

2



regarding judicious selection of a software. Likewise, we provide guidance on the running and

managing the hardware (“hardware input file”). These hardware specifications are often specific

to the system being simulated, and should be carefully considered to optimize the performance

of the program software. Finally, we discuss several common types of computational studies

that are found in literature and common types of analyses that are conducted. In doing so, we

hope to better inform how experimentalists can incorporate computational simulations in their

own work.

1.2 Computational Methods Used In Materials Science

A computer simulation using classical molecular mechanics is conducted by construct-

ing a model in which all of the components (e.g., atoms, ions, and molecules) and interactions

(e.g., Coulombic, covalent, van der Waals) in the system are defined independently. We center

our discussion on simulations in which the motions and relative orientations of nuclei are the

central focus, namely molecular dynamics (MD) and Monte Carlo (MC) simulations. While their

methodology can differ significantly, the two have similar requirements. Likewise, both MD and

MC simulations are often used to supplement experimental studies (e.g., in materials science).

Therefore, we use both MD and MC simulations as a framework for introducing how computa-

tional simulations are conducted in this Protocol. Simulations are often purpose-made to have

one central focus and to disregard other aspects of the chemical system in order to maximize

computational efficiency. What one chooses to include or remove from a computational model

affects the accuracy of the model, and thus one must choose to optimize between computational

efficiency and accuracy. In simulations governed by classical mechanics, electronic and contin-

uum behaviors are often simplified or ignored.6,7,9,10 For example, one group of phenomena that

3



is generally excluded is the energetics and transport of electrons. Thus, formation and break-

age of bonds, energetic positions of the molecular orbitals, and electronic currents are typically

not explicitly considered.11–15 Proxies for such phenomena are often used instead if the phe-

nomena are known to have an effect on the motion of the nuclei (e.g., polarizable and reactive

models).16,17 However, these proxies are limited to obtaining the correct atomic configuration,

rather than modelling electron behavior (e.g., determination of the band gap of a material). On

the opposite extreme, classical molecular mechanics simulations generally lack the necessary

length and time scales to predict macroscale behavior, such as deformation of a solid sample of

macroscopic dimensions. Such behavior is typically the realm of continuum approaches. There-

fore, we see that the physical behavior that governs a model in part determines the time and

length scales it can accurately handle. The inverse is true as well; one must select a physical

model appropriate for the information they want to extract from the simulation. At the heart of

simulations based on classical molecular mechanics is the description of how the particles in-

teract. These interactions are often referred to as a “force field.” The force field describes every

interparticle relationship in a system in which the relationship between particles is defined using

analytic terms (e.g., quadratic terms to describe bond stretching). The main alternative to a

classical mechanics approach is one using quantum mechanical calculations, and these quan-

tum mechanical force fields are typically referred to as ab initio simulations.18,19 Regardless

of whether a classical or quantum mechanical force field is used to describe the interactions

between particles, the primary purpose of the force field is to move the atoms accurately in the

model. This Protocol primarily focuses on MC or MD simulations that require use of force fields,

although we will touch upon ab initio simulations where appropriate. The key characteristic of

classical molecular mechanics-style systems is that the fundamental components are single
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atom-like indivisible features. This focus differentiates classical molecular mechanics simula-

tions from simulations which explicitly model subatomic components like electrons (e.g., density

functional theory, Hartree-Fock) or resolve higher length and/or time scales without explicitly

modelling atoms (e.g., finite element analysis, finite-difference time-domain). However, classi-

cal mechanical simulations often differ in terms of atomic resolution. For example, hydrogen

atoms are sometimes not explicitly considered, but rather grouped with the atom to which they

are bonded. Going one step further, multiple similar atoms can be grouped into a “superatom” to

simplify the simulation computationally. This class of simulations, in general, is described by the

term “coarse-grained.” On the other end of the spectrum, molecular mechanics simulations can

be used to explicitly model subatomic particles to describe molecular motion (e.g., Drude os-

cillators). The general procedures described herein apply to any of these classes of simulation

as well. Simulations using classical molecular mechanics can give insight into how the atomic

configuration of a material changes naturally over time or in response to some external stimulus.

This detailed picture of material properties comes at a price, in that it is typically very compu-

tationally demanding. As a necessity, modern-day simulations exploit the computing power of

local clusters or, more commonly, supercomputing facilities. A supercomputer uses up to tens

of thousands of processors simultaneously and automatically communicates between proces-

sors, providing the infrastructure to model more complex material systems faster than could be

modelled using distributed computational systems (e.g., commercial laptops and desktops).20

Even on a supercomputer, in conventional MD, a single nanosecond simulating a reasonably

sized system—approximately 100,000 atoms—could take several hours for an unoptimized sys-

tem. We do note, however, that optimizing the configuration of such a simulation could reduce

this estimate by several orders of magnitude. As these time scales are substantial even on
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specialized hardware, we will focus on describing simulations on a supercomputer. However,

the general process this Protocol describes, at least for software operation, would be similar

for any computational architecture (i.e., cloud resources). Simulations using classical molecu-

lar mechanics are a powerful tool, particularly when one wants detailed information about the

structure or thermodynamics of a system. However, it is not without significant limitations. For

an experimental researcher, one must maintain reasonable expectations for what information

can be garnered and how complex the simulations can be made. Among the most popular uses

for classical molecular mechanics simulations are those elucidating biological or biochemical

systems for research in chemistry or biology (e.g., drug development). For example, for pro-

teins, a molecular mechanics simulation can help determine the shape of the active site, how

the active site changes in conformation upon the binding of a ligand (whether to the site itself or

an allosteric binding site), or even the overall shape and positioning of the active site. In organic

systems, these simulations may give insight into the structure of a polymer chain in solution and

determine useful properties, such as its radius of gyration or end-to-end distance. In inorganic

systems, these simulations can elucidate the crystallographic structure of materials, as well as

thermodynamic observables (e.g., heat of formation). In general, the greater the complexity of

a system, and the more computational power and time is used, the more accurate a simula-

tion will be. There are a number of reasons why the complexity and computational cost of a

simulation using classical molecular mechanics might increase. For example, simulation times

increase when considering processes that (1) evolve over a long period of time, (2) require sim-

ulation of large cell sizes (e.g., a larger molecule, cell, or polymer chain), (3) undergo chemical

changes, or (4) involve various nonequilibrium processes. In inorganic systems, the crystalliza-

tion of many materials can take place over minutes or hours, far outside the accessible timescale
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of equilibrium atomistic simulation. Another example might be the interaction of multiple large

protein complexes. Though critical dynamics might be captured on the hundreds of nanosec-

onds timescale (at the upper range of practicality), the sheer size of these systems makes direct

simulation difficult. Likewise, while nonequilibrium processes can be observed through classical

molecular mechanics simulation, one must take care that they are simulating a sufficient amount

of time to allow the simulation to adapt and change realistically. Additional complexity can be

added when (1) describing chemical reactions (e.g., the chemistry of bond breaking and form-

ing events) or (2) generally demanding the application of more complex interaction potentials

(e.g., reactive force fields or ab initio molecular dynamics approaches). Therefore, the general

complexity of evaluating the forces or energy of many systems of interest usually necessitates

downscaling of simulation time and size for practically. The computational schemes we focus

on are molecular dynamics (MD) and Monte Carlo (MC) methods (Figure 2).6,7 These two ap-

proaches are similar in many ways. In both methods, the interactions between atoms define the

energies of the system and the forces between the atoms. A total energy is the assigned to

the system, or a net force is calculated for each atom. Monte Carlo simulations focus entirely

on the energy of the system. Here, the system energy is calculated from the initial configura-

tion. A random change (either displacing an atom, rotating a molecule, or inserting or deleting

a molecule) is then made and the energy of the new configuration is calculated. The simulation

then has a decision to make: accept this random change in configuration, or go back to the

original configuration. The decision occurs probabilistically, with the likelihood of keeping the

new configuration increasing as the new energy decreases.21 In this way, the system will pref-

erentially—but not always—explore low energy conformations, while also randomly exploring

high energy transition states. Simulations using MC methods thus mostly surveys low energy
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states while also traversing the energy barriers between low energy, favorable conformations.

In contrast, molecular dynamics simulations evolve the systems forward in time based on the

forces on the atoms. While Monte Carlo simulations samples configurations in a probabilistic

fashion, MD simulations —at least in their purest form — move deterministically.22 Based again

on an initial conformation of atoms, a net force is calculated on each atom. The system is then

advanced in time by numerical integration: the forces and masses of each atom are used to

calculate the acceleration of the atoms according to Newton’s second law.23,24 The accelera-

tions are then integrated over a small increment of time (called a “timestep”) to generate a new

position of the atoms. The timestep is typically related to the fastest motion in the system. For

example, in organic materials, this is often a C-H bond vibration due to their very short timescale

(on the order of femtoseconds).25,26 The process is then iterated until the system has explored

enough configurations such that thermodynamic properties can be obtained. MC and MD sim-

ulations both determine the energetic minima and distribution of energy states of a system at

equilibrium. However, they have key differences in how they proceed. MD simulations sample

configurations that are close in energy to the initial configuration (relative to the temperature),

which means that the chances of capturing very high energy states or overcoming large energy

barriers is small. MC simulations explicitly encompass the entire energy landscape, but the time

evolution of the system is lost. Due to the reliance of the MC process on random moves, it can

more easily overcome energy barriers in a free energy surface than MD. In other words, MC can

traverse high energy barriers between energetic minima more simply than MD. However, this

advantage comes at the cost of mechanistic information—that is, how the system might actually

traverse the energy landscape. Which approach is most useful for a particular system depends

on their computational performance and the required data.27 The ability to access the temporal
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features of the system is an advantage of MD simulations, and allows for useful properties, such

as self-diffusion, to be easily calculated. Due to this type of insight into time-dependent prop-

erties, MD simulations are usually preferred in materials science. However, if one is primarily

interested in the equilibrium morphology of materials, Monte Carlo techniques are attractive, as

they are typically more efficient at utilizing computing resources. This computational efficiency

is especially clear in systems defined by rugged or complicated potential energy landscapes.

Additionally, Monte Carlo is often superior at evaluating systems in different phases, such as

liquid-vapor equilibria and adsorption.28,29

1.3 Inputting Information

Three types of information are required to initialize a simulation: a descriptor of the initial

state of the system, instructions for the software, and instructions for the hardware. This infor-

mation is generally inputted in the form of submission files (e.g., files that are uploaded or read).

For simplicity, we refer to these inputs, respectively, as “data file,” “software file,” and “hardware

file.” We note that the initial state of the system could be directed embedded within the program

input (e.g., script) rather than being a data file that is uploaded. The data file describes the initial

position of all the atoms and defines how the atoms will interact. A crucial aspect of initializing

the system is the initial placement of the atoms, which is often defined in the data file. In both

MC and MD, the simulation is likely to initially move towards an energetic minimum nearby this

initial configuration. If the initial configuration is near an unphysical (i.e., unrealistic) energetic

minimum—e.g., extremely high in energy, but with similar conformations that are even higher in

energy—the simulation will progress within the unphysical minima, and unphysical results will

be obtained.30–33 The initialization of the simulation is also of great importance to the workflow
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one chooses. There are many programs which will simply run a MD or MC simulation after

it is initialized.34–42 Therefore, the only time one interacts with the simulation is to set it up at

the start (apart from analyzing the outcome after the simulation is finished). The start of the

simulation is thus a crucial touchpoint. Much like an experimentalist must optimize measure-

ment parameters to minimize artifacts due to the measurement itself, judicious selection of the

initial conditions can facilitate the analysis of the finished simulation. One may create the data

file simply by “brute force,” whereby the coordinates of the atoms are generated by molecular

rendering software (e.g., Avogadro).43 Such an approach works well if the system is relatively

small. However, for systems comprising thousands of atoms, this method is impractical. An

additional complication is the need for randomness in the initial position. For example, consider

a single chain of polyethylene initially stretched out. The all-trans conformation—in which all di-

hedral potential energies are minimized—is likely an enthalpic metastable minimum. Thus, this

extended conformation is what is produced by some molecule drawing software. However, an

extended conformation is exceedingly unlikely to occur in polyolefin chains of appreciable length,

because it is highly unfavorable entropically. An outstretched polymer chain thus represents a

poor choice of initial position, unless the simulation is one that is purpose-written to utilize an

outstretched chain input (e.g., one that probes chain flexibility by collapsing it). Instead, it is

(often) optimal to create random configurations of the atoms using Boltzmann weighting. One

can find that randomness is required in many different systems. For example, in a real sample

of a liquid, it would be essentially impossible for molecules to be oriented in the same direc-

tion. Therefore, the molecules should be rotated to introduce randomness while maintaining

a Boltzmann distribution. Similarly, when simulating a glass, not every atom is evenly spaced

(as in an ideal crystalline lattice), and so some degree of randomness should be built into the
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initial state. To generate more realistic initial positions of atoms, it is often necessary to use a

program to impose randomness in the system and produce a data file (Figure 3). Other groups

have thoughtfully discussed the many different ways randomness can be induced, and the ad-

vantages and disadvantages of each method. In MD simulations, an important consideration is

the accounting of steric repulsive forces at short distances. That is, for many types of pairwise

interactions, the energy of repulsion between atoms increases dramatically when atoms get too

close. The Pauli repulsion force is frequently modelled in a force field by an exponential func-

tion. The exponential nature of the repulsion means that two molecules initialized too closely will

move apart rapidly at the next timestep. In situations when the atoms move farther than can be

numerically accounted for, the simulation becomes unstable (and can fail or crash). Therefore,

molecules should be initialized with adequate initial spacing. Several software packages exist to

ensure this aspect of a reasonable initial configuration.44,45 Alternatively, in particularly difficult

cases, a different style of interaction which does not involve exponential repulsive forces (e.g.

soft potentials) may be used at the beginning of a simulation. Finally, depending on the diversity

of starting configurations, it may be useful to generate multiple different starting data files and to

simulate them simultaneously.46,47 For example, simulations of polymer films above their glass

transition will remain relatively frozen in their initial position. Therefore, multiple simulations av-

eraged together will give significantly more accurate results. Another critical component of a

simulation is the implementation of its interactions. A classical MC or MD simulation defines

its interactions according to the relative orientation of indivisible atoms. This manner in which

interactions are implemented is defined as the “force field.” The force field analytically defines

all interactions deemed important to the outcome of the simulation, such the flexibility of a bond

or long-range attractivity of an atom. The force field is an all-inclusive entity: a single force
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field defines how any two arbitrary atoms several angstroms apart will be treated, as well as

how two bonded atoms will behave. The choice of force field is thus crucial. One can usually

select from an existing force field, as developing one independently is difficult and many force

fields are already widely available for a variety of systems (Table 1).37,48–66 It is often better to

use a customized force field, if one already exists, as these have usually been optimized to re-

produce the experimental properties of related systems. Such force fields exist for a variety of

applications.35,36,65,67,68 For example, several different force fields exist to model proteins, such

as AMBER and CHARMM.67,69 Whether the force field is bespoke or generic, one must ensure

that the force field is appropriate for the system under consideration. If a key interaction is not

contained in the instructions of an existing force field, one much either add it to the force field

manually or generate a custom force field.

For modeling organic structures, certain choices for the style of interaction used in the

force field are standard (Figure 4). While the available types of atomic character and pa-

rameters differ, the same general structure is used by common force fields (e.g., CHARMM,

OPLS, or AMBER).60,67,69 For example, arbitrary atoms are usually treated as interacting us-

ing Lennard-Jones 12-6 potentials. Lennard-Jones 12-6 interactions are commonly defined by

the unfavorable Pauli energy expressed as the inverse distance between the atoms, r, raised

to the twelfth power and a favorable dispersion energy dictated by inverse r to the sixth power:

E = 4ε[(σ/r)12 − (σ/r)6]. The ε in the equation is proportional to the intensity of the interac-

tion, while indicates the distance at which the force goes from attractive to repulsive. Covalent

bonds are defined between atoms, with different spring-type parameters for different pairs of

atoms and bond orders. Angles are also defined to enforce the local geometry of the molecule.

A final common type of interaction in simulations of organic molecules occurs in relation to both
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conventional dihedral and improper dihedral angles. Conventional dihedral angles are simple

torsional angles (as defined in a basic organic chemistry course), whereas improper angles

often dictate geometry in certain molecules (e.g., ammonia). In contrast to organic materials,

the behavior of inorganic materials is described by force fields of a different form.50,52–58 The

behavior of inorganic materials is highly dependent on the presence of metallic bonds (and

bonds to metal atoms), rather than covalent bonds. Simulations of inorganic material systems

will often have interactions such as “embedded-atom” energies—energetic interactions which

are more favorable when atoms are around many similar atoms. Covalent-style bonds are often

eschewed entirely in favor of nonbonded-style forces, which depend only on distance. Angles

between atoms may also be included as part of these distance-dependent forces. Moreover, in-

teractions such as dihedral and improper angles are typically not needed for inorganic systems.

As a final note, we emphasize that a force field is a convenient construct for the approximation of

intermolecular forces. The simulation must include approximations of all important forces within

the system. That said, which forces qualify as “important” in a system remains at the discretion

of the researcher. For example, interactions such as London dispersion interactions do not oc-

cur simply as pairwise functions but may instead have contributions from multiple neighboring

atoms. These many-body forces are not entirely captured using simple Lennard-Jones interac-

tions. There are force fields which deal with these interactions.50,56–58 However, more complex

force fields require more computational power, and thus researchers must decide whether the

additional accuracy is worth the additional computational cost. Alternatively, force fields may be

eschewed entirely in favor of a quantum mechanical calculation.18,19 Quantum mechanical cal-

culations provide significantly greater accuracy for a system. Additionally, one would no longer

need to provide specific approximations for all relevant forces within a system. Rather, the rel-
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evant behaviors of the system will emerge naturally from the solution of the Hamiltonian. The

tradeoff is, once again, that these ab initio calculations are substantially more computationally

intensive to perform. Thus, to counter this increased computational cost, the number of atoms

in the system or length of time simulated generally must be decreased.

1.4 Running Simulations

Once the simulation begins, little input is required of the researcher. As such, the choice

of which software to use is important. Researchers must balance competing interests of time

and customizability. Scientists often look at novel systems that are not yet well understood, and

these novel systems may require modification of existing software to handle interactions of inter-

est. Some systems will be better suited to handle modifications, though at times this will come at

the expense of computational efficiency. However, this is general advice, and it should be noted

that every situation is different. For a software package to provide the desired performance,

one must understand one’s particular needs. Until now we have focused on simple molecular

dynamics or Monte Carlo simulations, which are somewhat limited in their usefulness. Con-

ventional MD simulations are often run on the order of nanoseconds. Monte Carlo simulations

are similarly run for enough time steps to explore local minima, but not to explore all accessible

energy states. A variety of newer methods have been developed for modified versions of MC or

MD simulations to explore time and space more rapidly, allowing the simulation to garner more

data without a significant increase in computational time.30,115–123 These methods—termed

“advanced sampling” methods—are useful for collecting more complete sets of data. That said,

the researcher must ensure that an advanced sampling method of interest is compatible with or

easily incorporated into their simulation program, or else undertake the (sometimes laborious)
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process of converting to another code.

1.5 Analyzing the Data

All that remains is to collect and organize the simulation data into an understandable

format. The raw output of an MC simulation that is returned to the user is the position of every

atom in every conformation. For an MD simulation, the equivalent output is the position of every

atom at every timestep. This quantity of data is often too massive to be of immediate use. Some

simulation codes have built-in analysis capabilities, allowing the user insight into the simulation

as it proceeds. Alternatively, data analysis must be performed afterwards with commercial, open

source, or custom-made software. The code used for analysis can range greatly in complexity.

For example, a fairly straightforward script can be used to calculate the radius of gyration of

a polymer, while more complicated calculations can be done to determine far more complex

material properties (e.g., example). For example, if the system in question is being stretched, a

program can be written to calculate the stress tensor on the system as a whole, or atom by atom.

For a polymer system, the radii of gyration and crystallinity can be derived from knowledge of

every atomic position. In a protein, changes to the shape of the active site or measurement of

ligand binding affinity can be calculated. For inorganic systems, thermodynamic quantities or

information about the system’s crystal structure can be extracted from a simulation.

1.6 Outline of the Thesis

The next chapter, Chapter 2, of the thesis will be an overview of an experimental study

in which I performed all electronic measurements. The work described therein will describe
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the substantial differences in experimental behavior for polymers with even small differences in

backbone structure. This provides the motivation for the rest of this work. Next, I developed a

method to quantify the energetics of polymer backbone structure, which is detailed in Chapter

3. The method allows for separation of delocalization effects and nonbonded energies in conju-

gated polymer. This technique opened up further avenues of research, namely the analysis of

improper torsion, a heretofore unstudied method of torsion in conjugated polymers. The findings

of the first analysis of this torsion is demonstrated in Chapter 4. Finally, my work using this tech-

nique again to study the long-range effects of conjugation in conjugated polymers is detailed in

Chapter 5. Each section has its own introducation and conclusion on its specific subject matter.
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Figure 1.1: Overview of running a simulation. The researcher begins by creating the data file (or
has it embedded within the program input) to inform the program of the initial arrangement and
specific interactions of all atoms (Figure 1.3). The researcher must then create a software input
file, which uses the data file to begin the simulation on the program and tells the program how
to run the simulation (Figure 1.5a). A hardware input is also required if specialized hardware is
used (i.e., a supercomputer), which informs the hardware to run the program according to the
program input as well as the best way to run the program on the hardware (Figure 1.5b). These
three tasks converge to cause the simulation to be carried out. After the simulation is complete,
it is then analyzed by the researcher.
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Figure 1.2: Overview of Monte Carlo (MC) and molecular dynamics (MD) simulations. Both sys-
tems progress from an initial, user-defined arrangement of atoms. In Monte Carlo simulations,
the energy of the system is calculated, while in a molecular dynamics simulation the net force
on each atom is calculated. Monte Carlo simulations are then advanced randomly and given a
probabilistic “chance” test. The dotted lines represent possible outcomes: the system could fail
the test and return to its initial position, or succeed in the test and advance to its new atomic
configuration. In comparison, molecular dynamics simulations are advanced deterministically,
using the force on the atoms to determine where they will end up a very short interval in the
future. The atoms are then deterministically moved to their new configuration. In both MC and
MD simulations, these processes are then repeated (i.e., a new energy of the system is then
calculated in a Monte Carlo simulation while new forces are calculated in a molecular dynamics
simulation).
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Figure 1.3: An example of a data file in the LAMMPS style. We divide the data file into three
primary sections: Header, Parameters, and Definitions. In the “Header” section, details about
the rest of the data file are indicated. In our example, how many of each interaction type and how
instances of each interaction exist are notated. In the other sections, we divide the information
into pieces. In the Parameters section, the type ID of atom or interaction is given (red), then the
parameters (black) which define the interaction are defined (e.g. there is a type 1 bond with a
Kb of 320.0 and equilibrium distance of 1.41 Å). In the “Definitions” section, a type ID (red) is
given for every atom or interaction (blue) (e.g. a bond given a type of 1 will have a Kb of 320.0
and equilibrium distance of 1.41 Å). Finally, in the placement section the atoms involved in each
interaction are given (green) and initial positions (purple) and charges (orange) are defined for
every atom in the system.
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Figure 1.4: Types of interactions in a standard force field (e.g., a force field for proteins or
hydrocarbons. The atoms undergoing forces are defined in blue, while other atoms in the sys-
tem are shown in red. Atoms which are not connected through bonds experience two types
of force. First, they experience van der Waals forces. In particular, the Pauli repulsion force
at short distances and London dispersion forces at intermediate distances. These forces are
usually described using a Lennard-Jones potential. Additionally, for systems where atoms have
partial atomic charges, the atoms experience Coulombic interactions. In contrast, atoms that
are chemically bonded experience additional forces. Directly bonded atoms interact based on
their distance apart (usually with a harmonic function). Three atoms that are bonded in a linear
fashion interact with a potential based on the angle with respect to the central atom. Four atoms
that are bonded in a linear fashion interact with a potential based on their orientation about the
central bond, called a dihedral interaction. Improper angles are torsions created when one atom
is bonded to three other atoms and a specific orientation (e.g., planarity) is required (Full View).
The potential is calculated based on the angle between one atom and the plane defined by the
other three atoms (Plane-Aligned View).
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Figure 1.5: LAMMPS input to the simulation (a) software and a (b) hardware input file. (a) The
software input file. In Step 1 the program is told what to expect: how information about the atoms
(e.g. location, atom type) will be given, what type of pairwise interactions will be used (in the
example file, Lennard-Jones and Coulombic interactions), and so on. In Step 2, the simulation
is instructed in how to run. Specifics of how to run the program are given, namely how big of a
timestep to take in femtoseconds (red) and what statistical mechanical ensemble will be used
(blue). Specific information for the statistical mechanical ensemble (e.g., starting and ending
pressures, purple, and temperatures, yellow) is additionally specified for the program. In Step
3, the program is run for a set number of timesteps (run 5000). Some type of output command
is used to get the final configuration of atoms or snapshots as they progress in the system. (b)
A hardware input file, breaking down the information into three steps. Various supercomputing
centers use different schedulers. Here, we provide example input using the SLURM scheduler.70

In Step 1, we define the basic parameters of the program, such as the job’s name, the place
to put hardware output information, and how long to run the job for. In Step 2, the hardware is
instructed to load important software for use on the simulation. In Step 3, the supercomputer is
instructed to run the simulation.
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Chapter 2

Stretchable and Degradable

Semiconducting Multi-Block

Copolymers

This chapter describes the synthesis and characterization of a class of highly stretchable

and de-gradable semiconducting polymers. These materials are multi-block copolymers (BCPs)

in which the semiconducting blocks are based on the diketopyrrolopyrrole (DPP) unit flanked by

furan rings and the insulating blocks are poly(ε-caprolactone) (PCL). The combination of stiff

conjugated segments with flexible aliphatic polyesters produces materials that can be stretched

≻ 100%. Re-markably, BCPs containing up to 90 wt% of insulating PCL have the same field-

effect mobility as the pure semiconductor. Spectroscopic (ultraviolet-visible absorption) and

morphological (atomic force microscopic) evidence suggests that the semiconducting blocks

form aggregated and perco-lated structures with increasing content of the insulating PCL. Both
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PDPP and PCL segments in the BCPs degrade under simulated physiological conditions. Such

materials could find use in wearable, implantable, and disposable electronic devices.

2.1 Introduction

Semiconducting polymers and biomacromolecules share few characteristics beyond the

fact that their molecular structures contain carbon and thus that they share the classification of

“organic.” Electronic materials that combine semiconducting properties with properties inspired

by biological tissue, however, have the potential to enable a new class of wearable, implantable,

and disposable devices. Mechanical compliance commensurate with that of the skin and inter-

nal organs could permit seamless interfaces between synthetic materials and these biological

structures.128–131 Moreover, the property of biodegradability could eliminate the need for surg-

eries to remove implanted devices, and could reduce the environmental impact of their disposal.

Currently, the most successful approach to endowing medical devices with stretchability and

biodegradability is based on silicon nanomembranes and metallic interconnects.132 Semicon-

ducting polymers, on the other hand, offer the possibilities of synthetic tunability, oxide-free

interfaces, mechanical toughness, detection of a range of physiological signals, and the po-

tential for scalable manufacturing by printing.133 This article describes highly stretchable and

biodegradable multi-block copolymers based on diketopyrrolopyrrole (DPP)—a component of

semiconducting polymers that have achieved high charge-carrier mobilities ( 1 cm2 V1 s1)

in organic field-effect transistors (OFETs)134,135—and poly(-caprolactone) (PCL), an aliphatic

polyester that degrades under simulated physiological conditions.136 Remarkably, one of the

materials synthesized exhibits no decrease in charge-carrier mobility in OFET even with insu-

lating PCL content up to 90 wt%. The invariance in mobility suggests that stretchability and
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biodegradability can be incorporated into semiconducting polymers described. One of the long-

purported advantages of organic semiconductors is mechanical compliance, i.e., flexibility and

stretchability. Semiconducting polymers in particular are logical candidates for applications de-

manding deformability because polymer chains form entanglements, which produce the exten-

sibility and toughness characteristics of plastics. The rigidity of the π-conjugated units, the

semi-crystalline microstructure, and the generally high glass transition temperatures, however,

are usually incompatible with mechanical softness. Several approaches have been used to cir-

cumvent the apparent incompatibility of semiconducting behavior and mechanical softness.137

One goal of this research is to achieve stretchability ≥50%, which is similar to that of human

skin.138 One approach to improving the mechanical robustness of polymer semiconductors is to

blend amorphous insulating polymer with semiconducting polymers.139–142 Blending, however,

leads to large-scale phase separation, which may limit charge transport. Alternatively, polymer

semiconductors can be synthetically modified to improve their mechanical properties (e.g., en-

gineering the backbone and side chain) to produce single-component materials not susceptible

to phase separation.143–146 Devices that degrade into harmless byproducts have the potential

to reduce surgeries for removal, which will be desirable given the risk of hospital-borne illness.

Moreover, materials that degrade in the environment have the potential to decrease e-waste.

Recently, the Bao laboratory reported a degradable low-bandgap semiconducting polymer with

a high charge-carrier mobility.147 This material was condensed through imine linkages, which

require acidic conditions to hydrolyze. Moreover, the mechanical properties of these materials

were not reported. In this work, we designed a new class of stretchable and biodegradable

semiconductors whose defining structural motif is a segmented copolymer with semiconducting

conjugated segments linked by soft, biodegradable PCL segments. We measured the mechan-
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ical properties, field-effect mobility, and biodegradability of these polymers in phosphate buffers

solution. By tuning the structure of the semiconducting segment, it was possible to retain in-

terconnected pathways for charge transport even with high loadings of the insulating fraction.

The approach shown in this work could be extended to various conjugated polymers that are

synthesized by coupling polymerizations.148,149

2.2 Results and Discussion

For the conjugated segments, we chose a polymer based on the N-substituted DPP

unit flanked by two furan rings (Figure 2.1a).150 The DPP unit and furan rings are suscepti-

ble to decomposition by acids, peroxides, and enzymes.147,151 We chose PCL for the flexible

segment since PCL exhibits high elongation at break (≻1,000%) and biodegradability. Our

strategy to synthesize BCPs involved connecting PDPP and PCL (PDPP-b-PCL) at the re-

spective end-hydroxyl units using diisocyanate linking agents (Scheme S1, Supporting Infor-

mation). First, hydroxyl end-capped PDPP were synthesized by Stille polymerization of dibromo

DPP with thiophene (T) or thienothiophene (TT) bis-stannane in the presence of 5-bromo-2-

thiophenemethanol as an end-capping agent.152 Next, PCL was synthesized by ring-opening

polymerization using 1,6-hexanediol to afford hydroxyl-terminated chains.153 The molecular

weight of the PDPPs and PCL we obtained were comparable. Finally, the PDPP and PCL

segments connected with hexamethylene diisocyanate to form urethane linkages.154 Since for-

mation of the urethane linkage does not generate by-products nor requires a catalyst, the BCPs

were easily purified. After final reaction, we confirmed the increase of weight-average molecu-

lar weight by GPC using both refractive index and UV-Vis detectors, the formation of urethane

linkages by NMR and the ratio of PDPP to PCL by NMR.
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The tensile response of organic semiconductors is an important predictor of their dura-

bility in actual devices.137 In particular, a high elongation at break increases the robustness of

devices against fracture.146 To measure the mechanical properties of the BCPs, we first used a

“film-on-water” (FOW) technique originally described by Kim and coworkers.155,156 Spin-coated

films were removed from a glass substrate, floated on the surface of water, and subjected to ten-

sile pull testing to obtain the stress-strain curves shown in Figure 2.1b. The improvement in me-

chanical robustness with increasing PCL content is clearly observed; the toughness increased

by a factor of 22 for the sample containing 75 wt% of PCL compared to T-0. Furthermore, im-

ages of the breaking point, shown in the inset of Figure 2.1b, demonstrate that increasing the

PCL content leads to fracture with greater ductile character. Importantly, the films of T-50 and

T-75 could withstand over 50% elongation without fracturing.

Since semiconducting materials are fabricated on elastomeric substrates in stretchable

devices,128 we also measured the micro-crack behavior on poly(dimethylsiloxane) (PDMS, Fig-

ure 2.1c). Thin, spin-coated films were removed from a glass substrate, floated on the surface

of water, transferred to PDMS, and dried with compressed air. The fracture behavior of BCPs on

elastomers is correlated with the film-on-water measurements, and T-50 and T-75 can be effec-

tively stretched to 100% strain on PDMS without resulting in any visible cracks. In comparison,

films of physical blends of T-0 and PCL 50/50 wt% (T-blend-50) show pervasive cracking at 100%

strain. These results reflect the superiority of BCPs (i.e., covalently bonded polymers)—as op-

posed to physical blends—for improved mechanical properties. We also applied this synthetic

strategy to another DPP segment in which the thiophene unit (T) was replaced with the fused

thienothiophene (TT) unit (TT-0). DPP units coupled through the TT unit usually show higher

charge carrier mobility than those coupled through the T unit, but are less flexible.157 Using our
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approach, we again observed significant improvement in stretchability, with homogeneous films

achieving over 100% strain without cracking (TT-50). The charge-carrier mobility of semicon-

ducting materials is an important metric for device performance. Unfortunately, many molecular

design strategies that improve the stretchability of materials often reduce their mobility.137 We

measured charge-carrier mobility of our materials using top-contact, bottom-gate field-effect

transistors (FETs) after annealing at 100 ◦C for 1 h (Figure 2.2a). For the devices based on

BCP-T, we observed that the mobility declined with increasing PCL content: the mobility of T-0

was an order of magnitude higher than that of T-90 (90 wt% PCL). In contrast, the devices fab-

ricated with BCP-TTs showed the remarkable result of no appreciable change in mobility at any

fraction up to 90 wt% PCL. We hypothesized that this difference in electronic performance be-

tween the segmented BCPs was due to the morphological differences between the materials.158

To determine what morphological differences could account for such different electronic behav-

ior with high loadings of PCL, we characterized the morphology of the films using atomic force

microscopy (AFM). Since the surface morphologies of as-spun films resulted in images in which

the two phases were poorly differentiated, we observed micro-phase separation behavior of

PDPP segments after selectively etching the PCL segments by exposing the BCP films to a

solution of 0.5 M sodium hydroxide in water/methanol = 60/40 (volume/volume)% (0.5 M NaOH

solution). The removal of PCL was monitored by 1H NMR spectroscopy. As shown in Figure

2.2b, comparison of the AFM height images revealed that the PDPP segments in TT-75 thin film

formed more percolated, fiber-like networks than did the segments in T-75 films, which formed

disjointed globular phases. This morphological observation is consistent with the differences in

electronic behavior of the two BCP systems and can, in part, be attributed to an increase in the

stiffness of the PDPP segments containing TT units.
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Charge transport through the PDPP phase is strongly influenced by the ordering of

PDPP segments. This molecular-scale ordering can be correlated to the state of photophysical

aggregation, which is observable through ultraviolet-visible (UV-vis) absorption spectroscopy.

To analyze the aggregation of PDPP segments in BCPs, we measured the UV-vis spectra of

BCP films after annealing at 100 ◦C for 1 h (Figure 2.2c, d). As we increased PCL content in

the BCP-TTs, we observed a red shift in absorbance of PDPP segments and an increase in the

relative height of the 00 to the 01 vibronic peaks (A0-0/A0-1), which correlated with the strength

of intrachain J-aggregation.159,160 This trend implies that the aggregation of PDPP segments

in the BCP-TTs was enhanced by PCL. On the contrary, the BCP-Ts show a decrease in A0-

0/A0-1 as well as a blue shift in absorbance, indicating a disturbance of aggregation of PDPP

segments by the addition of PCL. In vitro degradation experiments were performed to investi-

gate the degradation rate of BCP-T (Figure 2.3a). The amount of residual PCL was calculated

by 1H NMR by comparing the peak integration of PCL segments (4.1 ppm) to that of hexyldecyl

groups in PDPP segments (0.8 ppm). The PCL segments in T-50 were completely degraded in

a 0.5 M NaOH solution in less than 3 days, confirming that PCL segments in the BCP-Ts can be

fully degraded. However, immersion of T-50 in phosphate buffered saline (PBS, pH = 7.4)161

at physiological temperature (37 ◦C) only degraded the PCL segments of T-50 to 48% of their

original content after 12 weeks.

While the purpose of incorporating the hydrolyzable polyester segments was to confine

the degradation to these flexible units, we could not discount the possibility that the conjugated

PDPP units were also degraded by PBS. To quantify the degradation of the conjugated seg-

ments, we performed the following experiment. First, we immersed a thin film of T-0 in PBS for

12 weeks. We then dissolved the film in chloroform and obtained UV-vis spectra. We found
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that the ratio of the absorbance peaks, A0-0/A0-1, decreased by 6% after this treatment (Figure

2.3b). This result suggests that the conjugated unit itself was partially degraded by the PBS,

though we were not able to determine the identity of the products of degradation. Again using

the ratio A0-0/A0-1 as a metric, degradation of the conjugated units of T-50 was twice as great

as for T-0. The difference may be because of faster degradation kinetics of the conjugated units

due to an increase in surface area of the PDPP segments upon decomposition of the PCL.

AFM height images further supported our observations regarding degradation of PDPP and

PCL segments (Figure 2.3c). The roughness of T-0 films increased after 12 weeks of immersion

in PBS; we attribute the increase in roughness to the degradation of PDPP segments. On the

other hand, the surface morphology of T-50 films dramatically changed compared to T-0 films

due to the decomposition of PCL segments. The average surface roughness (Ra) of T-50 films

increased to a similar value as the Ra of T-50 films etched with 0.5 M NaOH solution (Figure S3,

Supporting Information).

2.3 Concluding remarks

We reported a new class of stretchable and degradable semiconducting polymers based

on multi-block copolymers of PDPP and PCL. Given that our approach to stretchability and

biodegradability is based on the addition of PCL segments, we believe this approach is extend-

able to other conjugated polymers. Furthermore, the retention of field-effect mobility in these

materials, particularly the BCP-TT series, suggests that biologically inspired properties need not

come at the expense of electronic properties. These materials could lead to devices that are not

only stretchable, degradable, and disposable, but also those having other properties inspired by

biological tissue, namely self-repair.
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2.4 Materials and Methods

Synthesis of Conjugated Blocks

For the BCP-T blocks, DPP-Br (499 mg, 0.570 mmol), 2,5-bis(trimethylstannyl)-

thiophene (T) (247 mg, 0.600 mmol), 5-bromo-2-thiophenemethanol (T-OH) (11.9 mg,

0.060 mmol), tris(dibenzylideneacetone)dipalladium(0) (Pd2(dba)3, 2.7 mol %), and tri(o-

tolyl)phosphine (P(o-tol)3, 10.7 mol %) were charged within a 25 mL 3-necked flask, cycled

with nitrogen, and subsequently dissolved in 10 mL of degassed chlorobenzene (CB). The mix-

ture was stirred for 20 h at 110 ◦C. The reaction mixture was allowed to cool to 25 ◦C, 5 mL of

CHCl3 were added, and the polymer precipitated into methanol (200 mL). The precipitate was

purified via Soxhlet extraction for 4 h with methanol and 6 h with acetone, followed by collection

in CHCl3. The polymer T-0 was obtained as a dark blue solid (428 mg). A similar procedure for

the BCP-TT blocks is reported in the Supporting Information.

Synthesis of Soft Blocks

ϵ-Caprolactone (ϵ-CL) (2.28 g, 20.0 mmol) and 1,6-hexanediol (HDO) (11.8 mg, 0.10

mmol), were charged within a 25 mL round-bottom flask, cycled with nitrogen and subsequently

dissolved in 5 mL of degassed dichloromethane (CH2Cl2). Then, a 1.0 wt% CH2Cl2-containing

solution of trifluoromethanesulfonimide (HNTf2) (2.811mg, 0.010mmol) was added. The mixture

was stirred for 68 h at 25 ◦C. After that, 5 mL of CHCl3 were added to the reaction mixture, and

the polymer precipitated into methanol (90 mL). The precipitate was collected via centrifugation.

The polymer PCL was obtained as a white solid (428 mg).
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Synthesis of Segmented Copolymer

For T-50: T-0 (75 mg, 3.7 mmol) and PCL (75 mg, 4.1 mmol) were charged within a 10

mL round-bottom flask, cycled with nitrogen, and subsequently dissolved in 1.5 mL of degassed

CHCl3. Then, a 0.5 wt% CHCl3-containing solution of hexamethylene diisocyanate (HMDI)

(1.30 mg, 7.8 mmol) was added. The mixture was stirred for 190 h at 50 ◦C. The polymer

was precipitated into methanol (80 mL). The precipitate was collected via centrifugation. The

polymer T-50 was obtained as a dark blue solid (144 mg). The remaining BCPs were obtained

by changing the weight fraction of PCL and/or using TT-0.

Preparation of Substrates for Mechanical Testing

Glass slides, cut into squares (1 in × 1 in) with a diamond-tipped scribe, were used as

substrates for the polymer thin films. The slides were thoroughly cleaned in an ultrasonic bath in

the following sequence of 10 min steps: powdered Alconox detergent dissolved in DI water, DI

water only, acetone, and then IPA. After that, the slides were dried with compressed (house) air

and then treated with plasma (30 W) for 5 min at a base pressure of 200 mTorr of air to remove

residual organic debris and improve surface wettability.

Preparation of Films

Solutions of BCPs in CHCl3 (10 mg mL−1) were prepared and allowed to stir overnight.

Prior to use, all solutions were slightly heated (15 s) with a heat gun to promote dissolution of

the polymer; the solutions were then filtered with 0.45 µm PTFE filters, immediately after which

they were spin-coated (Headway Research PWM32) onto the cleaned glass substrates at 1000

rpm (ramping at 500 rpm s−1) for 120 s. These conditions produced films of thicknesses ranging
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from 100 to 150 nm as determined by profilometry (Dektak 150 Surface Profiler).

Testing of Mechanical Properties

We examined cracking behavior of thin film using a linear actuator and optical mi-

croscopy. Spin-coated thin films were removed from plasma-treated glass substrates and floated

on a water surface. The films on water were transferred to stretchable PDMS (Sylgard 184, Dow

Corning) substrates. PDMS was prepared according to the manufacturer’s instructions at a ratio

of 10:1 (base:crosslinker) and cured at room temperature for 36 to 48 h prior to use for me-

chanical testing. For our stress-strain curves, we use the film-on-water technique previously

described by Kim and coworkers.28,29

Measurement of Field-Effect Mobility

Highly doped n-type Si wafers (0.001-0.005 Ω-cm) with 300 nm of thermal oxide were

sonicated for 10 min each in detergent solution (2% Alconox in deionized (DI) water), DI water

only, and isopropyl alcohol (IPA). The substrates were then treated with plasma (30 W) for 5 min

at a base pressure of 200 mTorr, then placed in a 0.33 vol.% solution of octadecyltrichlorosilane

(OTS) in cyclohexane for 18 min. Samples were rinsed with cyclohexane and then sonicated for

10 min in chloroform (CHCl3) before spinning a 10 mg/mL solution of PDPP-b-PCL in CHCl3 at

1500 rpm for 30 seconds. Samples were annealed at 100 ◦C for 1 h. 40 nm thick Au electrodes

were then thermally evaporated with a length of 1000 m and width of 30 µm. Samples were

tested on a Keithley 4200.
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Figure 2.1: Synthetic strategy for BCPs containing DPP-based polymers and an aliphatic
polyester. (a) Stille coupling polymerization of DPP-Br, stannane compound, and end-modifier.
(b) Ring-opening polymerization of ϵ-caprolactone (ϵ-CL) with HDO. (c) Synthesis of BCPs with
di-isocyanate linker.
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Figure 2.2: (a) Determination of the effect of PCL content in PDPP-b-PCL on mechanical prop-
erties. Stress-strain curves were obtained from films suspended on water. The photographs
illustrate fracture be-havior, scale bar, 1 cm. (b) Optical micrographs of the cracking behavior of
BCP and blend films on PDMS at 100% strain, 100 cycles, scale bar, 500 µm.

35



Figure 2.3: Characterization of electronic performance and morphology. (a) Schematic illus-
tration of OFET structure and relationships between charge-carrier mobility and PCL content,
standard deviations of three distinct measurements. (b) AFM height images of thin films after im-
mersion in 0.5 M NaOH solution, scale bar, 300 nm. (c) UV-vis spectra showing the absorbance
of BCPs thin films with different PCL content after annealing at 100 ◦C for 1 h, normalized to
the A0-1 peak, (d) Relation-ship between relative heights of vibronic peak (A0-0/A0-1) and PCL
content.
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Figure 2.4: Characterization of BCP-films degradability. In vitro degradation of a T-50 thin film
for different immersion times in PBS at 37 ◦C and in 0.5 M NaOH solution at 25◦C. (a) Plot of
residual PCL over time, (b) Normalized UV-vis spectra of T-0 and T-50 in chloroform for pristine
films (solid line) and after 12 weeks of immersion in PBS (dotted line), (c) AFM height images of
thin films before and after 12 weeks of immersion in PBS. Ra is the average surface roughness
of the scanned area, scale bar, 1 µm.

37



Chapter 3

Decoupling Planarizing and Steric

Energetics to Accurately Model the

Rigidity of π-Conjugated Polymers.

The π-conjugated backbone of semiconducting polymers gives rise to both its electronic

properties and its structural rigidity. However, current computational methods for understand-

ing the rigidity of polymer chains fail in one crucial way. Namely, the standard method—the

torsional scan (TS) method—cannot decouple energy related to electron delocalization from

energetic effects arising from nonbonded (i.e., steric) interactions between adjacent aromatic

monomers. This failure results in an overestimation of the energy associated with steric clash-

ing and underestimation of energy associated with electronic delocalization. The overestimation

of steric clashing arises because nonbonded energies are also counted through other modeled

interactions (e.g., van der Waals interactions). Thus, conventional models lead to significantly
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reduced planarization forces within the backbone (e.g., an overly twisted chain) because non-

bonded forces are double counted. Here, we describe a method, “isolation of delocalization

energy” (DE), to decouple the delocalization energy from the energy due to nonbonded interac-

tions and to accurately understand the rigidity of any arbitrary conjugated material. In simula-

tions of chains in the solid phase, adjacent monomers in three model polymers (P3HT, PTB7,

and PNDI-T) were significantly more coplanar when using the DE method compared to the TS

method. Likewise, the DE method showed torsional energy with up to 4.53 kJ/mol greater accu-

racy, relative to quantum mechanical calculations, when compared to a conventional torsional

scan. The barrier to torsion and distribution of torsional angles for all three polymers were also

determined to be more precise when calculated using the DE method.

3.1 Introduction

The backbone structures of π-conjugated polymers differ dramatically from those of poly-

mers with saturated backbones. These polymeric semiconductors are generally composed of

a backbone consisting of aromatic and/or heteroaromatic rings bonded to one another.162,163

Charge transport in these conjugated structures is enabled by delocalization between overlap-

ping π-orbitals,164–166 which gives rise to the band structure.167 Electronic delocalization is gen-

erally energetically favorable, resulting in highly planar polymer chains.168–170 The semiconduct-

ing behavior of these π-conjugated materials in particular has given rise to a myriad of device

applications, from organic transistors171 and solar cells172 to chemical sensors.173 Due to their

mechanical robustness and synthetic tunability, organic electronic devices fabricated from conju-

gated polymers have many advantages over their inorganic counterparts. In particular, polymers

with the “donor-acceptor” motif—in which electron-rich and electron-poor monomer residues al-
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ternate along the backbone—can achieve low bandgaps and high mobilities. Furthermore, this

“push-pull” effect further drives coplanarity of adjacent monomers.174,175 Electronic delocaliza-

tion between adjacent monomers is thus a defining characteristic of conjugated polymers.176,177

Computational modeling of conjugated polymers potentially offers a high-throughput method of

analyzing relationships between the structure of the individual chains and the morphology in

the solid state. In such models, the ability to predict the rigidity of the backbone depends on

accurate determination of the energy of electronic delocalization between adjacent monomers,

a task that is not trivial. Typically, the energy is calculated by means of the conventional torsional

scan (TS) method, in which the torsion between adjacent monomers is steadily adjusted and

the total energy is calculated through a quantum mechanical (QM) method at each torsional

value.178,179 The TS method has become standard to model and understand the rigidity of con-

jugated polymers.180–182 However, the TS method returns both the energy related to dihedral

delocalization, along with the energy related to nonbonded energy (here, primarily steric inter-

actions). Nonbonded energy nearly always increases at planarity due to steric clashes between

atoms brought into close proximity (i.e., as in the eclipsed conformation in a Newman projection).

Thus, nonbonded energy acts to counter (and sometimes overwhelm) the favorable energy of

electron delocalization. Additionally, the TS method is typically the only part of the calculation

of the total energy capable of accounting for the energy related to electronic delocalization. On

the other hand, nonbonded forces also arise from other parts of the calculation (e.g., Lennard-

Jones interactions).182–184 The usual result of this conventional approach is an underestimation

of the rigidifying planarization force and an overestimation of the nonbonded forces (i.e., the

nonbonded forces are double counted). Additionally, the domination of the nonbonded forces in

some torsional scans makes it difficult or impossible to measure the fundamental energy barrier
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to torsion.179 These inaccuracies prevent conjugated polymers from being accurately modeled

and compared, especially for those with different backbone structures. Any model in which the

rigidity of the polymer backbone is important (e.g., charge transfer, mechanical properties, film

morphology, solvent interactions) suffers as a result of the inability to treat the energy due to de-

localization by itself. To address the inaccuracy with which conventional approaches account for

the total torsional energy in conjugated polymers, we developed a method to determine the en-

ergy solely related to electronic delocalization. We term this method the “delocalization energy

isolation method” (DE). Quantum mechanical data is used in both the conventional torsional

scan method, data we refer to as QM-TS, and the delocalization energy method, data we refer

to as QM-DE. The quantum mechanical data were incorporated into a force field for molecular

dynamics simulation based the ubiquitous OPLS force field (commonly used to model organic

liquids and materials).60 The force field utilizing the torsional scan method is termed OPLS-TS,

and the force field optimized with the delocalization energy isolation method is termed OPLS-

DE. The DE method is described in Figure 3.1. First, a conventional torsional scan, based on

the seminal work by Marcon and Raos,179,185 was conducted by optimizing the geometry of the

planar conformation of the dimer. Then, we calculated the potential energy curve as a function of

increasing torsion angle between the monomers (Figure 3.1a). The total energy from these cal-

culations has contributions from both electronic delocalization, Edelocalization, and nonbonded

interactions, Enonbonded. We then sought to separate Enonbonded from Edelocalization to

extract the energy due solely to delocalization. To approximate Enonbonded, an identical tor-

sional scan was performed on a variation of the structure, where one monomer was dually

hydrogenated (Figure 3.1b). The placement of a hydrogen atom in the π-system (specifically, at

the point of attachment with the aromatic monomer) interrupts the delocalization of electrons.
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Thus, the calculated energy from the hydrogenated dimer is taken as being primarily due to

nonbonded forces in the system, Enonbonded, plus an additional energy related to the unphys-

ical placement of the hydrogen atom in the π-system, Ehydrogenation. The energetics from

the placements of the second hydrogen atom should remain relatively constant for all torsional

angles. Finally, the molecule was modified such that the hydrogenated monomer was replaced

by a methyl group (Figure 3.1c). In this methyl group, one of the hydrogen atoms is placed in the

same perpendicular position as in the hydrogenated dimer. The other two hydrogen atoms are

oriented in the same directions as the carbon atoms attached to the (2,5) positions of the un-

saturated monomer. The position of the hydrogen atoms thus mimics the position of the atoms

in the hydrogenated dimer. The methylated monomer thus provides an approximation of the

energy of the placement of the unphysical hydrogen atom, Ehydrogenation. The total energy

of this methylated monomer is subtracted from the total energy of the hydrogenated dimer to

provide an estimation of the total nonbonded energy, Enonbonded. The nonbonded energy can

in turn be subtracted from the energy of the pure dimer to obtain an estimation of the delocaliza-

tion energy. In doing so, both the energy of delocalization and nonbonded energy in the system

are isolated. We had three goals in attempting to account for these nonbonded interactions:

accuracy, universality, and understandability. Of these goals, the most fundamental is accuracy,

because accurate understanding of the rigidity of a conjugated polymer chain will allow for bet-

ter understanding of charge transport and mechanical properties. Indeed, previous work has

shown that the rigidity of the semiconducting backbone is closely related to the charge transport

of a polymer chain,170,186 while other work has shown a correlation between elastic modulus

and chain rigidity.187–189 The next goal was to build a universal model that could be used to

characterize any conjugated polymer. While early studies with conjugated polymers tended to
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focus exclusively on poly(3-alkylthiophene) (P3AT) derivatives, the field is no longer dominated

by a single polymer.190 Instead, the emergence of donor–acceptor (D–A) polymers has resulted

in the development of a diverse array of conjugated polymers applied to all areas of organic

electronics.191 For example, families of poly(diketopyrrolopyrrole) (PDPP), poly(naphthalene

diimide) (PNDI), indacenodithiophene (IDT), and poly(benzodithiophene) (PBDT)-based back-

bone structures are all commonly used in organic transistors and solar cells.192–195 Therefore,

computational models must be able to accurately handle a wide (and growing) range of polymer

structures, and to allow for the comparison between polymers. An additional benefit of such

universality is that advancements in computational modeling are also applicable to fused-ring

electron acceptors, which have dominated recent organic solar cell literature due to the high

power conversion efficiencies of the devices they enable.196 Finally, we aimed to develop a

method that generates easily understandable data to guide both physical experiments and the

rational design of conjugated polymers. With a better understanding of the planarizing forces in

a polymer backbone, the relationship between polymer planarity and both charge transport and

dissipation of mechanical energy can be better understood.

3.2 Results and Discussion

QM Calculated Nonbonded and Delocalization Energies

We use the DE method to estimate the nonbonded and delocalization energies of three

polymers—poly(3-hexylthiophene) (P3HT), polythieno[3,4-b]-thiophene-co-benzodithiophene

(PTB7), and poly(naphthalene diimide) with a single bridging thiophene (PNDI-T)—as shown

in Figure 3.2. The delocalization energy determined by the DE method is then compared to the

43



energy calculated from the TS method, or the total energy in the DE method. We find that the

isolated delocalization energy, as determined by the DE method, differs significantly from the

total energy obtained from the TS method. For all three polymer models, the nonbonded en-

ergy increases most significantly when the monomers are coplanar with one another. There are

two major consequences of this result. First, the energetic barrier to rotation about the polymer

backbone is underestimated across all three polymers. The maximum in nonbonded energy

occurs when the backbone is completely planar, which is also the conformation resulting in the

minimum of the energy related to delocalization. In contrast, we find that the nonbonded energy

is negligible near perfect orthogonality (90◦ of dihedral torsion), while the energy associated

with delocalization is at its maximum. Overall, the competing delocalization and nonbonded

interactions result in smaller total energies. Second, the energies of the TS method are at

times dominated by the nonbonded forces. For PNDI-T, the nonbonded energy skews the tor-

sional scan so much that the energy is almost entirely related to conformational effects arising

from steric hindrance. This is a critical point, since combining the torsional scan energy with

an additional van der Waals term, such as a Lennard-Jones potential, will result in significant

overestimation of torsion in the polymer. Notably, this increased torsion is due to the polymer

undergoing antiplanarization from the nonbonded forces, with little to no compensating pla-

narization force due to delocalization. These two findings underscore that the standard practice

of using the torsion scan method in concert with van der Waals interactions will adversely affect

the predicted electronic and mechanical properties of the polymer. Our result also explains why

previous attempts to simulate conjugated polymers have been fraught with difficulty, with the re-

sults obtained by the conventional TS method for some polymers being so problematic that they

are not pursued.179 As a specific illustrative case, consider PTB7, which has two regioisomeric
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monomer types: one with the fluorine atom pointed away from the benzodithiophene (F-out) and

the other with the fluorine atom pointed toward the benzodithiophene (F-in). During the synthe-

sis, the orientation of the fluorine-substituted thieno[3,4-b]thiophene is statistical (essentially

random). The two regioisomers have similar electronic structures, however, and thus the rigidity

of the two regioisomers predicted from electronic delocalization alone should also be similar.

Nevertheless, the TS method results in diverging energies for the two different configurations

(Figure 3.2c and 2d). Previous studies of PTB7 have resulted in such divergent characteriza-

tions of torsional energy that the two conformations were treated entirely differently, despite their

nearly isoelectronic structure.179 The divergent energies given by the TS method therefore do

not reveal the true rigidifying energy of PTB7. In PTB7, the underlying fundamental rigidifying

energetics are obscured by steric forces. When the F-out dimer is considered, the presence of

the sulfur results in a smoother surface: i.e., there is no hydrogen atom protruding from a carbon

to generate an unfavorable steric interaction with the benzodithiophene unit. Thus, the PTB7

F-out coupling motif results in the lowest nonbonded energies of all three polymer systems con-

sidered. There is a slight increase in total energy in the TS method at planarity, and the energies

of delocalization and total energy are approximately equal. In contrast, when considering the

F-in dimer, the torsional scan is significantly affected by the nonbonded energies. For exam-

ple, when the fluorine substituent and the sulfur atom of the benzodithiophene are on opposite

sides, the difference in energy between a 0◦ and 90◦ dihedral angle is approximately 16 kJ/mol.

When the fluorine substituent of the thieno[3,4-b]thiophene unit and the sulfur atom in the ben-

zodithiophene ring are adjacent, the difference in energy between 0◦ and 90◦ of torsion is only

approximately 7.5 kJ/mol. Given that this energy determined by the torsional scan is the only

force in a simulation that will push the polymers towards planarity—and that nonbonded forces
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are already separately accounted for (e.g., through Lennard-Jones potentials)—the TS method

will result in a highly twisted polymer. Note that this effect is seen irrespective of the fact that

every “F-in” coupling results in an “F-out” coupling with the benzodithiophene of the adjacent

monomer (to the right of the parenthesis, as drawn). Nevertheless, the 50% of the dihedral in-

teractions are of the F-in type, and will thus contribute to twisted structures with highly reduced

planarizing forces.

Comparison of the force field and QM dimerization energies.

We then fit both the quantum mechanical energies from the torsional scan (QM-TS) and

quantum mechanical energies of the estimated pure delocalization energy (QM-DE). We used

the dihedral style used by a conventional OPLS force field to facilitate use in MD or Monte-Carlo

simulations. In this particular case, we compared the QM and force field energies as a function

of torsional angle (Figure 3.3) to determine how well the methods allow for simple approximation

of quantum mechanical energy. For P3HT, PNDI-T, and the F-in conformation of PTB7, com-

plete breaking of planarity (i.e., a 90◦ torsional angle) was under-penalized in terms of calculated

energy when using the OPLS-TS method. After fitting both the QM-TS and QM-DE data to an

OPLS-style dihedral model, differences between the two models were similar to those observed

in the unfit (Figure 3.2) delocalization energies. The largest differences were seen in PNDI-T,

where at nearly all dihedral angles, the expected differences in energy exceeded 5 kJ/mol. Ad-

ditionally, we found that the energy of the dimer obtained from the TS method was significantly

higher near planarity, due to the conflating of the steric hindrance and electronic delocalization

noted previously. Similar behaviors were observed in the F-in structure of PTB7, and to a lesser

extent, P3HT. The F-out conformation of PTB7 was the lone exception, for which the differences
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between the TS and DE methods were low for all torsional angles. To test the accuracy of the

DE characterization of inter-ring torsion, dimers were placed in vacuum without any torsional

barrier and allowed to freely rotate. The relative accuracy of the energy difference with respect

to the dihedral angle for randomized configurations of each dimer is shown in Figure 3.4. The

accuracy of the force fields is determined by comparing torsional force field energies derived

from the DE and TS methods (OPLS-DE and OPLS-TS) to quantum mechanical calculations

at the RI-MP2 scale. The comparison was done to measure which force field best resembles

the energies of the quantum mechanical method, as quantum mechanical methods are the best

approximation of the energies of various conformations. We note that while we used RI-MP2,

the DE method described here can be used to approximate any quantum mechanical method.

Encouragingly, we find that the DE method showed greater relative accuracy across all polymers

when compared to the torsional scan method. Our results from Figure 3.2 show that the torsion

characterized by the DE method is more accurate than the torsional scan method as steric hin-

drance leads to increased deplanarization. For example, for the F-out structure of PTB7, the TS

and DE methods gave similar energetic values. Thus, there was only a relatively small increase

in accuracy (0.33 kJ/mol) when using the OPLS-DE force field. In comparison, for PNDI-T, the

TS method resulted in significantly different energies when compared to the OPLS-CP method.

Accordingly, PNDI-T sees the largest improvement in accuracy compared to QM. For highly ster-

ically hindered configurations (i.e., P3HT, PNDI-T, and PTB7 (F-in)), the overall improvement in

accuracy of the OPLS-CP force field ranged from 1 kJ/mol to 4.5 kJ/mol. Notably, these average

values include comparisons between dimer conformations in which the dihedral angle (and thus

torsional energy) was highly similar. As such, improvements to the torsional energy result in

little change in accuracy of energy between the two conformations, depressing the overall im-
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provement in accuracy. The OPLS-DE model differs from the usual total energy from torsional

scan model in that it aims to isolate nonbonded steric forces from the delocalization forces, thus

accurately describing the torsional barrier. Therefore, the greatest improvement in accuracy

between the OPLS-DE method and the torsional scan method should occur when comparing

a planar dimer and an antiplanar dimer, where these energies are most unfavorably coupled.

Indeed, for all modeled polymers except PTB7 (F-out), we show that the largest improvement

in relative accuracy occurs when comparing a planar (0◦ or 180◦ torsional angle) dimer and

an antiplanar (90◦ or 270◦ torsional angle) dimer (Figure 3.4). In contrast, the OPLS-TS force

field performs best when the dimers have similar torsional angles (i.e., the energy difference

between dimers is relatively low), where the relative energy are more sensitive to non-torsional

energies of the conjugated polymer system (e.g., Lennard-Jones interactions, harmonic bond

lengths). The differences in energy are on average quite small as well when torsional angles

are similar, within the standard error of quantum mechanical methods. The energetic differ-

ence between planar conformations and other conformations is crucial to accurately define the

conformation of the polymer. Therefore, our results show that for arbitrary configurations, the

OPLS-DE force field more accurately describes the motion of conjugated polymers relative to

the torsional scan method. The torsional barrier to the rotation of each polymer (i.e., energy of

planarization) was calculated using both the DE (blue) and TS (red) model in Figure 3.5. We

calculated the torsional barrier in three different ways for both models. For the first two methods,

we compared the calculated energy at perfect antiplanarity (90◦ dihedral angle) and perfect pla-

narity (0◦ or 180◦). The 0◦ dimer calculation is referred to as “90◦-0◦” (backslash-style hatching),

while the 180◦ dimer calculation is labeled “90◦-180◦” (frontslash-style hatching). For polymers

with high steric forces, one might wish to avoid the regions in which steric clashes dominate
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the torsional scan, and simply take the difference between the maximum and minimum of the

torsional scan. This calculation is referred to as “Max-Min” (solid bars) in Figure 3.5. In planar

(0◦ and 180◦) conformations, electrons should be able to delocalize as easily in one confor-

mation as the other. Therefore, we expect near-identical energetic minima at these torsional

angles. Similarly, we expect the energetic maxima to be located at perfect antiplanarity (90◦).

Intuition thus dictates that all three calculations of planarization energy should be nearly iden-

tical if the model accurately represents the delocalization forces. The DE method gave highly

similar energies (only varying by 1.5 kJ/mol) for all calculation styles when applied to each poly-

mer, with the exception of the PNDI-T 90◦-0◦ measurement (which varied by 3 kJ/mol). For all

the polymers modeled, the OPLS-CP Max-Min value was within 0.1 kJ/mol of either the 90◦-0◦

or 90◦-180◦ calculation. This precision indicates that the maximum calculated value of the tor-

sional barrier was always at or close to perfect planarity, while the minimum value was always

at or close to perfect antiplanarity. A very slight difference between the 90◦-0◦ and 90◦-180◦

calculations exists for all polymers in the OPLS-CP model (±1.5 kJ/mol), with the exception of

PNDI-T. PNDI-T had a slightly larger mismatch between the 90◦-0◦ and 90◦-180◦ calculations,

yet both calculations remained within 15% of the overall calculated energy. We attribute the

mismatch to the massive steric forces within this conformation of PNDI-T, which created some

noise within the calculation of the delocalization force. In comparison, the TS method can give

significantly different values for each calculation of the torsional barrier. The TS method gave

a large spread of energetic calculations of the torsional barrier, with wide ranges of up to 100

kJ/mol. For P3HT, the 90◦-0◦ energy was nearly half that of the 90◦-180◦ energy due to steric

hindrance, likely caused by clashes between the proximate hydrogen and sulfur atoms. Simi-

larly, the F-in and F-out structures of PTB7 showed torsional barriers that differed by up to 10
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kJ/mol. In this case, the Max-Min method appeared most effective, with relatively similar values

for the two configurations of PTB7. However, for PNDI-T, all methods of calculating the barriers

using the torsion scan method gave significantly different values, with the Max-Min calculation

appearing the least effective (i.e., the most inaccurate in determining the fundamental energy of

the system). For the 90◦-0◦ calculation, the 0◦ value was significantly higher than the antipla-

nar conformation, resulting in the lone negative value. The 90◦-180◦ value of the planarization

energy was relatively small, even comparable to that of P3HT, despite being a donor–acceptor

polymer with significant differences in electronegativity between the monomers, a feature as-

sociated with more rigid polymers due to the push-pull effect. The differences in the Max-Min

value were particularly large—over 50 kJ/mol—due to the calculation between the energetic

maximum, where steric clashes are present, and the minimum, where the steric clashes no

longer occur. We end our analysis of Figure 3.5 by considering how the calculated torsional

barriers could be interpreted for experimental design. The energies from the TS method are

not indicative of the overall rigidity of the resulting polymer system. P3HT is labile (i.e., has a

low energetic barrier to torsion) in the torsional scan method, especially if the 90◦ - 0◦ method

is used. The TS method would suggest that the fundamental rigidity of PTB7 is comparatively

more rigid than P3HT. However, the extent of increased rigidity in PTB7 would be unclear, as the

model suggests differences in the energetic barrier by up to 10 kJ/mol for the PTB7 F-out and

F-in structures. For PNDI-T, how one interprets the fundamental rigidifying force of the polymer

is defined by which calculation is used. If the 90◦-0◦ method is used, we would expect the poly-

mer to be rigid, but locked in the antiplanar configuration. If the 90◦-180◦ method is used, we

would expect the polymer to be, approximately, as labile as P3HT. Finally, if the Max-Min method

is used, we expect a polymer chain with over triple the rigidity of the other polymers. In com-
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parison, the DE method is more precise in its determination (and interpretation) of the rigidity of

each polymer: P3HT ( 13 kJ/mol of planarizing energy) ≺ PTB7 ( 17 kJ/mol for both the F-in and

F-out structures) ≺ PNDI-T ( 25 kJ/mol). These results correlate with the increasing disparity

in electronegativity and increasing size of the π-system from P3HT to PTB7 to PNDI-T, which

result in more rigid polymers. These results are consistent with experimental expectations, in

particular the similarity of both PTB7 dimers, and the intuition regarding D–A polymer backbone

rigidity.202

Large scale polymer morphology.

Molecular dynamics simulations of P3HT, PTB7, and PNDI-T were performed to deter-

mine how a change in torsional potential would affect the polymer morphology (Figure 3.6).

These simulations predict what morphologies the polymer chains in the amorphous regions of

each polymer would adopt when using the OPLS-DE force field compared to OPLS-TS. We

found that the OPLS-DE force field resulted in differences in dihedral conformations adopted, as

measured by inter-ring torsion, that were significantly closer to planarity across all three poly-

mers (Figure 3.7). In P3HT, the simulations using both OPLS-TS and OPLS-DE resulted in

a nearly Gaussian distribution of torsional angles. However, the center of the distribution was

shifted closed to planarity when using the OPLS-DE method, resulting in a polymer with its

most frequent torsional conformation at approximately 40◦ and the frequency of torsional angles

steadily decreasing towards both 0◦ and 90◦. In contrast, the OPLS-TS characterization resulted

in the most common torsional angle being at approximately 50◦, with a significantly higher pref-

erence for the polymer in a conformation of a complete break in conjugation (90◦) than perfect

planarity. We note that the OPLS-DE results are more consistent with previous computational
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studies using quantum mechanical methods, which showed that the average torsional value of

P3HT is approximately 30◦ - 40◦.203,204 Interestingly, our own torsional scans show minima in

total energy for P3HT at approximately 0-10◦ and 20-40◦. We thus posit that the torsional scan

is excellent for predicting the ultimate distribution of the torsional angles, but a poor tool for

understanding the fundamental energies of the system. In PTB7, the differences between the

OPLS-DE and OPLS-TS models were smaller but still significant. The relative similarity of the

two generated distributions can be attributed to the fact that half of the torsional angles in a PTB7

have the F-out conformation, for which we previously determined the TS method is relatively ac-

curate (Figure 3.4). However, we find that the DE method for PTB7 shows a higher frequency

of planar conformations (≺45◦) and lower frequency of high degrees of torsion (¿45◦). Similar

to P3HT, the inclusion of a true planarizing force in the OPLS-DE method results a significantly

more planar polymer chain, rather than one in which twisted conformations are more common.

PDNI-T shows, by far, the clearest difference between the force fields derived from the TS and

DE methods. The TS method results in a maximum frequency at approximately 70◦, with all

torsional angles above 45◦ having large probabilities and very little probabilities for angles be-

low 45◦. In contrast, the OPLS-DE distribution resembles a normal distribution centered around

40◦. The OPLS-DE model fits well with our current understanding of NDI polymers: while these

polymers are often referred to as highly twisted, they do not present configurations that are

nearly entirely antiplanar (as is suggested in the torsional scan model). Theoretical models205

posit an energetic minimum around 40◦, consistent with the OPLS-DE results. Notably, torsional

angles commonly above 45◦ would present a serious obstacle to π-stacking, which occurs to

significant degree in NDI polymers.206 These results underscore the superiority of the OPLS-DE

model in accurately predicting the morphologies of conjugated polymers. Electronic properties
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of polymer condensed phases. Finally, we aim to show how a more accurate prediction of poly-

mer morphology can better inform the electronic (i.e., charge transport) properties by analyzing

the morphological characteristics such as the conjugation length (i.e., the length of a film a

charge may delocalize without needing to undergo a charge hopping process). We calculate

the conjugation length as described in our previous work.184 P3HT has been shown to allow

charges to delocalize for torsional angles of up to 40◦, which we assume correlates with the

conjugation length; we thus use a 40◦ torsional angle as the cutoff for delocalization length for

all modeled polymers.207 This assumption, of course, is an oversimplification of a complex elec-

tronic phenomena, and we emphasize that the maximum torsional angle for which charge can

still delocalize will vary from polymer for polymer. Rather than being a quantitative calculation,

this assumption is made as a proxy to estimate how electronic charge transport behavior varies

between polymers.

3.3 Methods

Force Field Parameterization.

QM calculations at the MP2 level of theory were used to measure the fundamental rigidity

of the conjugated polymer systems since MP2 has been shown to provide an excellent tradeoff

between accuracy and computational cost.179,180,197 Additionally, wavefunction-based meth-

ods such as MP2 can provide insights into underlying physics behind nonbonded interactions

not easily obtained by electronic structure density functional theory (DFT) calculations without

specialized corrections.198,199 Our strategy for generating QM data for both the TS and DE

methods (QM-DE and QM-TS) considers dimers—as opposed to oligomers—for several rea-
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sons. First, the literature is varied regarding how many monomers outside of the central dihe-

dral torsion, if any, are necessary to accurately reflect the energy.168,185,200 Additionally, these

monomers are typically kept consistently coplanar with the monomers undergoing torsion in

computational models, whereas in reality torsion between all monomers will constantly shift as

the conformation of the polymer evolves. As such, we focus entirely on the energetics associ-

ated with the local breaks in conjugation between adjacent monomers. Electronic delocalization

between adjacent monomers is the largest source of delocalization energy, and is the focus here.

QM/MP2 calculations were performed on three systems: 1) the fully conjugated dimers, 2) the

hydrogenated dimers, and 3) dimers in which one of the monomers was replaced by a methyl

group entirely (with the hydrogen atoms oriented similarly to the hydrogenated dimer). In all

systems, the side chains were replaced with methyl groups to reduce computational time while

maintaining electronic delocalization between the π-systems. For the hydrogenated dimer, two

hydrogen atoms were added to the carbons at the (2,5) positions. For the carbon not bonded

to the opposing monomer, the hydrogen was placed in a conventional configuration. For the

centrally bonded carbon atom in the dimer, the hydrogen atom was placed orthogonal to the

plane of the ring to block any π-orbital delocalization. For the methylated dimer, the hydrogens

in the methyl group were manipulated to replicate the placement of atoms in the dimer. Two of

the hydrogens were attached in the directions of the bonded carbon atoms in the dimer, scaled

to be at equilibrium distance (1.08 Å). The third hydrogen was placed in the same location as

the nonphysical hydrogen (as is in the hydrogenated dimer). The increased energy from the

hydrogen not being placed in an equilibrium position was thus compensated by subtracting the

energy of the methylated dimer from the energy of the hydrogenated dimer. A methyl group

was used instead of the full monomer to minimize nonbonded interactions with the remaining
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monomer while maintaining the energy related to the placement of the nonphysical hydrogen.

The remaining energies were fit by an OPLS-style dihedral model, where the fitting was per-

formed using a Levenberg-Marquadt algorithm. For the OPLS-TS model, the torsional scan

energy was used to define the energy of backbone torsion in a conjugated polymer. To calculate

the energy related to torsion between conjugated rings in the modified OPLS-DE force field, the

isolated delocalization energy was used instead of the total calculated energy from the torsional

scan.

Verification of Force Field Accuracy.

We obtained diverse unbiased structures of the gas-phase dimer for each conjugated

polymer system by means of constant temperature (298K) constant volume (or NVT) MD sim-

ulations with LAMMPS,201 where the critical torsional barrier between the dimer was omitted

with the internal structure of each monomer constrained as rigid bodies. The conformation of

the dimer was recorded every 100 ps, and the resulting structures used as input to a RI-MP2

QM calculation. The relative QM energies of each configuration was then compared to that

obtained from our forcefield based simulations employing either the OPLS-TS or the OPLS-

DE method. This comparison approximated how effective the OPLS-DE characterization was

compared to a conventional torsional scan for modeling interactions between monomers. The

energy difference between each dimer state was used rather than comparison to a refererence

state to normalize any potential idiosyncrasies of a reference state (e.g., incorrect calculation of

the energy at planarity).
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Bulk-Phase Simulations and Characterization.

Simulations of each conjugated polymer were performed for 30 polymer chains, with

each chain containing 30 monomers. The initial torsional angles between monomer rings were

determined randomly using Boltzmann weighted probabilities of each torsional angle. Simula-

tions were carried out between a model determined using the (1) OPLS-TS and (2) the OPLS-

DE force fields. These simulations provided a comparison of the torsional characterization of

each model on the morphology of the bulk phase. To determine the weighted probabilities, these

polymer chains were placed in a simulation box by PackMol and run for 20 ps in the microcanon-

ical (constant particles N, volume V and energy E or NVE) ensemble.44 The equilibrium density

of each system was then obtained by simulation in the constant pressure (1 bar) constant tem-

perature (NPT) ensemble, where the system was allowed to equilibrate for 5 ns at 400 K, before

being cooled to 300 K over 0.5 ns. Each system was then simulated in the NVT ensemble,

heating from 400K – 800 K over 2 ns, held at 800 K for 5 ns, and then cooled to 300 K over 2

ns for proper equilibration. Finally, the long-term production dynamics were run for 10 ns in the

NPT ensemble, with snapshots (atomic positions) of the corresponding bulk-phase morphology

taken every nanosecond. For all NVT and NPT simulations, a Nosé-Hoover thermostat with a

damping parameter of 100 fs was used. For all NPT simulations, a Nosé-Hoover barostat with

a damping parameter of 1 ps was used.

3.4 Conclusion

The isolation of the delocalization energy allows for more accurate simulations of any

arbitrary conjugated polymer when compared to the conventional torsional scan method. Three
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model polymers—P3HT, PTB7, and PNDI-T—show simulated chain morphologies that are sig-

nificantly more planar than the morphologies predicted using other methods. This increased

rigidity along the polymer backbone results in significantly different predicted mechanical and

electronic properties. We find that the DE method provides several major advantages over the

conventional TS method. The first is the accuracy of the model, due to the separation of the

delocalization and steric forces. The second is the highly generalizable methodology that can be

used with any quantum mechanical method for any conjugated polymer. The third is the ability

of the model to better inform rational design of new conjugated polymers (i.e., more accurate

predictions of the mechanical and electronic properties from the predicted morphology). One of

the primary difficulties in modeling the morphology of conjugated polymers has been accurately

describing the inter-ring twists, which in turn govern the mechanical and electronic properties

of the polymer.209 The DE method improves upon our understanding of describing such tor-

sional effects by more accurately elucidating how the energetics of a polymer backbone change

with respect to dihedral angle. Likewise, with its generalizability to all conjugated polymers,

the DE method offers a platform for high-throughput modeling of conjugated polymers. There-

fore, the DE method is synergistic with advanced methods such as machine learning models,

which can greatly increase the general accuracy of a simulation. However, with machine learn-

ing, the parsing of how the fundamental energies within the system relate to systemic changes

(e.g., deplanarization) can become muddled if they cannot be decoupled.209 The DE method

improves upon this synergy by (1) decoupling energetics related to delocalization and steric ef-

fects and (2) providing a clear and direct understanding of how deplanarization can affect the

energetics (and thus, morphology) of the polymer. However, the DE method only considers the

interactions between adjacent monomers. A deeper understanding of how distant monomers
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affect the rigidifying forces within the backbone may further improve the accuracy of the model

and facilitate the simulation of conjugated polymers at larger domain scales (e.g., longer poly-

mer chains, bulk morphology within a thin film). In turn, more accurate models over larger

domain scales will enable more accurate predictions of mechanical (e.g., elastic modulus, yield

strength) and electronic properties (e.g., conjugation length, charge transport in highly disor-

dered polymeric materials) for device applications. Likewise, a better understanding of how

fundamental energies govern the morphology of a semiconducting polymer can better inform

experimental and rational design. For example, many previous studies have observed a trade-

off between the electronic and mechanical properties when synthetically altering the structure

of a conjugated polymer.210,211 The morphology of a solid film governs both the electronic and

mechanical characteristics. Therefore, more accurate simulations can offer guidance as to how

to design new polymers for optimizing both properties simultaneously, or predict the optimal

composition of polymer blends (e.g., within a bulk heterojunction). Additionally, the DE method

is not limited to specifically π-conjugated polymers. While π-conjugated polymers were tested

in this manuscript, this method should be effective for characterization of conjugated organic

ligands in MOFs, small-molecule acceptors in organic electronics, and liquid crystal mesogens.

By understanding the fundamental force governing conjugated morphologies, the behavior of

conjugated systems can be better understood.
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Figure 3.1: Overview of parameterization of the DE method. Initial torsional scans are per-
formed (a) with a simple dimer (bi(3-methylthiophene)), rotating the dihedral angle through all
possible configurations. The dimer is then hydrogenated (b), with one of the hydrogen atoms
bonded to the carbon atom involved in the dimer bond. The C-H bond is typically perpendicular
to the plane of the ring. An additional hydrogen is also added on the end of the dimer, i.e., on
the carbon which would continue the chain in a polymer. This provides an estimation of the
nonbonded energy of the dimer, as any energy due to electron delocalization between dimers
is blocked by the hydrogen. Additionally, a version of the dimer where (c) one of the monomers
is entirely replaced by a methyl group is used. In this structure, one of the hydrogen atoms on
the methyl group is in the same location as in the hydrogenated dimer to control for any added
energy caused by the unphysical hydrogen atom.
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Figure 3.2: Estimations of the types of energy as used in the DE method, showing the pure
delocalization energy (blue), nonbonded interactions (black), and total energy of the TS method
(red). Notably, the minimum energy for all three types of energy is set to zero, so the energies
are not purely additive. In all three polymers, nonbonded interactions (namely, steric hindrance)
serve to destabilize the planar conformation. The energies are shown for (a) P3HT, (b) PNDI-T,
(c) PTB7 with the fluorine on the interior (“F-in”), and (d) PTB7 with the fluorine on the exterior
(“F-out”).
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Figure 3.3: Difference in energy between the DE and TS methods for (a) P3HT, (b) PNDI-T, (c)
the F-in conformation of PTB7, and (d) the F-out conformation of PTB7. Blue indicates that the
DE method applies a higher energetic penalty to backbone torsion, while red indicates that the
TS method applies a higher energetic penalty. Dark red or dark blue indicate differences that
are ≥1 kcal/mol.
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Figure 3.4: Relative accuracies the energy of torsion for (a) P3HT, (b) PNDI-T, (c) the F-in
configuration of PTB7, and (d) the F-out configuration of PTB7. An example of two random con-
formations of P3HT are given, Example Dimer 1 and Example Dimer 2. For these two dimers,
their central dihedral (Example Dihedral 1 and Example Dihedral 2) would be parameterized
by OPLS-TS or OPLS-DE. The total energy difference as calculated by the quantum method,
RI-MP2, is then used to compare the energy of the conformations. The quantum mechanical
energy difference is then compared to the difference in energy calculated by the OPLS-DE and
OPLS-TS force fields. Red indicates that the OPLS force field based on the TS method performs
better, while blue indicates the OPLS-DE force field performs better. A red slash through a box
indicates that no combination of dimers with those dihedral angles were tested.
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Figure 3.5: Relative planarization energies of P3HT, PTB7 (F-in and F-out), and PNDI-T as de-
termined using the DE and TS methods. The energy difference is estimated between the dimers
with 0◦ and 90◦ of torsion (“90◦-0”◦), 180º and 90◦ of torsion (“90◦-180◦”), and the maximum and
minimum values of the energy (“Max-Min”).
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Figure 3.6: Visualizations of the morphology of a single chain for P3HT, PTB7, and PNDI-
T. Side chains are removed to make torsional angles clearly visible. A zoomed-in image of
first four monomers (as characterized in the simulation) is provided. The arbitrary images are
representative of the general morphology. For all polymers, chains simulated using the OPLS-
TS force field were less linear and more twisted (a) than those simulated using the OPLS-DE
force field (b). This disparity is particularly apparent in the simulation of PNDI-T.
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Figure 3.7: Distribution of dihedral angles in molecular dynamics (MD) runs for P3HT, PTB7,
and PNDI-T. Angles are measured by deviation from planarity, such that 0◦ and 180◦ are consid-
ered identical. The total distribution of angles is shown in (a), with the upper blue bars indicating
the distribution of the model using the OPLS-DE force field and bottom red bars reflecting the
distribution of angles when the OPLS-TS force field is used. The net difference between the
models is shown in (b), with blue bars pointed up indicting that the torsional angle is more com-
mon when the OPLS-DE model is used and red bars pointing down indicating that the torsional
angle is more common when using the OPLS-TS model.
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Figure 3.8: Difference in simulated conjugation length of each polymer.
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Chapter 4

Modeling Energetics and Correlation

between Improper and Dihedral

Torsion in Conjugated Polymers

The ability of a π-conjugated (conducting or semiconducting) polymer to transport charge

is critically dependent on the coplanarity—or lack thereof—between conjugated units. This

coplanarity can be disrupted by dihedral twisting, which limits the delocalization of electrons

along an extended π system. Thus, in order to obtain physically realistic models of the rigidity

of conjugated polymers, it is critical that the energetics of dihedral twisting are treated correctly.

However, conventional computational methods typically consider loss of planarity arising only

from conventional dihedral torsion (i.e., relative rotation of two conjugated rings about the bond

that connects them). Such methods neglect the effects of out-of-plane (“improper”) torsion (i.e.,

two conjugated units bending toward each other like pages in a book). In this paper, we describe
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a method to isolate the effects of improper torsion on the energetics of three model polymers

(P3HT, PTB7, and PNDI-T). Simulations suggest that improper torsion is generally unfavorable

for electronic delocalization: the breaking of planarity is increases the energy of delocalization

more significantly than the additional overlap of π-orbitals lowers it. Nevertheless, we find that

for PNDI-T, improper angles of up to 30◦ can lead to more favorable energetics than angles

of 0◦. This observation suggests that it is possible to maintain conjugation at high degrees of

torsion. Additionally, simulations in which the dihedral and improper torsions are isolated sug-

gest that energies of the system generally increase more quickly with improper torsion than with

conventional dihedral torsion. Altogether, this work shows that judicious consideration of im-

proper torsion (and how it affects the energies predicted by dihedral torsion) using the method

described can offer an avenue for more simulating conjugated polymers with greater accuracy

than is now possible.

4.1 Introduction

π-Conjugated polymers have backbones in which there is a motif of alternating dou-

ble and single bonds. This arrangement enables the delocalization of electrons, which gives

rise to the band structure, along with optical absorption and emission.132,178,179 The delocal-

ization of charge carriers between adjacent monomer residues is energetically favorable and

thus provides a driving force for the coplanar configuration of monomers.145 As a consequence

of this drive toward coplanarity, conjugated polymers tend to be more rigid than saturated

polymers.180,181 The characteristic rigidity of conjugated polymers has recently begun to be in-

vestigated using computational methods.182 A common technique for characterizing the torsion

between adjacent monomers of a conjugated polymer chain is the torsional scan.144–146 In this
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method, the energy of a simple oligomer—e.g., a dimer—is calculated at planarity. Then, torsion

between monomers is calculated by as a function of increasing dihedral angle. As a result, the

change in energy between adjacent monomers can be calculated and used to define the en-

ergy of deplanarization. However, the torsional scan method measures the energy with respect

to only one type of torsion, i.e., modulation of the conventional dihedral angle.145,146 However,

semiconducting polymers can experience another type of torsion: improper or “out-of-plane”

torsion (Figure 4-1). Therefore, for most torsional scans, the energy associated with dihedral

torsion cannot be decoupled from the energy associated with improper torsion. Dihedral torsion

refers to the motion of two monomers in which a monomer can twist while maintaining the same

center of mass, a motion often introduced in organic chemistry to refer to the gauche and trans

states of a polyalkane (Figure 4-1b). Dihedral torsion can be likened to the motion of a screw-

driver upon an unthreaded screw—a motion which causes torque, but no change to the center of

gravity. In contrast, improper torsion occurs when the twisting of the polymer produces a move-

ment in the center of mass of one of the monomers. The motion occurs in the direction of the

normal vector relative to the orientation of the conjugated ring (Figure 4-1c). Improper torsion

can be likened to the motion of a door hinge, with the center of gravity of one monomer moving

as the torsional angle increases until it aligns with the center of gravity of the other monomer at

180◦. Improper torsion breaks the coplanarity of the monomers, thus (theoretically) disrupting

delocalization of charge carriers between two monomers. While dihedral torsion has received

nearly all attention for torsion in conjugated polymers, recent advances in organic electronics

suggest that dihedral torsion may not be the exclusive form of torsional disorder that affects

charge transport. Organic electronic materials with highly twisted dihedral angles have become

more common in recent years.183,184 While conventional wisdom would be that these materials
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would have poor electronic properties, some of these materials are at or near best-of-their-class

electronic performance.183 It is unclear how common this additional style of improper torsion

may be in these materials. It is possible that with high steric hindrance, improper torsion may

be more common and even cause π-orbital overlap when improper torsion is high. However, the

effects of improper torsion on the overall energy of the polymer chain—along with its effects on

electronic delocalization—are not currently well understood. Improper torsion is difficult to treat

in a simulation due to the increased proximity of the two monomers resulting in potentially large

increases in steric energies. This difficulty arises when the energies that result from the im-

proper torsion become convoluted with the energies arising from steric effects (e.g., as a result

of increasing torsional angle). To model improper torsion, energy related to improper torsion has

primarily been dealt with through simple 3-body angles, as included in conventional force fields

(e.g., OPLS, AMBER).69,185 As improper angles approach 90◦, these simple three-body angles

will also approach 90◦, causing energy to spike sharply. Two methods are commonly used to

define the 3-body angles and, thus, control the improper torsion. In the first method, a minimum

energy is defined at the equilibrium angle for all angles spanning the monomer. The equilibrium

angle is defined as the angle calculated from a quantum mechanical geometry optimization.

As the improper angle deviates from planarity, the energy associated with changing harmonic

angles quickly spikes. In the second method, simple angular characterizations are taken from a

general force field (i.e., OPLS, CHARMM) and used to enforce improper angles. As the 3-body

angles generated from a force field do not strictly enforce a single angular conformation (e.g.

three angle equilibria defining a full circle do not add to 360◦), it improper torsion faces a less

sharp energetic penalty. However, due to a lack of study it is currently unclear how well either

of these methods constrains improper torsions between adjacent monomers. An additional diffi-
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culty arises from the likely correlation between the energetics of improper torsion and the ener-

getics of dihedral torsion. For example, if electron delocalization is being partially blocked by an

improper torsion, additional dihedral torsion may result in a lower energetic penalty for blocking

further delocalization. Due to this coupled relationship, it is not possible to fully characterize the

energetics stemming from improper torsion using a simple modification of angular or improper

potentials. We thus introduce a method of characterizing the effects of improper torsion on elec-

tronic delocalization similar to that of the torsional scan, which is used to elucidate the energetic

effects of dihedral torsion. First, we characterize the energetics of improper torsion—combined

with dihedral torsion—by using a method developed to isolate the nonbonded and delocalization

energetics of torsion (“OPLS-CP”). Next, we implement a method to characterize the correlated

energetics of dihedral and improper torsions through a collective variable module, PLUMED.186

We test our energetic characterizations on a set of randomized dimer configurations to deter-

mine the applicability and necessity of correlated energies. Finally, we compare both existing

methods of controlling improper torsion using different angular parameterization schemes in

order to control improper torsion.

4.2 Results and discussion

Using the computational method described in the Improper Angles of Films section, we

determined the frequency of each improper angle for P3HT, PTB7, and PNDI-T with different

angular parameterizations (Figure 4-3). Surprisingly, for all three polymers the distributions of

improper angles that occur were fairly similar. However, there are several notable observations

consistent for all three polymers. First, the most frequent angle defining the improper angle be-

tween monomers was relatively small, around 5◦. However, monomers with no improper torsion
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at all (i.e., a torsional angle of 0◦ or 1◦) occurred infrequently. Therefore, our simulations suggest

that most conjugated polymer chains will have some amount of improper torsion, regardless of

how the inter-ring angles are parameterized. Our simulations suggest that the ubiquitous occur-

rence of improper torsion will lead to an incorrect calculation of the dihedral angle, even at small

improper angles (Figure 4-4). Second, large improper angles between monomers occurred

relatively frequently. That is, the frequency of monomers with an improper angle ¿10◦ is approx-

imately equal to the frequency of monomers with improper angles ¡1◦. Thus, our simulations

suggest that significant improper angles are common in all conjugated polymers. Therefore, the

presence of improper torsion within a conjugated polymer is a necessary consideration for the

overall energetics of the polymer chain (e.g., electronic delocalization). Moreover, this consider-

ation must also take into account how improper torsion and dihedral torsion affect one another

as well. We additionally note that these simulations are performed at normal equilibrium con-

ditions (i.e., at room temperature). Elevated temperatures or non-equilibrium conditions could

result in a high degree of polymer torsion, thus resulting in more frequent and larger improper

torsion between monomers. In such conditions, the effects of improper torsion on the energet-

ics (and thus physical properties) of the polymer chain are likely to be even more impactful. A

critical component of the energy associated with both dihedral and improper torsion is the non-

bonded interaction. Nonbonded forces usually manifest as steric repulsion at the internuclear

distances considered here. In order to separate the effects of nonbonded forces from those

of electronic delocalization on the overall energy, we first investigated the energetics related

to dihedral and improper torsion without accounting for nonbonded energy (Figure 4-5). We

have previously found that the torsional scan method quickly run into difficulties when steric

hindrance results in a domination of the nonbonded energy over the delocalization energy. A
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similar case holds true for improper torsion as well. For all degrees of improper torsion (e.g.,

all considered improper angles), the overall energetic differences are dominated by a dramatic

increase in energy (Figure 4-5). Given an increase in steric hindrance, it seems likely that these

interactions are unrelated to electronic delocalization. Given that combinations of dihedral and

improper torsion can avoid steric hindrance (i.e. a slight combination of both would prevent nu-

cleic collisions) and nonbonded interactions are already dealt with in simulations through e.g.

Lennard-Jones interactions, including the nonbonded energy for improper torsion could result

in greater inaccuracy. In addition, the energetics of dihedral torsion when improper torsion is

included are additionally skewed by nonbonded interactions. In P3HT, the energy of adjacent

monomers sharply rises and falls near 0◦ of torsion as the large sulfur atom becomes close to

the hydrogen atoms in the adjacent ring. The F-in variation of PTB7 sees large variations in

energy (both upwards and downwards) as the fluorine atoms approach the benzodithiophene

monomer. Notably, these same energetic variations are not present in simulations of the F-out

variation of PTB7. For PNDI-T, there is a clear energetic maximum at around 180◦ with a value

that is approximately 3 times greater than the next greatest local maximum. However, there is

no clear energetic minima because nearly all conformations are dominated by steric hindrance.

Likewise, these energetic distributions do not offer any facile interpretation in terms of effects

specific to conjugated materials (e.g., electronic delocalization). Finally, energetic calculations

near 0◦ and 180◦ can also differ greatly (e.g., for F-in PTB7, PNDI-T). Therefore, we find that

the dominance of steric hindrance in individual torsional scans (and between torsional scans)

both (1) affects the energetics associated with improper and dihedral torsion and (2) obscures

information about the energetics that are fundamentally important to the material system (e.g.,

energy related to electronic delocalization).
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To decouple the steric effects in our simulations, we use a method described in Improper

Angle Characterization to approximate the nonbonded energy of the system. We recalculate the

energy of each polymer system using this method in order to decouple the delocalization en-

ergy and nonbonded energy. In doing so, we elucidate the effect of both dihedral torsion and

improper torsion on the energetics solely associated with delocalization of charge (Figure 4-

6). Once the nonbonded energies are removed, a clear pattern emerges: the potential barrier

associated with dihedral torsion tends to decrease as improper torsion increases. That is, the

total energy that can be lost or gained due to dihedral torsion is reduced as improper energy

increases, likely to a reduction in overall delocalization energy available to be gained or lost.

For all three polymers, there are energetic minima around dihedral angles of 0◦ and 180◦ and

maxima around 90◦ and 270◦. Likewise, for polymers at the same dihedral angle, an increase in

improper torsion results in a lower amount of delocalization energy available to be lost or gained

for P3HT and PTB7. Interestingly, this trend holds true for PNDI-T until the high improper an-

gles, at which point an increase in improper torsion resulted in the most favorable energetics,

even when compared to PNDI-T with no improper torsion (0◦). For this polymer with a strong

push-pull effect and a highly twisted native state, a high improper angle is most energetically

favorable than no dihedral angle. This finding suggests that improper torsion may play a role in

PNDI-T electronic delocalization in this highly twisted polymer. While in Figure 4-5 the energy

overall increases with increasing improper torsion, the increase is smaller than in PTB7 and

P3HT. The fact that the energy decreases more slowly despite high steric hindrance in PNDI-T

suggests this polymer may be more amenable to improper torsion. Notably, the total energy for

approximately a 20◦ improper torsion—the amount of improper torsion at which electron delocal-

ization begins to become more favorable with greater torsion, suggesting π-orbital overlap—is
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lower than the energy required to transition between 0◦ and 180◦ in all polymers, suggesting this

dihedral torsion is not infrequent. Finally, we see that the PTB7 F-in and F-out have similar ener-

getic distributions when nonbonded forces are removed. This comparison of the two monomer

variations suggests that the change in fluorine position primarily affects the nonbonded energet-

ics, while the delocalization energy across all dihedral angles remains approximately the same.

The exact reduction of dihedral barriers is calculated from the difference in energies between

the 0◦ and 90◦ dihedral angles for each polymer (Figure 4-7). We find that the torsional barrier

decreases as the improper angle increases. In general, it appears that energetic loss due to

increased torsion is more significant than any additional overlap of π-systems that is induced by

the introduction of improper torsion. The exception to this is PNDI-T, for which a high improper

angle results in the most favorable energetics (Figure 4-6). However, the torsional barrier due to

dihedral torsion is still lowered, suggesting that this electronic favorability is relatively impervious

to dihedral torsion. This observation is interesting because we previously show that all polymer

systems are predicted to have a non-negligible amount of improper torsion (Figure 4-3). Our

simulations of PNDI-T suggest that favorable delocalization energetics can be maintained de-

spite a highly twisted backbone. Future study is needed to determine whether this is related to

the high degree of push-pull effect in this poly(naphthalene diimide)-based polymers (e.g., from

the greater differences in electronegativity between the donor and acceptor moieties). Likewise,

future work is needed to determine if the relatively high frequency of large amounts of improper

torsion allow for large amounts of overlap within the π-system, thus allowing conjugation to be

maintained over larger length scales (e.g., more pathways for charge carriers to move). That is

to say, because the polymer chains that compose a polymeric solid (e.g., a thin film) will have

some frequency and degree of improper torsion (and dihedral torsion), whether more favorable
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electronic properties can be maintained if conjugation can persist despite torsion of the back-

bone. We observe that the primary cause of the change in the dihedral barrier appears to be

the energy associated with the planar dimer (0◦ or 180◦), which rises much more quickly than

the energy of the dimer in the antiplanar state (90◦ or 270◦). Because the energetic difference

(between the 0◦ and 90◦ orientations) is reduced, this finding suggests that improper torsions

are inherently energetically unfavorable for electronic delocalization. We expand our compari-

son of dihedral and improper torsions by investigating the effect of each torsion in the absence

of the other on each polymer. That is to say, we investigate the effect of dihedral torsions (with

0◦ of improper torsion) and improper torsions (with 0◦ of dihedral torsion) on P3HT, PTB7, and

PNDI-T when isolating the delocalization energy (Figure 4-8). For P3HT, PTB7 (F-in), and PNDI-

T, improper torsion generally has a greater effect on the energetics in comparison to dihedral

torsion (for equivalent torsional angles and the absence of the other type of torsion). In PTB7

(F-out), the effect of both styles of torsion are similar. The fact that the effect of improper torsion

on the two monomer variations of PTB7 differs so significantly indicates that there is a twofold

effect on the energetics, as previously discussed. That is to say, there is both disruption of the

internal monomeric conjugation, as well as increased overlap of π-conjugation. The similarity

between the torsional scans of the F-out variation of PTB7 in Figures 5 and 6, suggest that the

F-out conformation is the least sterically hindered of all four polymer conformations simulated. In

comparison, the same amount of improper torsion on the F-in variation results in changes to the

energetics that are 2-3 times greater. This finding suggests that improper torsion is significantly

more energetically harmful than dihedral torsion, likely due to further disruption due to steric ef-

fects. The sole difference between the F-out and F-in conformations of PTB7 is steric hindrance.

When the energy of delocalization is isolated (i.e., when the nonbonded forces are removed) and
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no improper torsion is imposed, both conformations have similar energetic distributions across

all dihedral angles (Figures 5 and 6). The two dimer conformations are chemically equivalent.

However, in the F-out conformation, the fluorine atom points toward the outside of the dimer,

such that the unsubstituted sulfur atom is the closest atom to the benzodithiophene backbone.

This orientation minimizes steric clashes between the atoms involved, likely reducing the effects

of steric clashes on lowering the internal conjugation of each monomer. The result is that the

dihedral torsion and improper torsion yield similar energetic barriers. In contrast, in the F-in

conformation of PTB7, the fluorine atom is significantly closer to the benzodithiophene back-

bone, which increases the likelihood of steric clashes. As a result, the F-in conformation has

a substantially stronger energetic penalty for improper torsion in comparison to dihedral torsion

at all torsional angles. Altogether, this difference suggests that steric hindrance has a signif-

icant effect on the fundamental electronic delocalization of monomers when improper torsion

is considered. In a real system (e.g., in a polymeric thin film), polymer chains will be subject

to both improper and dihedral torsion simultaneously. Therefore, we elucidate how our com-

putational method compares to conventional torsional scans for determining the energetics of

polymer systems in which there is both improper and dihedral torsion (Figure 4-9). We compare

the accuracy of a conventional torsional scan model to that of our computational model as de-

scribed above. For all three polymers, our model improved upon the accuracy of a conventional

torsional scan, with PNDI-T showing the largest improvement. Specifically, our model seemed

to improve in accuracy relative to increase in steric hindrance within the polymer system. The

F-out variation of PTB7, the dimer with the lowest steric hindrance, sees the least improvement

in accuracy when dihedral and improper forces are both included (0.47 kJ/mol). P3HT and the

F-in conformation of PTB7 (two dimers experiencing moderate degrees of steric hindrance) see
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larger improvements in accuracy, at 2.27 kJ/mol and 2.61 kJ/mol, respectively. PDNI-T, a poly-

mer with high degrees of steric hindrance, sees the largest improvement in accuracy at 4.69

kJ/mol. These results demonstrate that (1) correct calculation of the energy related to improper

torsion and (2) consideration of the relationship between improper torsion and dihedral torsion

substantially helps improve the accuracy of a model for conjugated polymers. This improvement

in accuracy generally correlated with the steric hindrance present in each polymer system. Con-

sequentially, it is possible that the increase in accuracy was due to the correlation of nonbonded

energies rather than accounting for the energy related to improper torsion. Therefore, we com-

pare our model using coupled improper and dihedral torsion to a modified torsional scan model,

in which nonbonded energies are isolated and removed as well. That is, an OPLS-style dihedral

angle with no coupling to an improper angle is compared to the coupled improper and dihedral

energies. The results are shown in Figure 4-10. For all polymers, when only the energy of

delocalization is considered, there remains an improvement in accuracy for the model in which

improper torsion is considered. This improvement in relative accuracy was approximately 33%

to 50% that of the models for which delocalization and nonbonded energetics were not decou-

pled. This decrease suggests that a fraction of the improvement in accuracy was due to the

correlation to steric interactions. However, a substantial improvement in accuracy was shown

for all polymers when energy is related to coupled improper and dihedral angles. The exception

was once again PNDI-T, in which the improvement in accuracy was significantly decreased in

comparison to the model in which steric interactions were considered. That is to say, the in-

crease in accuracy was largely in part due to the correction of nonbonded effects. The primary

reason for this discrepancy between the two determinations of relative accuracy seems to be

due to a poor representation of PNDI-T at small degrees of improper torsion (¡5◦). Although this
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finding shows that consideration of improper torsion improves the accuracy of PNDI-T simula-

tions, a comparison between models that do and do not account for nonbonded effects suggest

that sterically hindered polymers like PNDI-T largely benefit from removal of the nonbonded

energy from torsional characterizations.

4.3 Concluding Remarks

This work sought to understand the effect of improper torsion on the energetics of three

model polymers: P3HT, PTB7, and PNDI-T. Our simulations suggest that varying degrees of

improper torsion would be common in the polymer chains that compose a solid sample. This

finding is significant because of how improper torsion affects conjugation along a polymer chain.

First, improper torsion decreases conjugation when planarity is broken. Second, improper tor-

sion increases electronic delocalization if additional overlapping of the π-orbitals is induced. In

general, we find that the first effect is stronger than the second, and thus an increase in im-

proper torsion generally results in a greater energetic barrier to torsion for all polymers except

PNDI-T (when large improper angles are induced). As a result, improper torsion is generally an

obstacle for electronic delocalization. Additionally, we find that energetic penalties from steric

interactions can significantly obscure the energetic penalties associated with electronic conjuga-

tion relative to increasing improper torsion. Therefore, by modifying our computational method

to isolate the energy related to electronic delocalization, we show that the barrier to torsion de-

creases as improper angle increases. Similarly, by isolating the effects of both styles of torsion,

we determine that improper torsion generally imposes a stronger energetic penalty compared

to dihedral torsion. However, the complex interplay between steric interactions, dihedral torsion,

and improper torsion results in some exceptions. In particular, simulations of PNDI-T suggest
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that it is possible for adjacent monomers in a conjugated backbone to be highly twisted and

still maintain conjugation. Finally, we show that a computational method that considers both

improper and dihedral torsion can be used to more accurately simulate all three model poly-

mers, although the increase in accuracy for some polymers (e.g., the F-out variation of PTB7,

PNDI-T) mainly stem from the correlation to steric effects. Our findings indicate that the inclu-

sion of a modified characterization of improper torsion helps better describe the energetics of

conjugated polymers. Thus, consideration of the improper torsion within a conjugated system is

required for highly accurate models of semiconducting polymers. This importance stems from

the effect of improper torsion on both the overlap of π-orbitals as well as internal disruption of

π-systems. In addition, improper torsion can directly affect dihedral torsion. Therefore, improper

torsion appears to be of particular importance in polymer structures with large amounts of steric

hindrance. Improper torsion is even more so likely to be important when high degrees of torsion

are present in general (e.g., films under strain, polymers deposited from melt, films annealed at

high temperatures). While description of improper torsion improves the accuracy of modeling

conjugated polymers, further steps should be taken to quantify the effects of improper torsion.

Judicious exploration of the placement of additional hydrogen atoms to optimally block steric hin-

drance would be preferred, as high steric hindrance can still cause difficulties in modeling. For

example, we show that the behavior of PNDI-T differs greatly from both P3HT and PTB7 when

improper torsion is introduced between two monomers. Further exploration of highly sterically

hindered polymers (particularly D–A polymers with asymmetric monomers) can provide infor-

mation about the disruption of electronic delocalization in conjugated polymers. For example,

our findings suggest that PNDI-T can maintain favorable electronic delocalization at high de-

grees of improper torsion. Therefore, further investigation of improper torsion in D–A polymers
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elucidate the energetic effects of π-orbital overlap. Additional work in this area could offer signif-

icant insights into the high mobilities of modern D–A polymers, many of which are amorphous

or take advantage of short-range aggregation. Thus, accurate understanding of how chemical

structure affects the morphology (as mediated by chain conformation and packing structure) of

a polymer solid offers an avenue for improving predictions of its physical (e.g., electronic and

mechanical) properties. In doing so, computational simulations of conjugated polymers can be

used to facilitate the rational design of new polymeric materials.

4.4 Materials and Methods

Improper Angle Characterization

Improper Angle Characterization. To extract the energies arising from improper torsion

between two aromatic monomer residues, we first isolated the nonbonded (steric) forces. With-

out isolating these forces, it is likely that they would otherwise dominate the output of a torsional

scan equivalent (e.g., placing an improper dimer under an increasing degree of improper tor-

sion). To extract the energy related to nonbonded interactions, we underwent a three-step

process (Figure 4-2). We first conducted a torsional scan on a simple dimer with a perfectly

coplanar structure. The energetics of the dimer system were calculated at the RI-MP2 level

with a cc-PVTZ basis set. The improper angle of the dimer was slowly increased in 5◦ intervals

up to 30◦. After 30◦, the improper angle was modified by 10◦ at a time to account for the low

likelihood of improper angles occurring beyond 30◦. At each improper angle, we performed a

torsional scan, allowing the monomer to undergo a dihedral rotation in increments of 10◦ up to

360◦. Each individual dihedral scan was fit to an OPLS function, and the OPLS parameters
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between improper angles were fit to a 6th order Fourier series in order to handle any arbitrary

functional form. For the second step, this process was repeated, except this time two hydrogen

atoms were added to one of the monomers at the (2,5) positions. One hydrogen atom was

placed in a physical position, on the carbon that is not part of the inter-ring bond. The other

hydrogen was placed perpendicular to the aromatic ring in the direction of the normal vector

(1.08Å away). This unphysical hydrogen blocks electron delocalization, as well as any forces

related to the energy of delocalization. For the third step, this process was again repeated with

another structural variant. In this final step, one of the rings was replaced entirely with a methyl

group. The hydrogen atoms in the methyl group were oriented in such a manner as to replace

the carbon atoms that would be bonded to the 2-carbon if a full ring was used. Likewise, the

unphysical hydrogen atom was again placed in the same position as in the hydrogenated dimer

(i.e., in an orientation that minimizes the energy) to minimize steric effects. After repeating tor-

sional scans for this chemical structure, the energy associated with each improper angle was

fit to an OPLS-style dihedral form. The parameters for each OPLS-style dihedral were then fit

to an arbitrary 6th order Fourier function.185 By subtracting the calculated energy associated

with conjugation, as determined using the methylated monomer, from the calculated energy of

the hydrogenated dimer, one can isolate the nonbonded energy (i.e., steric forces). Likewise,

by subtracting the calculated energy of the hydrogenated dimer from the simple dimer, one can

isolate the energy of electronic delocalization.

Selection of Materials

To determine the effectiveness of our method across a diverse array of π-conjugated

polymers, three different polymers were tested: poly(3-alkylthiophene) (P3HT), polythieno[3,4-
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b]-thiophene-co-benzodithiophene (PTB7), and poly(naphthalene diimide) with a single bridging

thiophene (PNDI-T). P3HT is a well-studied homopolymer that is often used as a model semi-

conducting polymer.187 We chose PTB7 as a representative polymer because the benzodithio-

phene backbone motif is common for modern p-type polymers.188 Additionally, PTB7 has two

distinct monomer types (and thus two distinct monomer configurations). In one, the fluorine is

pointed to the outside of the dimer, a conformation we refer to here as “F-out”. Alternatively, the

fluorine can also be oriented inward, and this configuration is referred to as the “F-in” conforma-

tion. These two conformations are typically dealt with distinctly when using a dihedral torsional

scan and thus are also treated separately here. Finally, we chose PNDI-T because the naphtha-

lene diimide backbone motif is common for n-type donor-acceptor (D–A) polymers.172 PNDI-T

has several characteristics that distinguish it from P3HT and PTB7. PNDI-T is highly sterically

hindered in the planar state, causing it to adopt a highly twisted conformation.159 Additionally,

the monomers that compose PNDI-T have much greater differences in electron affinity relative

to PTB7. One strategy for improving the charge transport capabilities of D–A polymers is tuning

the electronegativity between the donor and acceptor moieties. Therefore, we also use PNDI-T

as a model to elucidate the applicability of our computational method for current state-of-the-art

D–A style polymers.

Calculation of Accuracy

To determine the relative accuracy of the new torsional style, both monomers of a dimer

for all three polymers were frozen in place using the RIGID package.189 Any existing restrictive

energetics associated with dihedral torsion were removed, and thus the dimer was allowed to

freely rotate at 800 K to sample conformational space. Snapshots of random conformations
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were taken every 100 ps and quantum calculations were conducted at the RI-MP2 level for each

conformation, for a total of 100 conformations. The difference in energy between all dimers (as

calculated by RI-MP2) was then compared to the difference in energy as calculated by a con-

ventional dihedral parameterization and a specialized force field coupling dihedral and improper

torsion. PLUMED (a software package conventionally used for methods requiring definition of

an arbitrary variable, e.g., metadynamics) was used to provide external bias on two coupled col-

lective variables: (1) the conventional dihedral angle and (2) the absolute value of both improper

angles summed together (to identify how improper torsion affects electronic delocalization).186

These collective variables could be jointly used to calculate the overall energetic change due to

torsion.

Improper Angles of Films

Initial conformations of the polymer film were set using Packmol at a density of approx-

imately 0.2 g/cm3.190 These polymer films were allowed to equilibrate in the NPT ensemble

for 5 ns at 400 K before being cooled to 300 K over 0.5 ns. Two different styles of angular

parameterization were then given to each inter-ring interaction. In one style, the angles bridg-

ing adjacent monomers were set to all be at the equilibrium angle determined by a geometry

optimization performed at the BP86 level with a def2-SVP basis set. For the second style, an-

gles were directly taken from a force field parameterization scheme for OPLS-style force fields,

LigParGen.191–193 The films were then placed in the NVT ensemble and heated to 800 K over 2

ns, kept at 800 K for 5 ns, and cooled to 300 K over 2 ns to induce randomization. After allowing

each film to equilibrate at 300 K over 1 ns, the improper angles were measured.
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Figure 4.1: Conjugated polymers can experience two types of torsion: dihedral torsion and
improper torsion. In (a) dihedral torsion, the twisting of monomers does not result in a change in
the center of gravity. This is in contract to (b) improper torsion, in which an increase in torsional
angle accordingly shifts the center of gravity of one monomer.
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Figure 4.2: Method of isolating the energy associated with electronic delocalization. Torsional
scans are conducted on (a) a coplanar dimer, (b) a hydrogenated dimer, and (c) a methylated
monomer (i.e., where a monomer is replaced by a methyl group). By subtracting the calcu-
lated energy (relative to improper angle) of the hydrogenated dimer from the simple dimer, the
delocalization energy can be isolated. Similarly, by subtracting the calculated energy of the
methylated monomer from the hydrogenated dimer, the nonbonded energy can be isolated.
Thus, this method allows one to decouple the energetics related to electronic delocalization and
energetics from steric forces.
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Figure 4.3: Improper angles of randomized films.
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Figure 4.4: Calculation of dihedrals with increasing improper angle.

90



Figure 4.5: Energy calculated directly from torsional scans of adjacent monomers for (a) P3HT,
(b) PTB7 F-out, (c) PTB7 F-out, and (d) PNDI-T relative to dihedral angle (from 0◦ to 360◦) and
improper angle (from 0◦ in blue to 30◦ in red).
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Figure 4.6: Energy associated with delocalization isolated from torsional scans of adjacent
monomers for (a) P3HT, (b) PTB7 F-out, (c) PTB7 F-out, and (d) PNDI-T relative to dihedral
angle (from 0◦ to 360◦) and improper angle (from 0◦ in blue to 30◦ in red). By removing the
nonbonded energy associated with steric interactions from each simulation, the effect of both
dihedral torsion and improper torsion on the delocalization energetics can be elucidated.
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Figure 4.7: The torsional barrier, generally, decreases relative to increasing improper torsion for
P3HT, PTB7 (F-in and F-out), and PNDI-T.
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Figure 4.8: Increase in energetic barrier relative to increasing dihedral torsion (without improper
torsion) and increasing improper torsion (without dihedral torsion) for P3HT, PTB7, and PNDI-T.
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Figure 4.9: Comparison of accuracy for the energetics of P3HT, PTB7, and PNDI-T when both
dihedral torsion and improper torsion are considered using a conventional torsional scan.
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Figure 4.10: Comparison of accuracy for the energetics of P3HT, PTB7, and PNDI-T when both
dihedral torsion and improper torsion are considered using a modified torsional scan model.
In this modified method, the delocalization energy is decoupled from the nonbonded energy in
order to isolate the effects of improper torsion solely on the energetics associated with electronic
delocalization.
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Chapter 5

Interactions Across Many Monomers

Significantly Affect π-Conjugated

Polymer Morphology

The ability of a π-conjugated (conducting or semiconducting) polymer to transport charge

is critically dependent on the coplanarity—or lack thereof—between conjugated units. This

coplanarity can be disrupted by dihedral twisting, which limits the delocalization of electrons

along an extended π system. Thus, in order to obtain physically realistic models of the rigidity

of conjugated polymers, it is critical that the energetics of dihedral twisting are treated correctly.

However, conventional computational methods typically consider loss of planarity arising only

from conventional dihedral torsion (i.e., relative rotation of two conjugated rings about the bond

that connects them). Such methods neglect the effects of out-of-plane (“improper”) torsion (i.e.,

two conjugated units bending toward each other like pages in a book). In this paper, we describe
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a method to isolate the effects of improper torsion on the energetics of three model polymers

(P3HT, PTB7, and PNDI-T). Simulations suggest that improper torsion is generally unfavorable

for electronic delocalization: the breaking of planarity is increases the energy of delocalization

more significantly than the additional overlap of π-orbitals lowers it. Nevertheless, we find that

for PNDI-T, improper angles of up to 30◦ can lead to more favorable energetics than angles

of 0◦. This observation suggests that it is possible to maintain conjugation at high degrees of

torsion. Additionally, simulations in which the dihedral and improper torsions are isolated sug-

gest that energies of the system generally increase more quickly with improper torsion than with

conventional dihedral torsion. Altogether, this work shows that judicious consideration of im-

proper torsion (and how it affects the energies predicted by dihedral torsion) using the method

described can offer an avenue for more simulating conjugated polymers with greater accuracy

than is now possible.

5.1 Introduction

Charges in a π-conjugated polymer can rapidly move through the entirety of a polymer

chain. When monomers are coplanar with each other, charges can easily delocalize within

polymers.179,194–196 This delocalization effect gives rise to the high electronic mobility of π-

conjugated polymers. Charges are able to delocalize across many monomers at the same

time.14,197–199 As delocalizing over a larger space is energetically favorable for charge carriers,

this means that the configuration of even distant charge carriers affects the overall energy of

the system. That is, a single conjugated monomer would induce a monomer even a significant

distance away towards planarity, provided the monomers in between are coplanar to facilitate

delocalization of charge carriers. However, this effect has been relatively neglected in compu-
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tational study of π-conjugated polymers. Experimental studies of organic electronics have long

attempted to examine the extent of electronic delocalization. For example, studies have long

been carried out for basic π-conjugated polymers to estimate their “conjugation length”, or the

number of monomers over which charge carriers can easily delocalize.198,200,201 However, this

approach has become less common is recent years, likely due to both the exploding diversity

of π-conjugated polymers and inaccuracy of the methods. Computational study of the materials

could be a more accurate avenue for study of long-range interactions between monomers in π-

conjugated polymers, as molecular simulations can give atomistic detail into how the molecule

is arranged. However, while studies have been carried out to determine spectroscopic effects

of breaks in delocalization, the effect of long-range delocalization on morphology (and thus the

effects of morphology on charge carrier delocalization) has been overlooked. A key computa-

tional tool, molecular dynamics simulation, does not typically take into effect of distant interac-

tions of conjugated polymers.145,148,151 Given that molecular dynamics simulations predict the

morphology of a material in atomistic detail, molecular dynamics simulations are a key tool for

probing how long-range interactions affect the morphology of organic electronics, particularly

π-conjugated polymers. However, implementing long-range interactions between monomers in

π-conjugated polymers is not easily accomplished in molecular dynamics simulations. Molecular

dynamics simulations commonly use what is known as a “force field” to determine all interactions

between atoms in a system in a computationally efficient way.69,185,202 A simple 2- to 4-body

expression is typically used to compute an interaction term (i.e. Lennard-Jones style interac-

tion). However, no term like this is suitable for simply computing the interaction between distant

monomers. Not only are most expressions either highly localized (i.e. bond parameters for di-

rectly bonded atoms) or highly general (approximate Van der Waals parameters for every atom
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in the system for every other atom in the system), the energetics of distant monomers interacting

additionally depends on the orientation of every monomer between the monomers in question.

Other styles of molecular dynamics simulation, particularly molecular dynamics based on first

principles quantum calculations, are too computationally demanding to be commonly used to

determine the morphology of multiple polymer films.18,19,203 As such, a method for integrating

long-range interactions into π-conjugated polymer simulations is desired. The focus of the study

in this manuscript is the polymer DPP2F-TT, a donor-acceptor polymer with diketopyrrolopyrrole

(DPP) as the acceptor unit, thienothiophene (TT) as the main donor unit, and furans acting as

“π-bridges” between the donor and acceptor units. DPP2F-TT is a high-performance example

of a popular type of π-conjugated polymer containing DPP.204,205 The DPP and TT unit have an

intermediate conjugated unit between them, but with substantial differences in electron affinity

are still expected to significantly interact. Given that the torsion (or lack thereof) between both

DPP and TT and the intermediate furan will likely modulate their interaction, however, DPP2F-

TT provides an excellent case study of how the morphology and co-planarity of multiple rigid

units affects their energetic interactions. Additionally, previous study has indicated that the likely

significant interaction between the nonadjacent DPP and TT units result in significantly differ-

ent overall behavior than an identical polymer with a smaller thiophene unit.206 This suggests

that the interactions of monomers not directly bonded are key for determination of the morphol-

ogy of DPP2F-TT. Three things are examined in this manuscript. Nonbonded interactions can

obscure the overall energy of multi-conjugated ring interaction. We thus first use a previously-

developed method shown in Figure 5-1 to isolate nonbonded interactions from effects arising

from electronic delocalization in π-conjugated polymers. The energetics of these long-range

interactions are presented and their relative importance analyzed. Interactions of rings with one
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intermediate ring between them are analyzed, with the expectation that this technique should be

applicable to interactions any distance apart. Second, to include the energetics of long-range

interactions in molecular dynamics simulations, an approach using collective variable analysis

is proposed and implemented. This approach is additionally used to characterize how much

the simulations are improved by removal of nonbonded interactions. Finally, we implement our

long-range interactions into film-scale molecular dynamics simulations to determine the effects

of these long-range interactions on polymer morphology.

5.2 Results and discussion

Nomenclature

A variety of terms and standards to simplify discussion of the following work is described

here and shown in Figure 5-2. Given that the interactions are no longer simple two-body inter-

actions in which both monomers act equally upon each other, it is important to be able to easily

refer to each monomer in the trimer system. The trimers are thus referred to a monomer 1, 2,

and 3, numbering the monomers from left to right as they are drawn in the figures. In figures

showing energetics with torsional angle, every single color of plot represents a change in the

energy as the dihedral torsion between monomers 1 and 2 is modified. Monomers 1 and 2 are

circled in some figures to emphasize that it is the torsion between those two monomers that is

being characterized within a singular plot. The torsion between monomer 2 and 3 is held con-

stant within a single color of plot. As dihedral torsion between monomers 2 and 3 is increased,

the color of the plot is changed, moving from blue to red. The direction of distant monomers

pointed in the same direction can additionally be important to discuss. As such, monomers
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pointed in identical direction relative to the adjacent monomer are referred to as being in the syn

configuration, while flipping one of the monomers by 180◦ results in the anti configuration.

Energetics of Long-Range Interaction

First, the energy of interaction between monomers is determined for both dimers and

trimers and shown in Figure 5-3. The energy is calculated using a previously reported method

to isolate the delocalization energy. Dimer calculations help give a measure of the strength of

interactions over a short distance, both as a point of comparison for longer-distance interactions

and to help future calculation of the interaction between the distant monomers.145 Only two

types of interaction define DPP2F-TT, the interaction between DPP and furan and the interaction

between TT and furan. The interaction between DPP and furan is an intensely strong interac-

tion, far stronger than the interaction between other conjugated systems with strong push-pull

effects.208 For comparison, the barrier to torsion between thiophene and another strong accep-

tor, naphthalenediimide, is nearly half of that than the barrier between DPP and furan. The

strong interaction between DPP and furan suggests significant interaction may be possible be-

tween DPP and TT. In comparison, the interaction between furan and TT is significantly weaker,

an expected outcome for an all-donor pair. The findings emphasize previously reported work

suggesting a strong rigidifying effect with significant differences in push-pull character in con-

jugated polymers. The energy of the interaction with increasing torsion between the 1 and 2

monomers is shown in Figure 5-4. The energy shown is the total energy of the 1, 2, and 3

monomers all interacting without any correction for the nonbonded energy, with the 3 monomer

constantly coplanar with the 2 monomer. These plots thus measure the energy of the additional

interaction energy that the 3 monomer provides to torsion between the 1 and 2 monomer. Includ-
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ing the interaction of a ring not directly involved in torsion between two conjugated monomers

can have several kcal/mol of energetic effect. One can think of the torsion between the furan

and DPP units as being modified by either adding a TT unit to the furan (Figure 5-4b, top left)

or by adding another furan unit to the DPP (Figure 5-4b, bottom right). The additions of these

two different rings have substantially different effects on the energy of the torsion between the

DPP and furan conjugated rings. When the thienothiophene is added to make a DPP-furan-TT

trimer, the total barrier height (difference in energy between a 90◦ torsion and 0◦ torsion) of the

DPP-furan interaction increases substantially. The barrier grows from approximately 8 kcal/mol

(Figure 5-4a, left) to nearly 11 kcal/mol, an increase of 3 kcal/mol or over a third of the energy

from the simple dimer interaction. In contrast, little change to the barrier height is seen when

another furan is added. If anything, the barrier height decreases slightly, plausibly the effect

of adding another donor to counterbalance the strong acceptor. However, what is accentuated

is the discrepancy in energy between the two conformations in which the conjugated rings are

coplanar, 0◦ and 180◦. The difference in energy between 0◦ and 180◦ is the largest for any trimer

system in furan-DPP-furan, about 2.5 kcal/mol. The high discrepancy between the energy of the

0◦ and 180◦ conformations of the trimer system suggests potential strong preferences for spe-

cific orientations of the polymer, though given the strength of steric clashes steric effects cannot

be discounted from Figure 5-4 alone.

Similar trends are seen for the modification of the TT-furan torsion with the addition of a

DPP ring or another furan. The torsional barrier again significantly increases with the addition

of the DPP ring. For the TT-furan-DPP trimer, the initial torsional barrier of under 4 kcal/mol

(Figure 5-4a, right) is increased to over 6 kcal/mol (Figure 5-4b, bottom left). The change in

maximum interaction energy of over 50% for TT-furan is greater than the difference in barrier
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height previously measured between P3HT and PNDI-T (a donor-acceptor polymer with a high

push-pull effect, expected to be highly rigid), fundamentally modifying the nature of the inter-

action of the furan-TT unit from fairly labile to highly rigid. Thus, treatments of the torsions of

polymers like DPP2F-TT which ignore the effects of the DPP and TT unit on each other (i.e.

either eliminating the unit entirely or keeping it constantly planar) will be ignoring almost half of

the total energy of interaction between conjugated rings. The addition of a second furan hardly

seems to affect the energy of torsion between the first furan and TT at all. However, it is not

clear from these plots whether there is some underlying effect that is obscured by nonbonded

interactions. Additionally, while these plots show the additional torsional energy when 3 conju-

gated rings are considered, this plot does not yet demonstrate the effects of torsion between

the 2 and 3 conjugated ring on the torsional energetics between the 1 and 2 conjugated rings.

The energies of the interaction between the 1 and 3 conjugated rings—the two monomers in

a trimer not directly bonded—with increasing torsion between the 2 and 3 conjugated rings is

shown in Figure 5-5. The energies are calculated by subtracting the unmodified strength of the

total unmodified energy of the 1-2 and 2-3 interactions from the total energy of a trimer with a

certain degree of torsion. Thus, the remaining energy is the total energy of interaction between

the 1 and 3 dimers. Four plots are shown in different colors. The blue plot represents the energy

of modifying the torsion between monomers 1 and 2 while monomer 3 is perfectly planar with

monomer 2. As the plots shift towards red, the angle between monomers 2 and 3 increases. At

90◦ of torsion between monomers 2 and 3, the plot is red. The energy of interaction between

these monomer is representative of interactions of monomers not directly bonded in a conju-

gated material. The energy of interaction between the 1 and 3 monomer is substantial, but does

appear to be somewhat affected by the nonbonded interactions. A prime example is the behav-
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ior of torsion between diketopyrrolopyrrole and furan as the torsion between the thienothiophene

and furan is modified, as shown in Figure 5-5a. The maximum energetic interaction between

monomers 1 and 3 is approximately 3 kcal/mol. This strength of interaction is approximately

the same are the strength between directly bonded monomers in a homopolymer (e.g. P3HT).

As these interactions are typically the strongest interactions within a homopolymer chain, the

interaction between these distant polymers is still of high interest in conjugated materials. At the

same time, interactions between the 1 and 3 polymer appear to be modified by nonbonded in-

teractions. The difference in energy between the 0◦ and 180◦ conformations, differences which

should not be due to the fundamental delocalization interaction between the monomers, is 1.5

kcal/mol. Previous work has suggested that such high differences between states which should

have highly similar delocalization interactions suggest nonbonded interactions are interfering

with the energetics. Additionally, the interaction between the “π-bridge” appears low, but the

exact nature of the interaction is unclear. While the interaction across the thienothiophene unit

appears low (typically less than 0.5 kcal/mol), the interaction between π-bridges across the DPP

unit is highly counterintuitive, with a spike in energy when the monomers are directed in the syn

configuration. To clarify these issues, the interaction of the 1 and 3 monomers with nonbonded

interactions eliminated must be used. The energy of interaction between the 1 and 3 monomers

after correction for nonbonded interactions is shown in Figure 5-6. A number of differences are

apparent wen nonbonded energy is accounted for. Firstly, the energetic differences between

the 0◦ and 180◦ conformation of the polymer largely disappears. For example, in Figure 5-6a,

the difference between energies between 0◦ and 180◦ as demonstrated in Figure 5-5a is elim-

inated. However, while the minima are identical and evenly placed at 0 and 180◦, the maxima

shift with increasing torsion between the furan and thienothiophene. While the energy achieves
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a perfect maximum at 90◦ and 180◦ when no dihedral torsion is considered, twists between the

furan and thienothiophene shift the maximum energy towards 180◦. These conformations of

the dimers represent configurations in which the 1 and 3 monomers are far away from planarity

with each other, while the lower energy shifting occurs while the monomers are coplanar with

each other, with a twisted monomer between them. To elucidate, consider the orientations of

the monomers in a DPP-furan-TT trimer, where the 1 monomer is DPP, the 2 monomer is furan,

and the 3 monomer is TT. When the TT monomer is perfectly coplanar with the furan, the DPP

has no energetic preference between 0◦ and 180◦. Once the TT monomer begins to twist, how-

ever, the energy begins to skew from perfect symmetry. When the 3 monomer, TT, is twisted

from the furan from 60◦, energy is slightly more favorable when the 1 and 3 monomers are

directly coplanar with each other, even though both are separated by a highly twisted interme-

diate monomer. A similar shift is seen when the trimer is reversed, TT-furan-DPP. This finding

correlates well with findings from naphthalene diimide polymers, where charge carriers were

still able to delocalize across monomers bridged with several intermediate π-bridges. Removing

the nonbonded interactions thus unveils an interaction between distant monomers previously

unable to be characterized, as they were obscured with conflating nonbonded interactions. In

addition, the interactions between π-bridges across both DPP and TT appears distinctive. The

interaction between the DPP and TT units across the π-bridge bear a pattern familiar for the

energetics of π-conjugated polymers under torsion: lower energy at planarity, higher energy

when planarity is broken. In contrast, the interactions between π-bridges appear significantly

more idiosyncratic. The energy of interaction between π-bridges appears significantly more de-

pendent on the orientation of the monomers to each other (in the case of furan-TT-furan) and

to the central monomer (as in the case of furan-DPP-furan). In furan-TT-furan, the interaction
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without correction for nonbonded energy is minimal, as shown in Figure 5-5b. After correction

for nonbonded interactions, however, a stronger pattern emerges. First, the overall potential

energetic penalty increases sharply ( 2 kcal/mol). Additionally, the strongest deviations of from

expectation locations of maxima and minima (minimum at 0◦, maximum at 90◦) occurs for furan-

TT-furan. Instead of the greatest energetic penalty being at 90◦, the greatest energetic penalty

is at when both furans are twisted at 60◦ in opposite directions. The shift from an energetic

maximum at 90◦ of torsion to maximum at 60◦ of torsion suggests that a single furan is strongly

interacting with both monomers (both TT and the other furan), regardless of the conformation

of the intermediate thienothiophene. That is, even if the intermediate TT is twisted to an extent

that electronic delocalization is largely blocked between TT and a furan ring, both furans still

strongly interact without an intermediate planar ring to pass along electronic delocalization. The

orientational of three monomers interacting equally must thus be considered in a furan-TT-furan

system. This behavior lies in contrast to the DPP-furan-TT system. In that system, the confor-

mation of the furan relative to the other two monomers is only relevant in terms of how easily

monomer 3 can interact with monomer 1. Finally, the behavior of furan-DPP-furan is analyzed.

This interaction appears to be the overall strangest of the three interactions, with a significant

increase when both furans are pointed in the syn direction both without and with correction

for nonbonded interactions. The trimer configuration of those monomers thus appears highly

idiosyncratic to the relative orientations of the 1 and 3 monomers, in this case both furans. How-

ever, when the nonbonded energies are removed, the delocalization energy shows a clearer

trend. The energy associated with torsion of the 3 monomer results in an initial energetic favor-

ability, but as planarity continues to be broken in the monomers becomes unfavorable overall.

Given the strength of DPP as an acceptor unit and strength of the interaction between a dimer
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of DPP and furan, it seems likely that the idiosyncracies are due to it being unfavorable for DPP

to be unable to delocalize across both donor units. Finally, the relative accuracy of accounting

for the nonbonded interactions is demonstrated in Figure 5-7. Given the novel and idiosyncratic

behaviors shown in some of the trimer systems, it is necessary to show that the removal of

nonbonded interactions is beneficial. All trimer systems show an improvement in accuracy of

their characterization when nonbonded forces are removed. The starkest improvement in accu-

racy occurs in furan-DPP-furan, the trimer system with the highest amount of steric hindrance

overall. However, DPP-furan-TT and furan-TT-furan both see small improvements in accuracy,

suggesting that the equality between the energies of the 0◦ and 180◦ positions and skewing of

the maxima from 90◦ are real effects.

5.3 Conclusion

This work sought to understand the effect of improper torsion on the energetics of three

model polymers: P3HT, PTB7, and PNDI-T. Our simulations suggest that varying degrees of

improper torsion would be common in the polymer chains that compose a solid sample. This

finding is significant because of how improper torsion affects conjugation along a polymer chain.

First, improper torsion decreases conjugation when planarity is broken. Second, improper tor-

sion increases electronic delocalization if additional overlapping of the π-orbitals is induced. In

general, we find that the first effect is stronger than the second, and thus an increase in im-

proper torsion generally results in a greater energetic barrier to torsion for all polymers except

PNDI-T (when large improper angles are induced). As a result, improper torsion is generally an

obstacle for electronic delocalization. Additionally, we find that energetic penalties from steric

interactions can significantly obscure the energetic penalties associated with electronic conjuga-
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tion relative to increasing improper torsion. Therefore, by modifying our computational method

to isolate the energy related to electronic delocalization, we show that the barrier to torsion de-

creases as improper angle increases. Similarly, by isolating the effects of both styles of torsion,

we determine that improper torsion generally imposes a stronger energetic penalty compared

to dihedral torsion. However, the complex interplay between steric interactions, dihedral torsion,

and improper torsion results in some exceptions. In particular, simulations of PNDI-T suggest

that it is possible for adjacent monomers in a conjugated backbone to be highly twisted and

still maintain conjugation. Finally, we show that a computational method that considers both

improper and dihedral torsion can be used to more accurately simulate all three model poly-

mers, although the increase in accuracy for some polymers (e.g., the F-out variation of PTB7,

PNDI-T) mainly stem from the correlation to steric effects. Our findings indicate that the inclu-

sion of a modified characterization of improper torsion helps better describe the energetics of

conjugated polymers. Thus, consideration of the improper torsion within a conjugated system is

required for highly accurate models of semiconducting polymers. This importance stems from

the effect of improper torsion on both the overlap of π-orbitals as well as internal disruption of

π-systems. In addition, improper torsion can directly affect dihedral torsion. Therefore, improper

torsion appears to be of particular importance in polymer structures with large amounts of steric

hindrance. Improper torsion is even more so likely to be important when high degrees of torsion

are present in general (e.g., films under strain, polymers deposited from melt, films annealed at

high temperatures). While description of improper torsion improves the accuracy of modeling

conjugated polymers, further steps should be taken to quantify the effects of improper torsion.

Judicious exploration of the placement of additional hydrogen atoms to optimally block steric hin-

drance would be preferred, as high steric hindrance can still cause difficulties in modeling. For
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example, we show that the behavior of PNDI-T differs greatly from both P3HT and PTB7 when

improper torsion is introduced between two monomers. Further exploration of highly sterically

hindered polymers (particularly D–A polymers with asymmetric monomers) can provide infor-

mation about the disruption of electronic delocalization in conjugated polymers. For example,

our findings suggest that PNDI-T can maintain favorable electronic delocalization at high de-

grees of improper torsion. Therefore, further investigation of improper torsion in D–A polymers

elucidate the energetic effects of π-orbital overlap. Additional work in this area could offer signif-

icant insights into the high mobilities of modern D–A polymers, many of which are amorphous

or take advantage of short-range aggregation. Thus, accurate understanding of how chemical

structure affects the morphology (as mediated by chain conformation and packing structure) of

a polymer solid offers an avenue for improving predictions of its physical (e.g., electronic and

mechanical) properties. In doing so, computational simulations of conjugated polymers can be

used to facilitate the rational design of new polymeric materials.

5.4 Materials and Methods

Isolation of Delocalization Energy

A method to separate out the energies related to delocalization from the other ener-

gies in the system—here lumped together as the nonbonded energies—has been previously

reported, as is presented here with modifications to analyze long-range energetics related to

torsion. The previously reported method to extract the energy related to delocalization of two

conjugated rings at once is additionally used to determine the energy related to delocalization

across multiple rings. Trimers were used as the smallest oligomeric form in which conjugated
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rings not directly bonded to each other could interact. To determine the energy of delocalization,

two separate forms of the trimer form were analyzed. First, a simple torsional scan of the trimer

system was performed.145,146,151 A torsional scan is the measurement of the energy of the

planar trimer, then the energy of the system is calculated by a quantum mechanical method.

The RI-MP2 method was used with the cc-pVTZ basis set. This method of quantum mechanical

calculation was chosen because it has been frequently used to characterize torsion in conju-

gated polymers in the past, and can estimate nonbonded interactions without need for special

modification.145,148,207 It is important to note, however, that this method could be used with any

quantum mechanical method. All torsions between 0◦ and 180◦ were characterized for both

torsions between individual conjugated rings with 10◦ spacing, for a total of 361 conformational

characterizations. The process was then repeated with a version of the trimer with nonphysical

hydrogen atoms added to block the movement of π-electrons between conjugated rings. Two

nonphysical hydrogen atoms were added to the central conjugated ring in the direction of the

normal vector of the ring. The chemically modified version of the trimer with two nonphysical

hydrogens is referred to as the “hydrogenated trimer.” The hydrogen atoms block any electronic

delocalization between the two rings from occurring. The two hydrogen atoms were added to

opposing sides of the central monomeric unit to minimize any interactions between the two hy-

drogen atoms. To correct for the energies of the addition of nonphysical hydrogens, the energy

of the outermost rings bonded to a single methyl group with the hydrogens adjusted in position

such that one of the hydrogen atoms was placed in the same orientation as the nonphysical hy-

drogen in the hydrogenated trimer and the other two hydrogens pointed in the same position as

the bonded atoms to the equivalent carbon atom in the hydrogenation dimer. After correcting for

the energy of the nonphysical hydrogens, subtracting the energy of the hydrogenated trimer un-
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der torsion from the energy of the full trimer provides an estimation of the delocalization energy

which is not present in the hydrogenated trimer.

Isolation of Interaction Energy of the Terminal Conjugated Rings

While the energy between bonded conjugated rings can be well characterized in the

past, the energy between conjugated rings not directly bonded to each other has been relatively

unexplored. As such, a determination of the energy of interaction between the terminal con-

jugated rings of a trimer with varying interring torsions was sought, excluding any interactions

with the central ring. To do so, the method from the previous section was used to isolate the

delocalization energy across all three monomers. Additionally, the total delocalization effects

between the directly bonded rings (the terminal rings of the trimer and the central ring) were

calculated. The energies of the delocalization energy between the directly bonded rings were

then subtracted from the total delocalization energy of the system, leaving only the energy of

interaction between the two terminal conjugated rings.

Determination of Accuracy

To determine whether using the method of isolating delocalization energy compared to

the method using the total energy related to dihedral torsion (i.e. torsional scan) is an improve-

ment, a simple method was used to determine the relative accuracy of each method. Each

possible trimer in DPP2F-TT was simulated—DPP-furan-TT, furan-TT-furan, and furan-DPP-

furan. To solely determine the energetics of the intermonomer torsion, the internal coordinates

of each conjugated ring were held constant using the RIGID package.189 The trimers had any

dihedral torsions restricting the rotation of the bonds removed, and the trimers were allowed to
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freely rotate in a simulation box large enough to minimize self-interaction effects (300 Å) at 800

K. Random snapshots of the trimer conformations were taken every 100 ps, and the energy of

the conformation was characterized using the RI-MP2 method with a cc-pVTZ basis set. The

energy of each conformation was then characterized. The simple two-conjugated ring interac-

tions were characterized using the delocalization energy, as this has been demonstrated in the

past to be more accurate. The dihedral energy fit to the total energy of the torsional scans and

the pure energy related to delocalization are then used to characterize the energy due to the

two terminal conjugated rings interacting. To incorporate the relationship between the two tor-

sions in the monomer, the PLUMED packaged was used with an external energetic bias (akin

to implementing external energy for i.e. a metadynamics sampling run).186 The delocalization

energy between the terminal monomers interacting was included through this external bias by

relating the external added energy to correspond to two collective variables—the same torsions

characterized by the delocalization energy—and apply an external energy based on the value

of those two torsions and the energy they correspond to based on the torsional scans. In this

way, the ability of the force fields to represent the quantum mechanical calculations they were

based on is determined.
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Figure 5.1: Overview of method to isolate the energy related to charge carrier delocalization in
conjugated materials. In Figure 5-1a, a basic quantum mechanical calculation of the total en-
ergy of conjugated rings interacting is performed. Side chains are replaced with simple methyl
groups, as they add substantial cost to quantum mechanical calculations and provide relatively
little contributions to the interactions of the conjugated rings. In Figure 5-1b, the conjugated
rings are modified by adding hydrogens to the central conjugated ring at the points connecting
the rings together. This blocks π-delocalization of charge carriers between conjugated rings,
providing an estimate of only the other energies of the system, ENonbonded, and the energy
related to the addition of the hydrogen atoms, EHydrogenation. To provide a correction for the
energy of the addition of hydrogen atoms in unphysical positions, the terminal rings in the trimer
are bonded to a methyl group. In the methyl group, one hydrogen atom is placed in the same po-
sition as the hydrogen atom added to the central monomer, with the other two hydrogens pointed
in the same direction as the atoms that carbon would be bonded to in the central ring. This pro-
vides an estimation for EHydrogenation. This estimation of EHydrogenation is subtracted off of the
energy of the hydrogenation dimer to provide an estimation of ENonbonded, which is subtracted
off the total energy of the unmodified trimer system to provide an estimation of EDelocalization.
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Figure 5.2: Overview of nomenclature used in the rest of the manuscript. Any monocolor plot of
lines shows the torsion between the first two monomers shown in the pictoral representation of
the trimer. The monomers are numbered from left to right based off the pictoral diagram, which
represents the order in which torsion is shown (monocolor plots show the energetic effects of
torsion between monomers 1 and 2, a change in color indicates torsion between monomers 2
and 3). The trimer is referred to in the same order that the pictoral representation of the trimer
shows. The above trimer would thus be referred to as DPP-furan-TT.
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Figure 5.3: The energetics of two conjugated rings directly bonded to each other interacting
in DPP2F-TT. The nonbonded energy is removed based on a previously reported method to
isolate the energy related to delocalization in the conjugated rings. Only two types of interactions
between directly bonded conjugated rings occur in DPP2F-TT. The interaction between TT and
furan is relatively weak, approximately the maximum energy of interaction between conjugated
rings in P3HT. In contrast, the interaction between DPP and furan is by far stronger than the
interaction between previously reported conjugated rings with strong push-pull effects, such as
in poly-napthalenediimide materials.
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Figure 5.4: Estimation of how the introduction of a third ring changes the total energy of the
system compared to a two-ring system. In Figure 5-4a, the total energy of two conjugated rings
is shown for both DPP-furan and TT-furan. In Figure 5-4b, the total energy of three conjugated
rings interacting is shown for DPP-furan-TT, furan-TT-furan, and furan-DPP-furan.
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Figure 5.5: The estimated total energy of interaction between the terminal (1 and 3) monomers
in the trimer system. Each color denotes the energy for a particular torsion between the right-
most (2 and 3) monomers shown, with dark blue showing a 0◦ torsion, light blue showing a 30◦

torsion, light red showing a 60◦ torsion, and dark red showing 90◦ torsion.
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Figure 5.6: Estimation of the pure energy of interaction due to charge carrier delocalization
between the terminal monomers in the trimer system. Each color denotes the energy for a
particular torsion between the rightmost (2 and 3) monomers shown, with dark blue showing
a 0◦ torsion, light blue showing a 30◦ torsion, light red showing a 60◦ torsion, and dark red
showing 90◦ torsion

120



Figure 5.7: Relative accuracy of the pure delocalization energy compared to the total energy
not using the method described in Figure 5-1. The method described in Figure 5-1 was more
accurate for every trimer within DPP2F-TT. The greatest improvement in accuracy was seen for
furan-DPP-furan, when steric effects appear highest.
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Figure 5.8: Change in 1-2 torsional barrier as 2-3 torsion increases (x-axis).
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