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APPLICATIONS OF TIME-DIFFERENTIAL PERTURBED 
ANGULAR CORRELATIONS TO THE STUDY OF SOLIDS 

Gary Paul Schwartz 

(Ph. D. Thesis) 

Department of Chemistry, and Lawrence Berkeley Laboratory 
University of California, Berkeley, California 94720 

April 1975 

ABSTRACT 

Time-differential perturbed angular correlation techniques were 

applied to a systematic study of insulating antiferromagnets and rare­

earth intermetallic alloys doped with either lllmCd or 111rn. The internal 

magnetic fie.lds and electric field gradients at the radioactive nucleus 

are deduced from the experimentally measured perturbation factors. The 

analysis of fluoride, chloride, oxide, and sulfide data shows the sys-

tematic variation of the observed supertransferred hyperfine fields with 

the intervening anion covalency and allows one to extract covalency pa-

rameters after the adoption of a simple model. A comparison of the trans­

ferred hyperfine field data between fluoride perovskites and the corre-

sponding quadratic layer compounds produces a value for the zero-point 

spin deviation in magnetically two-dimensional antiferromagnets which is 

in qualitative agreement with existing theoretical estimates~ Paramagnetic 

shifts due to transferred hyperfine field and field-induced spin-flopping 

have also been observed. By careful temperature regulation we have been 

able to plot out the temperature dependence of the sublattice magnetiza­

tion next to a diamagnetic impurity in RbMnF3 and MnF2. A shift in the 
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transferred hyperfine field at Cd doped into MhS has been measured under 

the application of moderate pressures up to 22 kbar. Analysis of the 

electric field gradients at the In and Sn sites in the rare-earth series 

Rin3 and RSn3 as functions of temperature and pressure has permitted us 

to check for valence fluctuations in certain of these alloys. 

.•. 
.,; 

v 
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I. INTRODUCTION 

The early 20th century saw the advent of the directed valence bond 

proposals of Pauling1 and its associated concept of covalent bonding be­

tween atoms. It was not known to what degree the idea of covalent bonding 

could be applied to salts containing· strongly electronegative anions, 

and Van Vleck2 had developed a relatively successful model to explain 

the magnetic properties of a number of transition metal salts based on 

a purely "ionic" crystal field analysis. The postwar application of the 

new resonance techniques (NMR, EPR, ENOOR) to these materials, previously 

considered to be purely ionic, was to prove a testing ground for the 

general applicability of the covalency concept and for the further 

elucidation of the fundamental nature of the chemical bond. 

The nature of the chemical bond was not the only problem which drew 

attention to the transition metal salts; concurrent theoretical advances 

by Kramers3 involving the role of nonmagnetic atoms in explaining the 

existence of long range magnetic order had been put forth and developed 

subsequently by many authors. The concept of superexchange4 associated 

with the change in the paramagnetic ion wave function due to admixture 

of symmetry allowed ligand orbitals was integrally tied to the discussion 

of covalency in these compounds. 

The late entry of neutron diffraction, Mossbauer, and perturbed 

angular correlation studies into this field can be understood in terms 

of the experimental difficulties which must be surmounted. For PAC mea-

surements the insulating nature of these compounds requires a nuclear 

cascade which proceeds via either beta decay or an isomeric transition 

in order to avoid multiply charged electronic states following the decay 
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which would wash out the correlation. The radioactive nucleus must have 

in addition an ionic radius and oxidation state commensurate with that 

of the magnetic impurity which it replaces. These stringent requirements 

narrow the field of available nuclei to essentially one candidate, lllmCd, 

with its attendant half-life of 49 minutes. Since Cd p or d orbitals can 

contribute to nuclear magnetic fields only through core polarization, 

transferred spin density into Cd s shells via the Fermi contact term will 

dominate the magnetic hyperfine interaction. The spherical symmetry ex­

hibited by s shells results in a a or s bond specific interaction, 

thereby providing a distinct advantage over other techniques. 

It was this combination of unique bonding information available to 

PAC and the continued need to study concentrated magnetic systems ex­

hibiting long range order which provided the impetus for undertaking the 

measurements. We thus systematically studied a large range of insulting 

antiferromagnets which encompassed fluorides, oxides, chlorides, and 

sulfides as anions. In order to make comparisons between compounds with 

different covalency parameters and to check the predictions of super­

exchange theories, we have further required the impurity to be octa­

hedrally coordinated with only linear metal-ligand-impurity bonds. 

Our interests have ranged beyond the data available from a simple 

chemical bond analysis; we have also used the transferred hyperfine field. 

at the Cd nucleus in order to probe a variety of solid state phenomena. 

In this vein we have detected spin deviations in magnetically two-di­

mensional antiferromagnets due to quantum mechanical zero-point motion 

as well as probing the temperature dependence of the sublattice mag-

nctization ncx t to a d i ;unagnct:ic impurity. Measurements in an applied 
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external field have yielded paramagnetic shifts due to transferred fields 

and the observation of the flipping of the magnetization axis at a criti-

cal field in RbMhF3. 

The quest to apply PAC to the study of physical phenomena has not 

been limited to utilizing transferred magnetic fields. Using the electric 

field gradient.at. the tetragonal site in the rare-earth series Rin3 and 

RSn3, we have demonstrated a high sensitivity method for discriminating 

between rare-earth valence states and have checked for temperature and 

pressure induced valence fluctuations in a number of Ce, Eu, and Yb com-

pounds. 
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II. PAC FORMALISM 

The exact quantum mechanical description of the angular distribution 

of radiations emitted from an ensemble of nuclei is based on the trans-

formation properties of spherical tensors, the manipulations of Racah 

algebra, and the statistical formalism of the density matrix. I plan to 

forego duplicating this involved description and will pursue instead the 

basic physical ideas involved and will describe ih a general way the 

results which will be pertinent to the data analysis. The reader whore­

quires more rigor will find .that the literature5' 6' 7 fairly abounds in 

comprehensive tracts which include all of the formal details of the 

theory. 

Our basic picture centers around a statistical ensemble of nuclei 

which will emit radiation isotropically if they have no preferred di-

rection in space. We wish to explain in physical terms how this ensemble 

is prepared so that the associated nuclear angular momenta are prefer-

entially oriented with the result that the emitted radiation will in 

general be anisotropic. 

If one considers a deexcitation taking place between two nuclear 

levels with angular momentum Ii and If with projection quantum numbers 

Mi and Mf' then the quantum mechanical description of the. radiated angu­

lar momentum of a photon field contains in it the selection rules for 

allowed multipole transitions between quantum states. A photon carrying 

h~ units of angular momentum with projection quantum number m connects 

the initial and final states such that 

IIi-Ifl < 9-< IIi+ Ifl 

rn = Mi -Mf. 
(1) 

' 
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In principal the emitted radiation will contain all the multipole 

character consistent with the allowed values of ~,-but in practice the 

transition probabilities are scaled by a factor of order (a/>..) 2~, where 

a and A. are parameters characteristic of the nuclear diameter and the 

wavelength of the emitted radiation. For the actual cascades (Fig. 1) 

which were used in this work, the radiations are essentially unmixed and 

carry away the minimwn allowed angular momentwn. By performing a measure-

ment which detects the emitted photon, we select out of space a quantiza-

tion axis with respect to the ensemble of nuclei. In the simplest case 

c~ = 1, dipole radiation), the projection of the photons angular momentwn 

along the quantization axis is m = ± 1. In this case the state m = 0 

is not allowed since a transverse field cannot carry angular momentum 

along its direction of propagation. Inspection of the selection rules 

(Eq. 1) for the allowed transitions shows that certain transitions are 

now forbidden and thus the final state subpopulations associated with 

the Mf quantum numbers will be unequal. An equivalent statement is that 

the final state now shows a preferential direction in space specified 

by the quantization axis, and subsequent photon emission from this state 

will not be generally isotropic. 

A. The Unperturbed Directional Correlation Function 

The techniques of Racah algebra and the density matrix formalism 

for handling an ensemble of statistical spins can be used to quantify 

the simple picture of a two-photon cascade and the emission anisotropy 

of the second radiation. It is a general result8 of the angular momentwn 

properties of a photon field that the directional correlation function 

for a y1-y2 cascade can be written as 
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W(e) = L: · Ak Ak Pk(cose) (2) 
k 1 2 . 

where k takes on only even values for photon-photon correlations and 

obtains a maximum cutoff value of 2I, 2£
1

, or 2£ 2, whichever is smallest. 

Here I is the intermediate level spin and Q,l and Q, 2 are the multipo­

larities of the radiation for the first and second photons. The 

Pk(cose) are the Legendre polynomials, and for pure multipole radiation 

the Ak's are functions of the multipole order and the initial and final 

spins of the states connected by the transition. For purposes of the 

lllmCd and 111In cascades (Fig. 1), k.can be effectively truncated at 

2 and the normalized unpe~turbed correlation function written as: 

W(8) = 1 + A22r 2(cose), where A22 = Ak Ak fork= 2. (3) 
1 2 

A f 111IIlr.d. ·· o 16 h.l A f 111I · ·a 1·s · ·Th · · d"ff 
22 or c · IS + • , w I e 22 or n 1s - . . e sign 1 erente 

is due to the nuclear spin sequences and photon multipolarities involved in 

the two different decay schemes. 

B. The Perturbed Directional Correlation Function for Static Inter­
actions 

A few words are in order concerning the physical meaning of a 

"perturbed" directional angular correlation. Directional correlations 

in the absence of static magnetic fields or electric field gradients 

will not depend on the time elapsed by the nucleus in the intermediate 

state. However for a nuclear state which has a non-zero spin or finite 

quadrupole moment, the presence of static magnetic fields or electric 

field gradients will cause the nuclear state to precess relative to the 

quantization axis defined by the perturbing field. In order for the per-

turbing field to be effective in causing a finite rotation of the nuclear 

state prior to the emission of a gamma quantum, the state must have a 

finite lifetime comparable to the time associated with the precession 
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frequency. This precession of the nuclear state prior to the emission 

of the second detected photon impresses a quantum beat modulation onto 

the observed directional correlation pattern due to.time dependent re-

population shifts in the emitting state sublevels. 

Under the assumption of "static" perturbing fields the tirne-modu-
. . 6 

lated perturbed angular correlat1on becomes 

(4) 

For a polycrystalline sample one needs to integrate over all possible 

orientations with the constraint that the angle e between the emission 

directions 'k
1 

and 'k2 be held fixed. Truncating the maximum k values at 2 

and performing the integration yields 

(5) 

The perturbation factor G22 (t) contains all the time dependence and for 

static fields has the form6 

+2 
G22 (t) = 2: 

N=-2 

2I+m1+m2 i 
( -1) exp( --[E -E )t] 

h n
1 

n
2 

(6) 

• ! 

; 

.• 
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eigenvectors of the Hamiltonian belonging to the eigenvalues E and 
. n1 

E respectively. In the presence of both an internal magnetic field 
n2 

H. t and an electric field gradient eq , the Hamiltonian describing the 1n zz 

interaction with the nuclear spins and quadrupole moment is 

2 
+ + e.qzzQ 2 2 2 

'Jf = - h H I + { 3I -I (I+1) + (I -I ) } Y int · 4I (2I -1) z n x y (7) 

+ 
The components of I refer to the principal axes of the field gradient 

tensor. Our experiments essentially spanned the three possibilities for 

the Hamiltonian of Eq. 7, i.e. a pure magnetic i~teraction, a pure elec­

tric field gradient, and a combined interaction of the most general sort 

where the principal axis of the electric field gradient does not coincide 

with the internal magneti.c field direction. 

For the purely magnetic interaction involving an intermediate level 

of spin 5/2 the perturbation factor for a polycrystalline sample is a 

simple analytic function given by 

(8) 

where w1 is the Larmor precession frequency g~~int/h. 

The Hamiltonian for the pure quadrupole case is not diagonal unless 

the electric field gradient has axial symmetry, in which case n = 0 and 

the perturbation function for spin 5/2 once again has a simple analytic 

form 

1 13 . 10 5 G22 (t) = 5 . 1 + 7 coswQt + 7 cos 2wQt + 7 cos.u3 Qt 

and 

(9) 
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For electric field gradients lacking axial symmetry n will not be 

zero and G22{t) must be generated numerically. This is also true of the 

combined interaction, for which one must diagonalize the Hamiltonian (7) 

in order to calculate the eigenvalues and eigenvectors needed for the 

evaluation of G22 (t). 

C. Applied Magnetic Fields 

Certain situations dictate experiments in the paramgnetic state, 

i.e. Hint = 0. One can still extract data pertinent to the magnetic prop­

erties by applying a magnetic field perpendicular to the plane of the de-

tectors. There is now one field fixed in space perpendicular to the corre-

lation plane rather than an internal field whose axis is randomly oriented 

relative to the correlation plane. The perturbed. correlation function for 

a static magnetic field H perpendicular to the plane of the detectors is 

. b 9 g1ven y 

W(e,t,H_J = L bk cos k(e-w1t). 
k even 

(10) 

The same fundamental information is available from both the applied 

field and internal field cases, i.e. the Larmor precession frequency 

~ = g~nH/h, but the Fourier coefficients of the perturbation factors for 

the two cases are now different. 

.• 
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III. APPARATUS 

Data for this thesis were collected on two separate y -y coincidence 

spectrometers, one employing four coW1ters and the other eight. We found 

it advantageous to run both spectrometers simultaneously, usually re­

serving the eight-counter system for those compounds which would require 

more statistics in the analysis, e.g. in the caseof combined interactions. 

A given detector is used as both a START and a STOP in the eight-counter 

system, and it was able to accumulate data at a rate of nearly six times 

that of the older four-counter system. 

A. The Four-Counter System Electronics 

Figure 2 shows the basic schematic for the four-counter system. The 

detectors were lXl~" Nai (Tl) crystals followed by .Amperex 56 DVP photo­

multipliers and LBL designed preamps. The fast signals were clipped with a 

shorted delay line and fed into EG&G TDlOl differential discriminators. 

Both START and STOP output pulses from the discriminators strobed an 

Ortec 437A time-to-amplitude converter (TAC), but the STOP ,signals were 

run through a passive delay box prior to entering the TAC in order to pro­

vide a time region in which only chance coincidences could be accumulated. 

The slow side of the preamps fed LBL designed linear amplifiers and single­

channel analyzers (SCA) and the output signals were fed into a slow coin­

cidence unit. The output of this slow coincidence unit was used to trigger 

a mixer-delay gate whose input was the TAC output signal, and the gate output 

which represented the slow-fast coincidence data was fed into a Seipp 1600 

channel analyzer with appropriate routing to record two 180° and two 90° 

spectra. After the spectra had been accumulated on the Seipp, they were 
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recorded on a Kennedy Incremental 1500 tape W'lit for subsequent analysis. 

The typical time resolution for this system was 1.8 ns FWHM on the 22Na 

511-511 cascade with the SCA windows set up for the lllmCd cascade. An 

Eldorado 610 Digital Delay Generator and calibrated lengths of delay 

cable were used to establish the time calibration. 

B .. The Eight-Counter System Electronics 

The eight-counter system was designed to produce higher counting 

efficiency and better time resolution than the older system. Figure 3 

shows the essential pulse sequencing for one detector. The use of two 

SCA's plus additional circuitry allowed each detector to be used as both 

a START and a STOP detector. lxl!z" Nai(Tl) scintillators were used with 

RCA 8850 photomultiplier tubes which had been selected for,minimal gain 

shifts at high counting rates. The LBL preamps were modified so that the 

final dynodes were held at a fixed voltage by Zener diodes to further im­

prove the high counting rate capacity of the system. The fast output of 

the preamp.s fed constant fraction discriminators of a type .described by · 

Maier and Sperr. 10 The fast pulse shaper produces outputs which feed 

circuits to suppress multiple coincidences as well as feeding the basic 

fast timing data into a high speed coincidence circuit similar to that 

described by Gerholm et aL 11 With this circuitry each detector func­

tioned both as a start and a stop and triple and quadrupole coincidences 

were suppressed to better than 0.05% even at high counting rates. The 

fast coincidence data fed an LBL designed TAC whose output was directed 

through a delay into the input of a linear gate. The gate trigger was 

strobed by the slow logic and multiple coincidence suppression circuitry, 

and the final timing information was directed to an 8192 channel Hewlett 
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Packard PHA along with the appropriate routing signals. A Kennedy 1600 

tape unit was coupled to the PHA for purposes of data reduction. 

The eight-counter system recorded eight 180° and eight 90° spectra 

and circuit-wise could be split _into two (an even and an odd) four-

counter systems. The purpose of the pedestal was to add in the even side 

a region which reflected only chance coincidences. This could not be in-

corporated into a simple delay box as with the odd side because of the 

way the TAC was designed. The characteristic time resolution of this sys­

tem was 1.05-1.15 ns FWHM on 22Na 511-511 cascade with the SCA's set up 

111m for the Cd cascade. The Eldorado 610 Digital Delay Generator was used 

to calibrate the TAC. 

C. The Higho..Pressure Cell, Temperature Regulator, and Miscellaneous 
Equipment 

In order to measure the pressure dependence of the transferred hy­

perfine field, we built a simple clamping-type pressure cell which is 

shown schematically in Fig. 4. ''Windows" were machined out of the cell 1n 

the vicinity of the sample in order to obtain the highest possible coin-

cidence rate. We chose to make the cell body out of A286, a steel which 

does not fracture at liquid helium temperatures. The clamping nut and 

backup plugs are also of A286, while the pistons were ground from tungsten 

carbide. The cell worked reliably to 22 kbar but at pressures around 30 

kbar the cell body and inner bore tended to stretch. After something like 

thirty runs the inner bore had stretched non-uniformly from 187.5 mils to 

196 mils. The pressure locked into the cell after tightening the clamping 

nut was cil.ibrated by measuring the shift in the quadrupole coupling con-

1- 1111 . ('d 1 stant .or - n 111 , · meta . 
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For exper~ents in which the temperature of the sample needed to be 

regulated, we modified a st'andard metal dewar with windows for low energy 

y-ray counting by necking down the tailstock to lz" id. Into this reduced 

tailstock we inserted our sample holder and temperature regulator of the 
'12 

type first described by Welber and Tynan. Figure 5 shows our adaptation, 

which consists of nothing more than a thin-walled stainless steel tube 

connected to four inches of nylon rod and tenninated in a copper bobbin 

to wh1ch the aluminum sample housing was connected. The nylon rod was 

pressed through a four inch cylinder of styrofoam which fit snugly into 

the tailstock and prevented liquid helium from passing to the sample 

holder. The copper bobbin had a heater and Au-Fe thermocouple attached 

to it for purposes of temperature control and measurement. We calibrated 

the thermocouple against a germanium thermometer purchased from Cryo Cal, 

Inc. The calibration of the germanium thermometer was traceable from 

NBS standards from 1.5 to 100 degrees Kelvin. 

Figure 6 shows a s~ple schematic for the circuit employed in the 

actual temperature regulation. During a measurement the thermocouple 

voltage was fixed on a Leeds Northrup K-3 potentiometer and the out of 

balance signal displayed o~ a galvanometer. Fluctuations of the out of 

balance signal were detected by a light sensing diode and fed back into 

the heater on the copper bobbin. Regulation was stable over several hours 

to ±0. zo K for temperatures greater than 15° K, but below this temperature 

the response of the feedback was insufficient to; regulate properly. 

Two different magnet configurations were used in the work. For the 

paramagnetic shift cxper~ents a C-frame iron core electromagnet with a 
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maximum field of 38 kOe with a one inch gap sufficed. The magnet was 

powered by a Spectromagnetic Industries Model TC 200-300 D.C. power supply 

with a stability of 1% over several days. The spin-flop experiment re­

quired counting along the magnetic field axis, and for this purpose we 

bored out the pole pieces of a small Varian NMR magnet and inserted the 

counters parallel to the applied field. 

The fields of the magnets were measured using a rotating coil 

gaussmeter which had been calibrated against an NMR probe in a high 

homogeneity electromagnet. The field errors were principally due to 

current supply drift and nonreproducible sampling of the volume between 

the pole pieces. 
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IV. DATA ANALYSIS 

Since the eight-counter circuitry is consistent with a description 

as two high-speed four counter systems, it shall suffice to describe 

how the d~ta are analyzed for a set of four counters placed on a square 

array and labeled cyclicallyA,B,C,D. If a given detector can function 

as only a START or a STOP, then there would be two 180° coincidences 

(AC,BD) and four goo coincidences (AB,BC,CD,DA). The eight-counter 

electronics allow a counter to function as both a START and a STOP de-

tector, thereby doubling the number of allowed combinations. In practice 

· ail of the 180° spectra are used but only half of the goo combinations 

are selected for analysis. The coincidence counting rate between two de-

teeters, e.g. A and C, is related to the polycrysta11ine correlation func-

tion (krnax = 2) found in Eq. 5 by the following expression 

-thN 
NAC(t) = NOe EAC {1 + QAC A22 G22 (t) p 2 (cos eAC)} + CAC (11) 

· N
0 

reflects the source strength wh€m the experiment begins, and 

EAC is an "effective" detector efficiency for the detection of the y1-y2 -tlr 
pair by Nai(Tl) crystals of fixed thickness. The factor e N describes 

the fact that even without a perturbation a statistical ensemble of nuclei, 

each with a mean life TN' will decay exponentially. QAC accounts for the 

finite solid angle which the detectors subtend, and the constant CAC re­

flects the background of chance coincidences. 

A. Extraction of the Factor A22G22 (t) 

I 1 . d13 . h h . . d t f h . t was rca 1ze some tunc ago t at t e coinCI ence coun s o t e 
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in such a way that the source strength N0 , the nuclear lifetime TN' 

and to a good approximation the co~ntidence efficiencies EAC' etc. 

could be made to cancel. This is not true if one has only two or three 

counters, where unequal coincidence efficiencies and solid angle factors 

necessitate large corrections. This isaccomplished by using detectors 

A and B as STARTS, and C and D as STOPS, and by forming the ratio 

3 ·CN -c ) (N -c ) - 1 = Q A22G22Ct) 
AD AD BC BC · 

2 { ~NAC-CAC) (NBD_;CBDj !z} "'-
J --= A22G22 Ct) (13) 

Here Q is an average solid angle factor which can be incorporated 

into the theoretical A22 value derived from the spin levels and multi­

plicities to yield an "effective" amplitude A.22 . 

B. Least Squares Fitting of A.22G22 Ct) 

Having extracted the factor A.22G22 (t), it is necessary to fit the 

perturbation in order to obtain "the Larmor and quadrupole radial fre-

quencies ulL and u)Q. For a pure magnetic interaction the spectra were 

fit to 

_ A.22 
A22G22(t) - --5-- {1 + 2 cos wL(t-to) + 2 cos 2 wL(t-to)} +back. 

(14} 

and for apure quadrupole interaction with axial synnnetry (n = 0) 

(15) 

The fit parameters were A.22 , w1 , wQ,t0, a zero channel for starting the 
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the digital data, and Back, a background generally due to self-absorption 

in the samples. Occasionally we_experienced a distr:lbution of fields, and 

this was accounted for by introducing a factor multiplying the 
' 2 

cos nw(t-t ) coefficients by e- In w o(t-to) I or e -~(an(t-to)) for 
0 

Lorentzian or Gaussian distributions. In this case a, the full width at 

haif maximum, became an additional parameter. 

For a quadrupole interaction with a non-zero asymmetry parameter, the 

ratio of the frequencies in Eq. 15 are no longer 1:2:3. A numerical solu-

tion of the secular equation then yielded the eigenvectors for the 

Hamiltonian. In order to guess a reasonable value for the asymmetry pa-

rameter n, we would Fourier transform the data in order to extract the 

ratios of the frequencies w1 :w2:w3. These ratios could then be compared 

with the derived14 ratios for various values of n for a spin 5/2. It was 

generally necessary to have an initial guess for the parameter values which 

was fairly close to the true values in order for the fitting program .to 

converge. This was especially true when performing five and six parameter 

fits. 

For the general case of combined interactions, the Fourier transform 

of the autocorrelation function of the digital data was taken and compared 

with a set of computer generated theoretical curves for various values of 

the magnetic field and electric field gradient parameters. It was neces-

sary to run the spectrum above the magnetic transition in order to obtain 

a value for wQ and n which would be close to the ones obtained in the 

liquid helium spectra. It was also necessary to guess the angle 8 between 

the principal axis of the electric field gradient and the internal mag-

netic field from symmetry considerations. With those constraints one could 
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run theoretical Fourier transform spectra as a function of internal 

magnetic field only and compare them to the experimental transforms. 

This matchup would then constitute a set of initial guesses for the 

parameters in the least squares fitting routine. 
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FlQJRE CAPTIONS 

111m 111 Fig. 1. Two photon decay cascades for Cd and In used in this work. 

Fig. 2~ Electronic schematic of the four-counter system showing the com-

ponents and their sequencing. 

Fig. 3. Block diagram for a single Nai{Tl) counter in the eight-counter 

system showing the electronic sequencing of the fast and slow sig-
.· 

nals. 

Fig. 4: High pressure clamping type pressure cell. The body is con-

structed of A286 steel and four "windows" have been machined in the 

vicinity of the sample to reduce gamma-ray attenuation. 

Fig. 5. The temperature regulator employed in the sublattice magnetiza-

tion experiments shown enclosed in the tailstock of a liquid helium 

dewar. 

Fig. 6. Block diagram of the temperature regulator electronics. The 

light sensing diode was linked to a feedback circuit which pulsed 

the sample heater and regulated the temperature over several hours 
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V. SYSTEMATICS OF HYPERFINE FIELDS OBSERVED BY PAC 
IN Cd-DOPED TRANSITION METAL ANTIFERROMAGNETS~ 

A. INTRODUCTION 

The properties of the simple 3d transition metal salts with d5 

through d10 configurations are generally consistent with localized elec­

tron behavior, 1 for which LCAO-MO c~lculations can desc~ibe the nature of 

the chemical bonding with reasonable success. Within the framework of the 

MO model, we have examined the systematic variation of the hyperfine fields 

transferred through the ligands into a diamagnetic dopant (lllmCd) for the 

transition metal using y-ray perturbed angular correlation (PAC). The 

variations of the MO spin density parameters with changes in both the 

ligand and the transition metal are correlated with the transferred hy-

perfine fields. 

The PAC data are complementary to those previously derived from 

NMR, ESR, ENDOR, neutron diffraction, and Mossbauer techniques; but there 

are differences among the methods which deserve some connnent. Especially 

relevant to PAC is a synnnetry argument2 based on the assumption that the 

hyperfine field at the Cd impurity is primarily derived from overlap and 

covalency effects of the Cd ns shells. The symmetry of the s shells leads 

to PAC being a,s bond specific. For d5 ions the importance of this dif-

ference is highlighted by the measurements of NMR, ENDOR, and ESR, which 

measure f -f , and for neutron diffraction which measures 2f +f +f . This a n · · n a s 

has hampered the understanding of the Mn compounds, because f and f 
. ·~ a n 

are generally of the same order of magnitude. Mossbauer spectroscopy and 

This section of work was done in conjunction withH.H. Rinneberg and 
D. A. Shirley 
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PAC are potentially competitive, but there has been little overlap due 

to the limitations on available Mossbauer nuclei which can be used to 

replace the transition metal substitutionally. 

There is an additional problem concerning the comparison of data 

collected in magnetically ~ilute (ENDOR, ESR) and magnetically concentrated 

(NMR, neutron diffraction, PAC, Mossbauer) systems. Our data are consistent 

with the view that it is valid to compare derived spin density parameters 

between dilute and concentrated systems within the experimental errors 

inherent in the data analysis. 

Experimental details are given in Section B, while Section C outlines 

the MO model and inherent limitations in its application to the properties 

of these salts. Section D contains our results and their interpretation 

relative to the MO model. 

B. EXPERIMENTAl 

1. Detector System 

Data for this study were accumulated on both four and eight counter 

y-y coincidence spectrometers which have previously been described. 3•4 

Both systems employ the familiar fast-slow logic, and only 180° and 90° 

correlations were observed and combined to yield the perturbation factor 

independent of counter efficiencies and the lifetime of the intermediate 

nuclear state. 5 · 

Standard lxl~" Nai(Tl) crystals were used as photon detectors for 

the lllmCd cascade. The time-to-amplitude converters for the two spectrom-

eters were calibrated with cables and an Eldorado 610 digital delay gen-

. 111m erator. With the single channel analyzer w1ndows set on the Cd 

energies (150,247 keV), the time resolution using 22Na 511-511 radiation 
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was 1.8 and 1.1 ns FWHM for the four and eight counter spectrometers 

respectively. 

2. Sample Preparation 

The preparation of some of the compounds (KNiF
3

,KCoF
3

,RbMnF
3

; 2 

MnO, CoO, Ni0) 4 had been described previously. In general the 111IDtd 

was obtained by neutron irradiation of 110cdo, converted to the appro­

priate dihalide by dissolving in acid and evaporating to dryness, and 

subsequently thermally diffused into the fluorides and chlorides listed 

in Tables 1A and lB. Since the AZMX4 compounds melt incongruently, it was 

necessary to sinter the activity in at temperatures well below the 

peritectic. The remaining chlorides and fluorides melt congruently. 

Single-phase samples were obtained by diffusing the activity into the 

lattice at temperatures close to the melting points. The hygroscopic 

nature.of many of the reactants required us to perform the preparative 

operations under dry nitrogen conditions. 

The double fluorides and chlorides AMX3 and AzMX4 were prepared 

by the corresponding solid-state reactions: 

·AX + MX melted AMX d 2AX + MX· sin. tered A-MX. 
· 2 ~ 3' an 2 l ~ z-~4· (1) 

High purity, anhydrous KF, RbF, RbCl, CoF2, and MhF2 were commercially 

available. TlF was prepared by dissolving 99.999% Tl metal in aqueous HF. 

The product was dried by melting in a platinum cruicible under vacuum. 

Anhydrous CuF2 and NiF2 were obtained by passing F2 over the respective 

anhydrous dichlorides at 400°C. Anhydrous FeF2 was prepared from FeC12 

in a stream of dry lfF gas at 650°C. The transition metal dichlorides had 

previously been prepared by the dehydration of tvfnC1 2·4HzD, FeC1 2·4H2o 
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by a stream of HCl gas at 200-300°C. 

a-MhS doped with activity was obtained by coprecipitation under an 

oxygen-free atmosphere. following the procedure given by Brauer. 6 The 

precipitate was dried and then heated to lOOOOC in a platinum tube under 

H2S. 

3. Data Analysis 

For a polycrystalline sample with unique but randomly-oriented axes, 

the perturbed angular correlation for a y-y cascade is given by7 

, W(e,t) = ~ AkkGkk(t)Pk(cos e). 
k even 

(2) 

For the lllmCd cascade it is sufficient to truncate the series at k = 2 

yielding for a normalized correlation 

(3) 

Here A22 is the anisotropy of the 150-247 keV cascade, P2(cos 8) is the 

second Legendre polynomial associated with the angle e between the di­

rection of the two gannna rays, and G22(t) is the polycrystalline pertur­

bation factor. This function is obtained from the magnetic and electric 

hyperfine interactions of the Cd nucleus in the intermediate 247-keV 

state (I = s/2, TN = 121 nsec). For a pure magnetic dipole interaction one 

obtains an analytical function for the perturbation factor7 

(4) 

with 
_gNlln Hint 

w
1 

= h i.e. , the Larmor precession frequency of the 

nuclear moment due to the internal magnetic field H. t• ln 

In the more general case of a combined magnetic dipole and electric 

quadrupole interaction, the perturbation factor G22 (t) can still be 
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calculated as a sl.Ull of cosine tenns 7 after obtaining the eigenvalues of 

the Hamiltonian 

e2q Q 
H = - g ]..1 ~ 1 + zz {31 2 - I(I+l) + n(I 2 - I 2)} (5) n int · 41(21-1) z x y 

The components of I refer to the principal axes of the field gradient 

tensor ( eq , eq_ __ , eq ) and n is the asynnnetry parameter defined by 
XX -yy ZZ 

n 

In general only for pure magnetic dipole and pure· quadrupole inter­

action with axial synnnetry (n = 0) will the frequencies contained in 

G22 Ct) be integral multiples of each other and a periodic oscillation of 

the intensity of the second y-radiation be observed. For an asymmetric 

electric field gradient or a combined magnetic dipole-electric quadrupole 

interaction, the transition frequencies are no longer overtones of a 

single frequency due to the shifts of the energy levels of the Hamiltonian, 

and G22 (t) becomes an aperiodic function of time. The spectrliDl of KCuF3 

in the paramagnetic state displays (Fig. 1) a non-axial electric field 

gradient, while K2NiF4 (Fig. 2) at 4.2°K shows a combined interaction in 

the antiferromagnetic state, for which the hyperfine field of the impurity 

is parallel to the unique axis of the field gradient. In order to analyze 

combined interactions, it is of considerable advantage to calculate8 the 

power spectral density P(w) of the perturbation factor rather than G22 Ct) 

itself. This is illustrated in Fig. 3 for K2NiF4 where the solid line 

represents a least-squares fit of the power spectral density to that ob-

tained from the experimental data (dotted line) . 
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Tables IA,B contain the results of our measurements in insulating 

antiferromagnets. 

C. LCAO-M) MODEL 

9 10 11 12 13 . Considerable theoretical effort ' ' ' ' has gone 1nto under-

standing the electronic energy level diagram of the octahedrally coordinated 

3d transition metal cluster (ML
6
)-q, primarily with L =F-or 02-. We will 

assume the basic correctness of the energy level diagram of Fig. 4 and 

focus on the properties of the sigma bonds possible between the metal ion 

and the ligands. 

The filled bonding orbitals are primarily of ligand character, 

(6) 

where ~- , x are symmetry-allowed linear combinations of ligand s, p0 
. p0 s 

orbitals, and y ,y are covalency mixing parameters which describe the 
0 s 

admixing of metal d orbitals into the ligand p s orbitals. The ligand 
0 0, 

orbitals are generally restricted to 2p 
0 

3p and 3s for Cl- and s2-. 
0 

and 2s for F- and 02-, and 

The partially-filled antibonding orbitals are mainly metal-like, 

and contribute to the magnetic properties. 

ljJ A = if- {d 
0 0 0 - (A x__ 

0 p0 
+ (7) 

Normalization and orthogonality of bonding and antibonding orbitals 

are used to derive relations connecting the parameters. To first order 

one obtains 

A = y . + S,... 
0 0 v 

and (8) 



Tables I.· A,B. Magnetic and quadrupole interactions of lllmCd in insulating host antiferrornagnets 

I.A. Host mater~als with 3 dimensional magnetic structure 

TN H fb£ \)Q 
Crystal Magnetic exp (MHz±O. 2) Host ( K) (K8e±1. 5) (K8e±2. 5) ll structure structure Remarks 

KMnF3 95 102.6 0 0 Complex Spin canting "0 

RbMnF3 83 113.8 117.4 0 0 G } 
No distortions 0 

T1MnF3 76 118.7 122.5 0 0 G 
c 

KFeF3 112.5 100 .1. 104.2 0 0 Perovskite Complex Spin canting 
.1::. .. 

KCoF3 114 74.1 78.2 0 0 KNiF3 } } Small lattice 
G 

(.,..! 

RbCoF3 ~101 67.8 71.5 0 0 type distortions 
0 

T1CoF3 94 67.9 71.6 0 0 -.....:• 

KNiF3 253 104.8 113.7 0 0 J G No distortion I 
.1;;_ 

Vl 
-....] 

i\:. KCuF3 38,20 < 4 19.3 0.74 KCuF3 A 2 Modifications I 

MnO ~118 202" 208 0 0 ~ 11(111) 
·0 

} ~Cl 
MnO 

CoO ~ 293 177 187 0 0 Complex 

NiO ~ 520 196 212 0 0 MnO ~ II~~~> 
FeC12 23.5 4.8 5.8 0 } ~IIC CdC1 2 coc12 25 ~ 0 5.8 0 SLC 

a-MnS 156 244.4 258 0 0 NaCl MnO 



TN 
Host OK 

Kzl'fnF4 
~45 

RbllnF 4 38.5 

K2CoF4 107 

. Rb2CoF4 101 

K2NiF4 ~97 

Rb2NiF4 95 

Rb!fuC14 57 

Table I.B. Host materials with 2 dimensional magnetic structure 

H Hhf 
\)Q 

Crystal Magnetic exp + 
+ + CMHz -o. 2) structure structure Remarks {Kee-l. 5) . {Kee-2. 5) n 

71.6 79.4 3.4 0 i i Heisenberg 
antiferromagnets 

67.9 75.4 4.7 0 

51.5 52.7 5.5 0 I I Ising systems- no 
zero pt spin deviation 

. 48.9 50.0 8.2 0 K2NiF4 SIIC · dipole correction only 

54.9 69.3 3.7 0 
I I Heisenberg 

51.3 64.7 7.4 0 

97.4 106.7 8.1 0 + l Antiferromagnets 

I 
~ 
00 

I 
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The overlap integrals S and S come (J s from the normalization pro-

cedure. They· are defined by S = /d lx ) 
a '\ a pa and S = (d I X ) · s s s 

The unpaired a spin density at the liegand has been the object of 

numerous experimental endeavors because its precise determination is 

fundamental to theoretical efforts to understand the bonding in these 

compounds. Using the framework of the LCAO~MO model, Sawatzky and co­

workers14,lS,l6 have pointed out the necessity of considering the entire 

extended octahedral complex (see Fig. 5) in order to obtain the correct 

normalization constants for the cluster. This is in contrast to treating 

the problem as six separate bonds and multiplying the final calculated 

hyperfine fields by six. 

Following Sawatzky's extended cluster calculation and adapting-his 

results to 180°metal-ligand-Cd exchange paths, we obtain for the super-

transferred hyperfine field at the Cd nucleus 

- - 8n 11 • 6 ( S z ) 
Hhf 3 f3 S 

2 2 2 
4 ~ \ (0) 

2 
N+N _ >. { - L: ns I pcr ; cpns· ( 0) + a ¢ } 

a n=l 1 Ss Ss 

where A(J = Ya + (pcr I d 2) and 
z 

(N )-2 ~ (N )-2 + A 2 
+ (J 

(9) 

(N )-
2 

= 1-6 nt (nslpo) 2 
+ 6a~5 + 12 a55 (ssl pa)- ~ldz2)2 

(10) 
In this formulation we have omitted the contribution of the ligand 

s orbitals to the a bonding and have neglected ligand three-center 

overlaps. The parameter a5 allows for a charge transfer into the un­s 

occupied Cd2
+ Ss orbital yielding a total Ss occupation number of 



0 0 ~ 0 4 3 0 7 ~ 2 2 

-41-

. 
I On 

Fig. V-5. XBL 758-3694 



-42-

6(N2 + N2)a 2. Direct metal-Cd overlaps have also been set 
+ - 5s 

unpaired sigma spin density at the ligand is given by f = 
a 

Tables 2 and 3 tabulate our calculated two-center Cd ns - ligand p 

overlaps and the metal-ligand overlaps. 

The 

Certain limitations involved in calculating the hyperfine fields 

via Eq. 9 deserve comment. Primary among these is the propriety of using 

free ion wavefunctions in a solid for the ligands and 3d metals. The 

overlap integrals with a fixed bond distance are very sensitive to the 

choice of wavefunctions, and Table 4 shows a comparison using three dif­

ferent choices for the 02- wavefunction. In this work we have chosen to 

. 17 18 use the numerical HF Cd functions of Mann,· and Clementi's functions 

f F- Cl- d h . . 1 2+ 2+ . d . 2+ 2-or , , an t e trans1t10n meta s Mn , Co , an N1 . For 0 

functions we use the results of Yamashita and Asano19 as tabulated in 

Table X of their publication. 

One also needs the value of the Cd wavefunctions at the origin, 

~ns(O). These can.be obtained empirically starting from Mann's17 non­

relativistic neutral Cd functions. Using the tabulated value for ~ 5s(O), 

we have estimated the hyperfine field for a single 5s electron to be 

- Srr ~ I~ (O)I 2 = 3.59 MOe, compared to 6.8 MOe obtained from the 
3 B 5s 

ESR20 of Cd+(4d105s1) in KCl. One expects the non-relativistic wavefunc-

tions to be in error for high Z atoms so the lack of agreement is not 

surprising. In order to correct for this, the density of all the 

~ (0) functions was adjusted by the factor 6.8/3.59 in lieu of data for ns . 

the individual ns shells. 

*rn a -cluste~ calculation N4 _ 0. 3, while in the independent-bond model 
N is usually taken to be 1. 

.. ' 
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Table II. Cadmium-Ligand Overlap Integrals 

KNiF
3 

Ni-F = 2.01 A 

KCdF3 Cd-F = 2.15 A 

(cd nsiF-2po) 

Cd-F = 2.02 A Cd-F = 2.15 A 

(1s l2po) 

(2s l2po) 

I I \ \5S 2pO..i 
\ 

\_4S l2pO) 
i ' 

(_5s l2po) 

B. Oxides 

0.000752 0.000594 

0.004965 0.003933 

0.019474 0.015433 

0.080115 0.063960 

0.191036 0.25478 

NiO Ni-0 = 2.09A 

CdO Cd-0 = 2.34 A 

<cd nsl o2-2p~ 
I I 

Cd-0 = 2.09 A Cd-0 = 2.34 A 
I 

\1s 

\2s 

3s 

4s 
\ 

.5s 
\ 

l2p 0.; 

j2po\ 

l2po 

l2po" 

l2po'· 

0.000796 

0.005262 

0.020661 

0.084613 

0.209600 

0.000463 

0.003183 

0.012575 

0.053453 

0.194483 

(continued) 
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Table II. (continued) 

C. Chlorides Rb2CdC14 Cd-Cl = 2.60 A 

(cd ns!Cl-3po) 

Cd-Cl = 2.60 A 

~s 3po) . 0.000667 

(~s 3pa) 0.004420 
\ 

3s 
'\ 3pa) 0. 017280 
' 

3pa) 1 4s 0.070140 
I 

I 
5s 3pa) 0.173920 
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Table II I. Metal- Ligand Overlaps 

( 7+ - ) Mn- d
2

ziF 2pcr = - 0.0688 

(MJ+ d
2
zi02- 2pcr) = - o. 0712 

(Mn2+ d
2

2IC1-3pcr)=- 0.06117 

(co2
+ d

2
2IF-2pcr) =- 0.0638 

(co2+ d
2
zlo2-2pcr)= - 0.0657 

(NiZ+ d
2

ziF-2pcr) = - 0.0602 

(Ni2+ d2zi02 -2~)= - 0.0621 

(KMnF
3
) 

(Mn')) 

(Rb2M Cl4) 

(KCoF
3
) 

(CoO) 



Yamashitaa 

0.05345 

a Ref. 19 

b Ref. 39 
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Table IV. 

( Cd 4slo2
- 2pcr) 

Cd-0 = 2.34 A 

o2- wave functions 

b Watson 

0.06943 

H 
0 c uZinaga 

0.07798 

,, 

.. 
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A limitation inherent in working with linpurity doped samples.is 

that the exact Cd-ligand bond distance is not known in the compounds. 

We have considered the two extremes possible, i.e. Cd-ligand distances 

representative of Cd compounds which are crystallographically isomorphous 

with the magnetic host materials, and the case where the Cd-ligand dis-

tance is taken equal to the metal-ligand distance of the magnetic host. 

A calculation of the hyperfine field for KNiF3 for which f
0 

is known 

from NMR21 is shown in Table V. Overlaps were computed for the bond dis­

tances characteristic of Cd-F in KCdF3 and for the Cd-F distance equal 

to the Ni-F separation. An intermediate Cd-ligand distance is probably 

the most realistic assumption. Even with the "short" bond distance the 

field calculated using all the Cd ns shells is lower than the experlinental 

value by 20%, and for the "long" bond length the calculated field com-

prises only 60% of the measured field. One also notes that the calculated 

14 field does not depend strongly on the Cd Ss occupation due to the de-

pendence of the normalization constants on ass· This means that the spin 

density parameters are relatively insensitive to direct metal 3d-Cd Ss 

transfer, which we have neglected. The oxide data previously reported4 

support this contention, since from Table IA we see that the oxide fields 

41 are all comparable, even though Lau and Newman have calculated that in 

pure MnO direct 3d-4s transfer will dominante the transferred hyperfine 

interactions. 

In view of the'llinitations inherent in using Eq. 9 to predict hyper-

fine fields and thus spin-density parameters, we will normalize our data 

to KNiF3 (f = 3.8% 21) and make estimates for other compounds relative 
• CJ 

to this rc[crcncc point. 
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Table V. Calculated Hhf for KNiF3 £
0 

= 3.8% 

Cd 5s Occupation Experimental 
0% 20% 40% Field 

Cd-F = 2.01 A (Ni- F) 62 KOe 84 KOe 79 KOe 105 KOe 

Cd-F = 2.15 A (KCdF3) 40 KOe 66 KOe 66 KOe 105 KOe 
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Sawatzky's MO formulation provides a basis for the way in which 

the hyperfine field is expected to scale with f . Figure 6 shows the 
a 

results of a calculation (using parameters appropriate to NiO) in which 

the Cd parameters were held fixed and f allowed to vary. One can see 
a 

that the functional relationship connecting fa to the hyperfine field 

is not as simple as a linear approximation, but we will show that the 

assumption of a linear scaling will provide a reasonable lower bound to 

the estimated f values. l\IMR21 and ENDOR24 results are available for a . 

Ni 2+ in fluorides and oxides, yielding f = 3.8% and 8.5% respectively. 
a 

By adopting the figure of 3.8% and scaling the hyperfine fields for NiO 

and KNiF3 found in Table IA we would estimate fa = 7% in NiO. In Fig. 6 

the calculated fields for f = 4% and 8% were 55.3 and 99.7 KOe, and 
a 

their ratio is 1.8 rather than the 2.0 (8%/4%) expected from the f . a 

values. Thus we see that the use cf a linear approximation yields esti-. 

mates of order 10% low because of curvature in the Hhf vs fa curve, but 
. 

that the estimate of 7% is within about 20% of the ENOOR result and will 

be systematically low when generated by a ratio of fields. More quanti­

tative studies4 have taken this curvature correction into account in 

order to obtain more precise values for the f parameters in the oxide a 

series. In this paper however, we are more concerned with elucidating 

the systematic trends in the data and will thus content ourselves with 

estimates which represent lower bounds. 

The comparison of fluoride, oxide, chloride and sulfide measure-

ments necessitates dropping the constraint that the Cd-ligand parameters 

be held fixed as they were for the field calculations of Table V. To 

estimate the effect of changing the Cd-ligand properties, we have 
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calculated the ratio Hhf(Mn-L)/Hhf(Mn-F) with fa held constant. The 

overlap integrals were those characteristic for Cd-L bond distances in 

the compounds KCdF3, CdO, and Rb 2CdC14. In order to generate relative 

Cd Ss occupations for the various ligands, we plotted 1/RCd-L versus the 

empirical covalency parameter O(C=l-0 .16 I X m -xL 1- 0. 0351 Xm -xL 12) found 

by Hannay and Smyth, 22 and found the approximately linear relation shown 

in Fig. 7. (The metal and ligand electronegativities were 

the paper of Gordy and Thomas.) 23 For KNiF3, we have fa 

taken from . 

= (y + S)2 

= 3.8%, and a calculation of the overlap contribution yields for 

YNi-F - 0.135. A Cd-F y value was generated by scaling the covalency 

parameters for Cd-F/Ni-F. This yields Ycd-F ~ 0.106. The aSs parameter 

was then adjusted to yield a Cd-F Ss occupancy of 10.6%. The other ligand 

Ss occupancies were scaled by the linear relationship of Fig. 7. There­

sult of the calculation for f fixed at 8% is 

~f(Mn-L) 

Hhf(Mri- F) 

a 

1.0±0.1 L = F-, 02-, and Cl-. (11) 

The total spread in the relative fields with fa held fixed is only 

of order 10% and indicates that the magnitude of the experimental fields 

are not grossly sensitive to a consistent set of Cd-ligand parameters. 

By a consistent set of parameters we mean Cd-ligand bond distances 

which are either all "long" or all "short" with their associated over-

laps. Thus major changes in measured hyperfine fields are to be primarily 

associated in changes in fa a~d a simple_ ratio of measured fields 

should provide a reasonable lower bound to the spin density parameters. 
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D. SYSTEMATICS OF TI-IE Cd HYPERFINE FIELDS AND SPIN DENSITY PARAMETERS 

Before starting an analysis of the data in Tables IA and IB, it is 

necessary to digress and explain how the fields listed in the column 

Hhf were arrived at. The reason that the hyperfine fields differ by 

more than a normal dipolar contribution from the experimental values is 

due to zero point spin deviations in Heisenberg-like antiferromagnets. 25 

The necessity for this correction arises because of the term (~z) 
(Eq. 9). The deviation of (sz) from its full value in these high-spin 

complexes depends on the dimensionality of the magnetic lattice. For 

that reason we have separated the host materials into two- and three-

dimensional categories. Note that the Co compounds K2CoF
4 

and Rb2CoF
4 

are Ising-like, 26 and should therefore not display any spin deviations. 

We assume that the full theoreticai25 spin devi~tion is present for both 

the magnetically two- and three-dimensional Heisenberg-like compounds. 

In this case 

(S~)) 2,3 
6 

1 - - 2s3 'where 8.2 = 0.197 and 8.3 = 0.078. (12) 

Thus the spin deviations for Ni2+(S=l) are much larger than for 

.Mn2+ (S = 5/2) and vary with the magnetic dimensionality. The hyperfine 

field is then related to the experimentally measured value by 

Hhf = H /1-6/S ± Hd .. exp 1p (13) 

where an additional (and usually small) dipolar field correction has also 

been made whenever the relative sign of the dipolar and supertransferrcd 

fields is known. 



-54-

We wish to examine the systematic trends of the hyperfine fields 

for Cd doped into various host antiferromagnets. We will begin by con-

sidering the effect of moving across the transition metal group for a 

fixed ligand. For the fluorides the data allow the following comparisons. 

KCoF3(78.2) 

RbMnF3 (117. 4)+ KFeF3 (104. 2)+ RbCoF 
3

(71. S)+KNiF3 (113. 7)+ KCuF3 ( <4) 

TLMnF3(122.5) TlCoF3(71.6) 

and 

K2MnF4 (79.4) K2CoF4(52.7) K2NiF4(69.3) 
+ + 

Rb2MnF4(75.4) Rb2CoF4(SO.O) Rb 2NiF4(64.7) 

Several corrunents are in order concerning some of the field values. 

Of particular interest are the consistently low Co2+ values, which we 

attribute to the fact that the orbital angular momentum is not quenched 

in these compounds. This is also expected to be present to some degree 

in the Fe2
+ compound, but the effective reduction of the spin.expecta­

tion value is clearly not as large. In addition, KMnF3
27 , 28 and KFeF3

29 

both have lattice distortions and canted spin structures at liquid 

heliurn temperatures. The field for KMnF3 is a rough estimate based on 

assurning that 

No attempt was made to estimate a field for "uncanted" KFeF3. The hyper­

fine fields for these compounds should therefore be considered as 

only approximate. 
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The KCuF3 is a special case which reflects the strong Jahn-Teller 

effect and the A type magnetic structure of the compound. The Jahn-Teller 

4-effect leads to an orthorhombic distortion of the (CuF6) octahedron 

with two short and two long Cu-F bonds in the (001) plane and a medium 

Cu-F separation for the two anions along the c-axis30 (see Fig. 8). The 

2+ 2 2 -Cu ground state (x -y ) and F 2po . wavefunctions are arranged such 

that in the (001) plane unpaired spin is approximately transferred only 

from the two neighboring magnetic ions along the c-axis and from the 

Cu's with short Cu-F bonds. Spins in adjacent (001) planes are coupled 

antiferromagnetically however, so that the transferred spin densities 

are antiparallel and expected to cancel at the Cd nucleus. This is con-

sistent with our observation that Hhf :5_ 4KOe. 

The general trend in the fluorides with perovskite or perovskite-

like structures in moving across the 3d metal group is that the fields 

are very nearly equal in magnitude, with the Co values systematically 

low. The same trends are present for the oxide series with NaCl structure, 

Mn0(208) + Co0(187)+ Ni0(212). 

The virtual constancy of the fields for a fixed ligand and crystal struc-

ture is expected on a chemical basis. The electron affinities for the 3d 

transition metals are comparable (Mn2+ is slightly low) and the bond 

distances are quite similar. Thus one expects that the spin density 

parameter f
0 

, which has both covalent and overlap components, will 

not alter drastically across the transition metal group under the con-

straint of fixed ligand and crystal structure. In order to estimate spin 

density parameters for our data, we will make the assumption outlined in 
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Section III that fa scales linearly with Hhf' and will use· the value for 

KNiF3 (fa = 3.8%) as a nonnalization point. The compounds of fonn A2MX4 

have only 4 magnetic spins contributing to the transferred Cd field, so 

that field value for KNiF3 (113.7.KOe) was reduced by 4/6 before making a 

spin-density estimate. The f a results for our PAC data ar~ shown in 

Table 6, along with results of other techniques. 

A few additional points concerning the PAC estimated fluoride and 

oxide spin density parameters are worth noting. First of all, Mn2
+ does 

riot appear to be anomalous in either fluoride or oxide series. Particu-

larly in the fluorides, a value of approximately 4% is consistent with 

the basic trend that the expected order of magnitude is 3-5%. Even 

though our estimate for NiO is lower by 20% than the ENDOR result, the 

near cons.tancy of the measured fields indicates that the oxides, like 

the fluorides, have essentially similar f values. We thus feel that a a 

lower bound of 7% for MnO is quite reasonable and contend that nothing 

anomalous happens in passing along the 3d group metals in isomorphous 

salts. Based on our nonnalization to NMR fluoride data, the reasonable 

agreement with the ENDOR measurement for Ni 2
+ (MgO) argues for the basic 

equivalence of data measured in diluted and concentrated magnetic sys-

terns. The Co data consistently show the effects of unquenched orbital 

angular momentum in all the various techniques. 

We now tum to the trends expected when the 3d metal is held fixed 

and the ligands varied. Only Mn compounds exist in magnetic structures 
. - 2- - 2-

which can be compared for all the ligands F , 0 , Cl ' and S . In order 

to incorporate :111 four ligands it is necessary to use data from the 

qu:Jdr:ltic·l:Jycr compounds to oht:1in a chloride v:Lluc. The equivalence 
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Tnhlc 6o f values derived from PAC 
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of fa values between the perovskites and quadra~ic-layer compounds 

KMnFiK2MnF4, RbMnFiRb2MnF4, KCoFiK2CoF4, RbCoF3/Rb 2CoF4 and 

KNiF3/K2NiF4 when adjustments for spin deviations and number of magnetic 

neighbors are made illustrates ·that the quadratic-layer compounds yield 

f estimates consistent with a perovskite-like magnetic sublattice. 
a 

The hyperfine fields in MnO and MnS also derive from a perovskite-like 

magnetic lattice4 so we will consider the series RbzMnF4 , MnO, Rb 2MnC14 

and MnS. 

One expects a weak dependence on the Cd-ligand parameters and a 

systematic increase in observed hyperfine field on traversing the series 
- 2- - . 2- . . 

F , 0 , Cl and S in the direction of increasing covalency. Table VII 

shows that the measured fields for the chalcogenides MnO and MnS and 

their derived spin density parameters a~e not consistent with this trend. 

We suggest that the answer is reflected in the graph of Fig. 9, in 

which we have separated the halides and the ~halcogenides and plotted 

the derived fa values versus the covalency parameter of Hannay and . 

Smyth. 22 For all four compounds the magnetic sublattice contributing to 

the observed fields are equivalent, but there is a decided difference 

between the perovskite-like K2NiF4 structure and the NaCl structure of 

MnO and MnS. In the first case the fluoride and chloride ligands are 

coordinated to only two magnetic neighbors (pure host) while in the 

NaCl structure the ligands are attached to six magnetic neighbors. The 

spin structure in MnO and MnS is such that most of these moments cancel 

~t a Cd impurity by symmctry, 4 but the charge pl.llling effect on the 

I ig;md is still present. \Vc St.Jggcst that this is the rc~son why the 
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Table VII 

Magnetic Host 
Hhf fcr 

(KOe) (%) 

Rb2MnF4 115 3.8% 

Rbf1DC14 160 5.4% 

MnO 208 7.0% 

a-MnS 258 8.6% 
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chalcogenides have fields of order 200-250 KOe and the "adjusted" 

quadratic-layer halides fields of 120-160 KOe. Even though only two 

points exist on each "curve", we feel that the plot of Fig. 9 is fairly 

indicative of the anticipated increase in f due to increasing anion 
a 

covalency. 

E. CONCLUSION 

We have applied a simple model to the estimation of spin density 

parameters derived from PAC data and find the expected systematic trends 

both along a group and down a column. The data indicate that spin 

density parameters derived from concentrated and dilute samples are 

approximately equal, and that increasing ligand covalency is reflected 

in increasing values of the spin density parameters. We also conclude 

that Mn does. not act anomalously in either in fluoride or oxide series 

and we estimate f values for Mn2
+ .in the perovskite-like fluorides 

a 

of 4% and values of order 7-8% for the oxides. 
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FIGURE CAPTIONS 

Fig. 1. T:ime .modulated perturbation factor for lllmCd in KcuF3 illus­

trating the effect of a non-zero asynnnetry parameter on the 

periodicity of the oscillations. The time calibration is 1.619 

ns/channel. 

Fig. 2. Time spectrum for lllmCd in K2NiF4 at 4.2°K which displays the 

effects of a combined magnetic dipole-electric quadrupole inter­

action. The time calibration is 1.619 ns/channel. 

Fig. 3. Power spectral density transform of the combined interaction 

time spectrum of lllmcd in K2NiF4 at 4.2°K. 

Fig. 4. Molecular orbital diagram for the 3d transition metal salts. 

Fig. 5. Schematic diagram of the extended octahedral, complex relative 

to Cd-doped host antiferromagnets with perovskite-like magnetic 

structures. 

Fig. 6. Plot of calculated hyperfine fields based on the extended 

cluster model versus spin density. The Cd parameters have been 

held fixed in this calculation. 

Fig. 7. Plot ,of 1/Rcd-Ligand versus the Cd-Ligand covalency/bond as 

defined by Hannay and Smyth. 

Fig. 8. Crystallographic and spin structure of KCuF3 showing the half­

filled Cu orbitals after Ref. 30. Another crystallographic modifi-

cation exists. 

Fig. 9. Plot of our estimated spin density parameters versus the Mn-

Ligand covalency. Two separate anticipated trends are shown for 

the chalcogenides (NaCl structure) and the halides (perovskite­

like structure). 
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* VI . MEASUREMENTS OF SOLID STATE PHENOMENA 

A. Measurement of Spin Deviations, Pressure Induced Hyperfine Field 
Shifts; and Sublattice Magnetizations Using Perturbed Angular 
Correlations 

1. Introduction 

TDPAC studies of metals and alloys have proliferated in recent years 

following the resurgence of theoretical interest in the electric field 

gradients of pure metals. Applications in insulators remain minimal how-

ever, and have not tended to emphasize the fundamental properties of 

solids which are potentially available through measurements of magnetic 

and electric hyperfine interactions. 

The purpose of this paper is to demonstrate that in a manner analogous 

to resonance methods, PAC techniques can be applied to probe a versatile 

range of solid state phenomena. Apropos to this endeavor, we have measured 

the deviation of the spin expectation value in magnetically two-dimensional 

Heisenberg-like antiferromagnets induced by quantum mechanical zero-point 

energy as well as the sublattice magnetization next to a diamagnetic im-

purity. Finally we report the first PAC measurements in an insulator of 

the pressure induced shift of the supertransf~rred hyperfine field in Cd­

doped a-MnS. Section 2 contains the experimental details, while Sections 

3 and 4 treat the results and discussion of these experiments. 

2. Experimental 

a) Sample Preparation 

The preparation of Cd-doped M:hF~, RbMnF~, KNiF~, and K2NiF~, 

* This section of work was done in conjunction with H. H. Rinneberg and 
D. A. Shirley. 
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RbzMDF~, and a-MnS3 has previously been reported. The basic technique 

involves the thermal diffusion of active lllmCdF2 into materials prepared 

according to the solid state reactions 

f.. 
AX + Iv1X2-. AMX3' 

f.. 
2AX + Iv1Xz--+ A2tviX 4 . 

(1) 

Since KF and RbF are both highly hygroscopic, it was necessary to 

work under dry conditions both in the preparation and doping of compounds 

reacted in the solid state. 

Active a-MnS was prepared by coprecipitation, dried, and then fired 

to 1000°C under a stream of dry H2S. The concentration of Cd dopant gen­

erally did not exceed 0.1 at .% in any of the compounds. 

b) Equipment and Data Analysis 

The measurements of PAC spectra taken on an 8 counter y-y spectrom­

eter and the subsequent data analysis are described in an earlier paper. 3 

Spectra taken at liquid helium or liquid nitrogen temperatures were 

obtained by immersing an aluminum sample holder directly into therefrig-

erant. For intermediat~ temperatures a regulator of the type described by 

Welber et a1. 4 was used. The temperature was measured using a Au(Fe)/Fe 

thermocuple which had been calibrated against a doped germanium thermom-

eter. A stability of ± 0.2°K in regulation was achieved over several hours 

for temperatures between 15 and 100°K. 

The pressure cell employed in this work is similar to that described 

by S. D. Bader5 except that the cell body was made out of A286 steel and 

four windows were partially machined through the body for easy y-ray exit. 
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3. Results 

Time spectra recorded for Cd-doped a-MnS are shown in Fig. 3. 

Characteristic spectra for perovskites 2 (KNiF3, Rb.MnF3), quadratic-layered 

fluorides 3 (K2NiF 4, Rbf'hlF 4), and difluorides1 (MnF 2) have previously 

been published. The modulation patterns have been corrected for background 

and exponential nuclear decay, and all samples displayed structure con-

sistent with single phase random polycrystals. Damping in a~MnS under 

pressure was accounted for in the least squares fitting routine by in-

traducing a Gaussian distribution of fields. 

Table I summarizes the data relevant to the spin expectation value 

experiments while Tables II A~B and III list the measured parameters 

for the temperature dependent .sublattice magnetization and pressure 

induced field shift studies. 

4. Discussion 

a) Zero point spin deviations 

The problem of how the inclusion of quantum mechanical zero point 

energy affects the antiferromagnetic ground state was treated as early as 

1952 by P. W. Anderson. 6 At that time he derived values for the expected 

spin deviation within the framework of spin wave theory and neglecting 

magnetic anisotropy. Of fundamental importance was the result that the 
_( 

expected magnitude of the spin deviation depended very strongly on the 

magnetic dimensionality of the lattice. 

Considerable additional theoretical work7' 8 ' 9 has been done on this 

problem, but experimental confirmation was lacking until the late 1960's 

when it was recognized that K2NiF4 and K2MnF4 (and their Rb analogs) 
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Table I. 

Meas. v _3e2qQ 
TN H (4.2°K) Q 20 h 

Host CK) (KOe) (MHZ) 

KNiF3 253 104.8±1. 5 0.0 

Rb.MnF3 82.9 113.8±1.5 0.0 

K2NiF4 97 54 .9±1. 5 3.7±0.2 

Rbz.MnF4 38.5 67.9±1.5 4.7±0.2 
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Table II .A. 

vQ= 16. 5 MHz 

n = 0.06 

CK ± 0.2) 

4.2 

16.5 

21.0 

27.4 

32.1 

37.0 

40.3 

45.2 

50.3 

56.9 

61.5 

Hexp 
(KOe ± 1. 5) 

34.0 

., 33.3 

32.3 

31.5 

29.6 

28.3 

27.1 

25.2 

23.0 

18.8 

14.6 



T 
CK ± 0.2) 

4.2 

17.0 

30.0 

40.0 

50.0 

60.0 

66.0 

72.0 

77 .o 
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Table II.B. 

Rb.MnF
3 

T = 82.9°K 
n 

v =n=O Q 

Hexp 
(KOe ± 1. 5) 

113.8 

111.8 

104.6 

97.5 

87.3 

75.0 

65.8 

51.0 

39.8 
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Table III. 

a.-MnS 'IN = 156 °K 

v = n == o Q 

Host Pressure 

a.-MnS 1 bar 

a.-MnS 20 kbar ± 4 kbar 

Hexp 
(KOe) 

244.4 ± 2.0 

253.6 ± 2.0 
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represented to a very good approximation two-dimensional quadratic-layer 

antiferrornagnets. Figure 1 shows why this is so. K2NiF4 is made up of 

magnetic planes which are the same as those of KNiF3 except that along 

the c axis a layer of KF separates the next magnetic plane, whose spins 

cancel by symmetry at the central ion site. In performing nuclear Cd­

doped experiments in these compounds and in KNiF3, the field at the Cd 1s 

generated by four magnetic neighbors of the same sublattice in the two­

dimensional materials and by six in the three dimensional KNiF3. In the 

central magnetic plane of K2NiF4 the bond length (Ni-F) is 2.003 A, 10 

very close to the Ni-F bond in KNiF3, 2.007 A. 1° Furthermore, the ani­

sotropic part of the hyperfine structure constant (A ) which measures 

the unpaired spin density in the F (2p
0

) orbitals has been determined 

from 19F NMR and found to agree within the experimental limits 

-4 -1 . . -4 -1 
(A

0
(KNiF3) = 8.8x10 ern , Ref. 11; A

0
(K2N1F

4
) = 9.15 ± O.Sx10 ern 

Ref. 12). 

We shall therefore assume that the supertransferred Cd hyperfine 

field per nearest magnetic neighbor, H0, is equal in the two compounds. 

Using our data for KNiF3/K2NiF4 and RbMnF3/RbzMDF4 we will now estimate 

the spin deviation in the two dimensional structures. 

Taking n = 2,3 to define the magnetic dimensionality, we describe 

the supertransferred hyperfine field at the Cd nucleus by 

(1) 

where Zn is the number of magnetic ions contributing to the field and 
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o Fluorine 
• Ni 
® Cd 

KzNi F4 /Cd 
XBL 758-3701 

Fig. Vl-1. 
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(sz)) = 1 - lin 
s s n 

For z2 = 4 and z3 = 6 it follows that 

L f-Ee as 
6 [1 :3]} 62 s . 2 

(2) = 4 I-f.leas 
. 3 

In this expression the measured hyperfine fields for the bvo-dimensional 

antiferromagnets K2NiF4 and Rb2MnF4 have to be corrected for dipolar 

fields13 of 1.3 and 2:5 KOe respectively. 

Although the zero point spin deviation in a three-dimensional 

Heisenberg antiferromagnet has not yet been unambiguously resolved, we 

will assume the value predicted by spin wave the~ry6 (without anisotropy 

correction) which gives 63 = 0.078. 

Using the experimental field values of Table I (corrected where 

necessary for dipolar fields) and S = 1, 5/2 for Ni2+ and fvln2
+ respectively, 

we obtain the following estimates from our PAC data 

Spin-wave formalism yields a theoretical value6 for 62 of 0.197 

(uncorrected for anisotropy). Lines8 has calculated the effect of finite 

anisotropy which can be combined with the anisotropy fields measured by 

susceptibilities and AFMR to give 62(K2NiF4) = 0.18 and 62CRbzlvlnF4) 

= 0.167. These values are in excellent agreement with recent experimental 

E.NIDR14 d NMR13 d. h. h 0 20 (K N"F ) d 0 1. 7 (Rb MnF ) an stu 1es w 1c gave . 2 1 4 an . . 2 . 4 · 

--\\ 

.. . 
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Our est:imates of 0. 25-0.26 are high but not unreasonable in view of the 

fact that Eq. 1 is a rather drastic approximation for describing the super-

transferred hyperfine field at the Cd nucl~us. 

b) Temperature Dependent Sublattice Magnetization 

The temperature dependence of the Cd fields in RbMnF3 and MnF2 is 

shown in Fig. 2. For comparison we include the MFA Brillouin function of 

S = 5/2 and the temperature dependence of the sublattice magnetization in 

MnF2 as measured by 19F NMR. 15 RbMhF3 has the simple perovskite structure 

of Fig. 1 with six nearest magnetic neighbors which belong to the same 

sublattice. In MhF2 the field at the impurity has to be corrected for a 

dipolar contribution15 (5.8 KOe at 4.2°K) to obtain the supertransferred 

hyperfine field. For MnF2, the unpaired spin density in the Cd ·s shells 

is caused by two nearest magnetic neighbors of one sublattice and eight 

next nearest Mn2+ belonging to the other sublattice, with the latter 

probably dominating. Although the relative sign of the dipolar and hy­

perfine fields is not known, the dipolar field is at most a 20% correc-

tion and is expected to have the same temperature dependence as the hy­

perfine field. For pure MnF2 the exchange integral of next-nearest-neighbors 

is much larger than the nearest-neighbor exchange constant, and the re­

placement of a Mn ion by the diamagnetic impurity is expected to demagnetize 

the second nearest neighbors so that the internal field would decrease 

faster· with increasing temperature than the host magnetization. Although 

·the error of the exper:imentally determined field in MnF2 is large due to 

the presence of the quadrupole interaction, the ratio H(T)/H(O) is seen 

in Fig. 2 to lie systematically below the corresponding ratio for the 

host magnetization. 
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In RbMnF3 the impurity demagnetizes the first nearest magnetic sub-
. 

lattice and the use of a reduced field/reduced temperature plot shows that 

the effect is comparable to that found in MnF2. 

Lovesey and Marshan16 have. performed numerical calculations of the 

moment reduction at the first neighbors of a diamagnetic impurity in the 

molecular field approximation. The calculations were done for face-centered 

and body-centered lattices and their results for S = 5/2 with either lattice 

decrease more rapidly with increasing temperature than our experimental 

data. 

c) Pressure Induced Shift of the Supertransferred Field of Cd in a-MnS 

In a magnetic insulator the origin of the field at the doped dia-

magnetic Cd site arises through overlap and covalency effects with trans­

fer of unpaired spin density from the magnetic ions through the interv-ening 

ligands and into the s shells of Cd. In an insulator these overlap and 

covalency effects are short range, and thus the pressure dependence of 

Hhf·(Cd) relates critically to the bond distances and thus the relative 

size of the two effects. 

In order to estimate the expected shift in a-MnS we will use a 

highly abbreviated model which scales ~f(Cd) proportional to 

f .( L I Cd ns) 2, where f is the unpaired spin density transferred from a a -

the magnetic ion to the ligand and ( L I Cd ns) represents the overlap 

between the ligand orbitals and the cadmium ns shells. The ligand orbitals 

of primary interest would be the s2- 3p wavefunctions, which are un-a . . 

fortunately not available even in free-ion form. Thus we shall make an 

estimate which uses only the pressure dependence of f , yielding 
a 
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We also assl.DTie the kinetic mode115 for 

superexchange which connects J 2, the interlattice exchange constant, to 

f by the relation: a 

The subscripts n, a, and s relate to the nature of the metal-ligand bond. 

Available data for MnF
2
17 and Mno18 indicate that f and f are approx-

n a 

imately equal: and that f;, f~ »f;. We will assl.DTie, the same for MnS and . 

replace J 2 with 3f2. Our estimate for L1Hhf(Cd)/Hhf(Cd) is now approxi­

mated by (i/2)L1J2/J2. One can now use the molecular field approximation, 

in which J 2 is proportional to TN and the known19 pressure dependence· 

of T-~ (aTN/ap) = 8xl0- 6bar-l to estimate a relative shift in the hy­

perfine field of 8% for L'lp = 20 kbar. This represents an upper limit be­

cause the compressibility of MnS will decrease between the Neel point 

where T-~(aTN/ap) is measured and 4.2°K, where the data were taken. 

The observed increase in field in Fig. 3 from 244.4 kOe at 1 bar to 

253.6 kOe at 20 ± 4 kbar corresponds to a relative shift of 

tilihf(Cd)/Hhf(Cd) of+ 3.8 ± 0.8%. Most of the error in the field shift is 

associated with the pressure calibration, which was accomplished by mea-

-· suring th~ frequency shift of 111rn in Cd metal and comparing the shift 

of Raghaven et al. 20 

We also tried to perform these pressure experiments on RbMnF3, 

KNiF3, and NiO for which we have calculated the Cd-ligand overlap in­

tegrals. We found however, that the damping of the spectra for these 

compounds was both severe and irreversible, and we were unable to ex-

tract meaningful field shifts. 

0 
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5. Summnai]r 

The measurements presented in this paper illustrate the application 

of PAC methods to the study of solid state phenomena in insulators. We 

have presented an estimate for the reduction in the spin expectation value 

due to quantum mechanical zero-point motion which is in fair agreement 

with NMR, susceptibility, and ENDOR results. Additionally we have shown 

that temperature dependent sublattice magnetizations and pressure induced 

supertransferred hyperfine field shifts can be measured using the technique 

of perturbed angular correlations. A wide variety of solid state properties 

still remain to be explored in the near future. 
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FIGURE CAPTIONS 

Fig. 1. Cryst~llographic and Magnetic Structure of KNiF3 and K2NiF4. 

Fig. 2. Reduced Temperature/Hyperfine Field Plot for Cd-doped MTIF
2 

and 

RbMnF3. 

Fig. 3. Time Spectrum of Cd-doped MnS at 1 bar and 20 kbar. The solid 

line is a least squares fit to a pure magnetic interaction in 

polycrystalline material. The time calibration is 0.888 ns/channel. 
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B. Paramagnetic ~~ifts and Spin-Flop in Supertransferred Hyperfine 
Structure of · mCd in RbMnF 3 

Recently [ 1] we reported the PAC of 111mcd doped as a substitutional 

impurity into the antiferromagnetic perovskites RbMnF3, KCoF3 and KNiF3. 

The hyperfine field at the Cd nucleus is caused by unpaired spin density 

in outer (4s,5s) Cd s-orbitals, transferred from the six nearest magnetic 

. hb 1 < 1" 2+ - d2+ b d . h f" ld ne1g ors a ong 1near Mn - F - C on s. Smce t e contact 1e 

produced by an s electron is opposite to its spin, the hyperfine field 

at.the Cd nucleus should be parallel to the magnetic moment of the six 

nearest transition metal ions. In the antiferromagnetic state only the 

magnitude of the supertransferred hyperfine interaction is obtained, but 

the sign can be measured in the paramagnetic state by applying an external 

magnetic field. 

In this Letter we report the time differential PAC of 11lmcd doped 

into paramagnetic, polycrystalline RbMnF3. The spectra (Fig. 1) were ob­

served at 300°K and 87°K (close to the N~el point Tn = 83°K), with an 

external field Hext = 31.3 kOe applied perpendicular to the detector axis. 

In F~g. 1 the perturbation factor [ 2] , A22G22 Ct) = A22 (0.25 + 0.75 

cos(4n~t) is shown for lllmCd in RbMnF3 and for a diamagnetic standard_ 

(CdC1 2 solution) in the same external field. The higher frequency of 

lllmCd in RbMnF3 corresponds to a higher effective field Heff = Hext + ~H. 

This paramagnetic shift arises from a supertransferred contact field at 

the Cd nucleus created by polarization of the Mn
2+ electron spin S = 5/2. 

Since the electronic spin fluctuations are fast compared to the character­

istic tunc of the PAC experiment, only the effect of the time average 
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( S
2

) is seen. Therefore, t.H = Hhf( 4 °K) ( S
2

) /2 .S, where Hhf( 4 oK) 

= 116 kOe is taken as the low-temperature limit of the hyperfine field at 

the Cd nucleus in the antiferromagnetic state and (s \ = 5/2 has been . z 

used as the local value of ( S
2

) for T = 4 °K. (A small zero-point spin 

deviation has been neglected in this estimate). The spin expectation value 

(s
2

) = (-XmHext)/gSN1) in the paramagnetic state can be estimated using 

the molar susceptibility 

lllmCd in RbMnF
3

, at 87 °K, 

x = C/(T+6). In this way we estimate for m 

t.Hest = +2.0 kOe compared to 

t.H b. = + 3.0±0.5 kOe. The lower susceptibility at room temperature corre-o s 
spends to a smaller paramagnetic shift (Fig. 1). In this way the following 

relative shifts L1 H/Hext were observed; Rb.MnF3: + 9. 6±1. 6% (87 °K), 

+ 5.1±1.6% (300°K); KFeF3: + 5.4±2.2% (120°K); KCoF3: + 4.5±1.6% (120°K) 

and KNiF3: + 1.3±1.6% (265 K). Because of the lower susceptibilities, 

smaller paramagnetic shifts were observed in KFeF3, KCoF3 and KNiF3 com­

pared to RbMnF/Cd. For KNiF3 the large values of e and TN led to a para­

magnetic shift that lay within our experimental error. The experiments re-

ported here are analogous to paramagnetic shift measurements that have 

been made on F nuclei in these lattices, using NMR •. Because the Cd field 

arises from supertransferred hyperfine structure, these shifts provide a 

stringent test of the proposed mechanism ( l] for spin transfer through 

MnZ+ - F:- - Cd2+ bonds. 

RbMnF
3 

is a well known antiferromagnet wi~h an exceptionally low 

critical field H = 2.45 kOe for the spin-flop transition. Above this c 

value the spin axis lies perpendicular to the external field. In poly-

crystalline RbMnF3/Cd (4°K) the hyperfine fields at the Cd are randomly 

oriented for H t. = 0, whereas they are confined in a plane perpendicular ex . 
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to the external field for H t > H . Since PAC is sensitive to the ex c 

orientation of the hyperfine fields relative to the detector axis, this 

method lends itself to the observation of the spin:..flop transition, as 

shown (Fig. 2). The time spectra were taken with the detectors at 180° 

Parallel to H t" In this case the perturbation factor can be written as · . ex 

A22G22 (t) ~ A22 (1-b1-b2 + b1cos(2nv1t) + b2cos(4nv1t)). The Fourier co­

efficients b
1

,b2 are equal for the random distribution b1 = b2 = 0.4 

(Hext = 0) and b1 = 0, b2 = 0.75 if the hyperfine fields are in a plane 

perpendicular to Hext· The spin-flop transition was observed as a·change 

in the ratio b1/b2 of the Fourier coefficients (Fig. 2). Since a poly­

crystalline sample was used, the transition 'is fairly smeared out; for a 

precise determination of H a single crystal should be used. 
' c 

This observation gives _further microscopic support of both the 

proposed spin-transfer mechanism and the accepted model for spin-flop 

transitions. 
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FIGURE . CAPTIONS 

Fig. 1. PAC of lllmcd in paramagnetic Rb.MnF3, compared to a diamagnetic 

standard (CdC1 2 solution) in the same external field H t = 31.3 kOe. · ex 
. · · 111m Fig. 2. Spin-flop transition 1n Rb~mF3 detected by PAC of Cd. 
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VII. RARE-EARTH VALENCE STATE STUDIES OF THE SERIES Rin3 AND RSn3 
DERIVED FROM QUADRUPOLE COUPLING CONSTANTS* 

A. Introduction 

Discussions of the electronic structure of metals usually begin 

by partitioning the lattice into positively-charged ion cores plus itin­

erant valence electrons. For many metals this separation is a computa­

tional shortcut rather than an experimentally observable feature, but in 

the rare-earthmetals and their compounds the "valence state" has a 

more exact meaning. The 4f electrons are sufficiently localized to be 

assigned unambiguously to the ion cores, which then have charges of +3 

or sometimes +2. Considerable theoretical and experimental attention 

has recently been focussed on the question of non-integral rare-earth 

valence and valence state changes induced by pressure and temperature. 

Most of the cases studied to date have been rare-earth chalcogenides 

which have insulating or semi-metallic properties, but potentially in-

teresting metallic cases have also been known for some time. 

A d f h 'b"l" 1 d 1 . . 1' 2' 3 ' 4 f h stu y o t e suscept1 1 1ty an att1ce constants o t e 

rare-earth series Rin3 indicated that Yb was in a lower valence state 

(presumably +2) than the other rare-earths. lhe lm~gc incr;:>:Jse ~-11 sus· 

ceptibility1 noted on cooling to liquid helium temperatures was taken as 

an indication that the valence of Yb had changed from +2 to +3. In the 

RSn3 series EuSn3 and YbSn3 both appear with divalent4 rare-earths, 

* This section of work done 1n conjUnction with D. A. Shirley. 

.I 
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while CeSn3 is trivalent at room temperature and originally appeared to 

b d · 1 4 21 h 1· Th . . 1 1 . ecome qua r1va ent ' at e 1urn temperatures. e or1g1na cone us1ons 

concerning the temperature dependence of the rare-earth valencies have 

been disputed by later MOssbauer5- 8 studies, but a consistent picture for 

the combined In and Sn series has not been published to date. 

The Rin
3 

and RSn
3 

intermetallics crystallize in the FCC AuCu
3 

struc­

ture, which places the In or Sn at a site with tetragonal symmetry. The 

non-cubic nature of this site leads to a non-vanishing electric field 

gradient q which is highly sensitive to changes in the surrounding rare-

earth valence state. According to a simple point-charge model, q should 

scale as Z'/r3 , where Z' is an effective charge. The functional form of 

this dependence leads to a great sensitivity advantage of field gradients 

as opposed to lattice constants for determining valence states. A change 

from +3 to +2 in rare-earth valence might increase the lattice constant 

by 1-3%, but would reduce q in this simple picture by one-third. We shall 

show in Section IV that the sensitivity is even greater because q scales 

as ZRE-Zin,Sn for the AuCu3 structure. 

In this paper we report quadrupole coupling constants e2qQ/h deter­

mined by time-differential perturbed angular correlation of the 247-keV 

state of lllcd following the electron-capture decay of lllin. · Experimen-

tal procedures are described in Section B, and results are given in Sec-

tion C. Our results are interpreted in Section D to show that only Ybin3 

contains the rare-earth in the divalent state in the Rin3 series, \vhi le 

both YbSn3 and EuSn3 contain divalent rare earths at room temperature. 

Data taken at 4.2°K and in some cases also under 18.5 kbar pressure 
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indicate that the divalent state appears to be stable in Ybin3 and YbSn3 
and that CeSn3 is non-magnetic at liquid helium temperatures with the Ce 

I 

in the trivalent state. 

B. Experimental 

The 2.81-day 111In activity, which decays after electron capture via 
. 111 . 109 

the 173-247 keV cascade of Cd, was produced by the Ag(a,2n) reac-

tion induced by a-particle bombardment of a 0.005 em natural Ag foil at 

the Lawrence Berkeley Laboratory 88-Inch Cyclotron. The use of natural 

Ag (51% Ag107 , 49% Ag
109) necessitated waiting about 36 hours for the 

In109 (4.3 hr) to decay away, after which the In and Ag were separated 

using magnesium hydroxide precipitation at a pH of 8-9. Generally .1-.2 

mg of In carrier was added, and the activity plated out of a formate-buf­

fered sulfate solution (pH 2) onto an In or Sn foil. 

The active foil and stoichiometric amounts of rare-earth metals were 

then arc-melted under argon on a water cooled Cu hearth. Because the com-

ponents for Ybin3 , YbSn3, and EuSn3 reacted vigorously during melting, 

some caution was required to produce these compounds without splattering 

and loss of material. An additional check we also made these compounds 

by encapsulating the pure metals in a tantalum cruicible and sealing 

linder argon in a quartz tube prior to oven heating. Samples made by 

these two methods yielded identical coupling constants within experimen-

tal error. 

Efforts to prepare Euin3 failed. This is consistent with refer­

ences 2 and 9 which indicated that only Euin, Euin2, and Euin4 form stable 



0 0 

-97-

intermetallics. The attempt to make Euin3 resulted in .a spectrum which 

was identical to that of Euin4 when the latter compound was made stoichio­

metrically. The heavy RSn3 compounds from Tb to Lu (with the exception 

of YbSn3) cannot be made in the FCC phase in an arc-furnace or oven at 

conventional pressures. Our samples of GdSn3 also showed-evidence for 

not being single phase, but there was no difficulty in extracting the 

quadrupole coupling constant to ±10%. 

The time spectra were recorded on four 3.8XS.l em Nai(Tl) scintilla­

tion crystals mounted on 56 DVP photomultipliers using conventional fast-

slow logic. The detectors were arranged in a square array, labeled cycli­

cally A,B,C,D. Two 180° (AC and BD) and two 90° (BC and AD) coincidence 

spectra were routed to a Seipp 1600 channel pulse-height analyzer and later 

dumped onto magnetic tape for subsequent analysis. The time resolution 

. d . h 22N . h h . d 17 d 247 k V measure w1t a a source w1t t e energy w1n ows set at 3 an e 

was 2.0 ns FWHM. The time-to-amplitude converter (Ortec 437) was cal-

ibrated using an Eldorado 610 digital delay generator. 

When four detectors are used in this way, with A and B the "start" 

detectors (recording the 173-keV photons) and with C and D the "stop" 

detectors (247-keV photons), the time-modulation function Q2zA22G22 Ct) 

can readily be extracted10 from the four coincidence counting rates 

-t/T 
WAC(8,t) = N

0 
e N EAd1+ Q22 (AC)A22G22 (t)P2(cos8AC}], 

etc., by forming the ratio 
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This eliminates the total counting rate N , the nuclear lifetime TN. , and . 0 

to a good approximation the coincidence efficiencies sAC' etc. Only an 

average solid-angle correction factor Q22 ~ 0.9 remains. For convenience 
I 

it is absorbed into the "effective" angular correlation coefficient A2z-

C. Results· 

The In and Sn sites in these compounds have tetragonal symmetry. 

They can therefore be treated as cases of randomly-oriented, axially-

symmetric electric field gradients. The perturbation factor for this case, 

with I= 5/2, has the analytic form11 

(1) G22 (t) = 1/5 + (13/3S)cos w
0 

t + (2/7)cos 2w
0 

t + (1/7)cos 3w
0 

t. 

Here w
0 

is a basic frequency given by 

(2) 2 w = 3 e qQ/20h . 
0 

Figures 1 and 2 show the time modulation of typical Az2G22 Ct) func­

tions due to the precession of the quadrupole moment of the 247-keV level 

of 111cd in the electric field gradient present at the In and Sn sites. 

The solid curve is a least-squares fit to Eq. 1. The fit yields the basic 

radial modulation frequency w where q is the electric field gradient for 
0 

Cd at the In site and Q is the quadrupole moment of the 247-keV 111Cdlevel 

In Table I we have listed the lattice constants as well as the quadrupole 

coupling constant e2qQ/h (MHz), derived using Eq. (2). 
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Table I .A 

Compound L . a att1ce constant ie2qQ/hl 
* . (KX) (MHz) 

Lain3 4. 7250 72.5±1.1 

Cein3 
4.6798 77.9±1.2 

Prin3 4.6622 . 78.5±1.2 

Ndin3 . 4.6460 80.0±1. 2 

Snin3 4.6166 81.4±1. 2 

Gdin3 
4.5973 84. 2±1. 3 

Tbin3 
4.5804 86.2±1.3 

Dyin3 
4.5699 86.4±1.3 

Hoin3 
4. 5640 86. 7±1.3 

Erin3 4.5552 87. 7±1.3 

Tmin3 
4.5492 87.1±1.3 

Ybin3 (RT) 4.6053 38.7±0.8 

(4.2°K) 43.4±0.9 

(RT, 18.5 kbar) 45.0±1.4 

Luin3 
4.5434 86. 7±1. 3 

a. Ref. 4. 

* KX = 1.002495 A, as cast, RT. 
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Table I .B 

Compound L . a att1ce constant ie2
qQ/hl 

* (KX) (MHz) 

LaSn3 (RT) 4.7598 33.9±1.0 

(4. 2° K) 35 .0±1.1 

CeSJ13 (RT) 4. 7119 39.8±1. 2 

(RT, 18.5 kbar) 43.7±1.3 

( 4. 2o K) 43.8±1.3 

(4.2°K, 18.5 kbar) 47.0±1.4 

PrSn
3 

4.7064 41.5±1.2 

NdSn3 4.6965 41.4±1. 2 

SmSn3 4.6772 42.6±1.3 

EuSn3 
4. 7349 12. 7±1. 3 

GdSn3 4.6681. 42-43±4.3 

YbSn3 (RT) 4.6720 21. 9±1.1 

( 4. 2° K) 25.6±1.3 

( 4. 2° K), 18.5 kbar) 29.7±1.8 

a. Ref. 4. 

* KX = 1.002495 A, as cast, RT 
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D. Interpretation 

Recent theoretical discussions12-16 have highlighted the difficul­

ties of calculating the valence electron contribution to the-electric 

field gradients (EFG) of metals and alloys when the exact charge distri-

bution around the atoms is not known. .The essential difficulty arises 

because the charge distribution of the itinerant valence electrons is ac-

tually largely centered around the ion cores, where it tends to shield 

the ionic core contribution to q, and can result in either the core or 

valence electrons dominating and determining the sign of q. Even the 

separation of the EFG into separate independent core and electron contri­

butions has been brought into question by a recent study17 of the system­

atics of experimental data on metal and alloy gradients which indicates 

~ apparent scaling of the electron contribution to the total ionic core 

term eq1 t(l-y ). a oo . 

We will not attempt a quantitative interpretation of the magnitude 

of e2qQ/h, which would require a rather elaborate calculation of dubious 

value in light of the present understanding of the contributions to elec­

tric field gradients in metals and alloys. Instead we will adopt the 

form 

(3) 

suggested by Ref. 18 and empirically justified on a systematic basis by 

17 Raghavan et .. al. In Eq. 1 eqlat is the point charge contribution of 

the "ionic" cores, Y
00 

the Sternheimer factor, and Fe a term which reflects 

the valence electron contribution. 
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Using the method of plane-wise summation19 for a lattice of infinite 

extent, de Wette and Schacher20 performed the lattice sum calculation for 

the FCC structure at the In or Sn site. The result of their calculation 

yields 

(4) 

where ZRE and Zin Sn are the assumed metal valencies and a
0 

is the lattice 
' 

constant. The factor 8.67 for the infinite lattice can be compared to the 

number 7.0, which we calculated assuming only interactions out to the third 

nearest neighbor. Mbst of the contribution to the EFG is thus short-range 

in nature. The quadrupole coupling constants of Table I are related to Eq. 

3 by 

(5) 

The study of the rare earth valence and i.ts possible fluctuations 

are contained in the form of Eq. 5. If the rare earths in the series Rin3 

or RSn3 were all in the +3 valence state and the electronic screening was 
2 I 3 , 

constant, then a plot of e qQ/h vs Z /a would be roughly constant. Any 
0 

slow variation in screening throughout the series should be reflected in q, 

while a different valence state should appear as an abrupt change. To fac­

tor out the a- 3 effect due to the gradual variation in lattice constants, 
0 < 

we have plotted (a3)(e2qQ/h) vs atomic number. Figures 3 and 4 show the 
0 

data for the Rin3 and RSn3 compounds with AuCu3 structure as well as the 

3 2 lattice constants of Ref. 4. The near constancy of (a
0

) (e qQ/h) through-

out the series argues strongly for the rare earth ions being in the same 

valence state-presumably +3- and for the screening effect of the valence 
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electrons being essentially the same across the rare earth row in these 

compmmds .. Dramatic drops are seen to occur at Ybi11:3, EuSn3, and YbSn3. 

The lattice constant variations for these three compounds from the +3 

line are of the order 1-2%, andclearly cannot account for the magnitude 

of the reductions. The percentage deviation in the quadrupole coupling 

constants is - 30-50 times larger than that noted in the lattice constants, 

confirming the great sensitivity of this parameter to the rare-earth va-

lence state.·. 

Room temperature susceptibilities, 1, 21 lattice constants ,1-4 and 

MOssbauer spectra5- 8 are all. consistent with the assignment of the diva-

lent state to the rare earth in these three compounds at room temperature~ 

22 Gschneidner has also thermodynamically evaluated heat of formation data 

for a number of Yb and Eu compounds and has estimated that for Yb or Eu to 

be trivalent in a particular compound requires the heats of formation for 

the trivalent lanthanides to be more negative than roughly -9 and -23 kcal/ 

gm- at of rare earth respectively. One thus generally expects Yb andes­

pecially Eu to be divalent in all but the most ionic or covalent compounds. 

We would like to show that the assignment of di- and trivalent states 

is also consistent with the absolute magnitudes of the quadrupole coupling 

constants. Equation 5 requires the lattice constants, and we will adopt the 

value a = 4.65 A for the purpose of estimating the coupling constants. The 
0 

error in using an average lattice constant is less than the uncertainty 

in the quadrupole moment Q of the I = 5/2 intermediate state, whose liter­

ature values span a factor of three. We will use the value Q = 0.44b
18 

and 

the Sternheimer factor for Cd2+ calculated by Feiock and Johnson23 yoo=-29.27. 
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. 
The choice of the charges at the In and Sn sites is dictated by" several 

considerations. In the Rin3 series the assignment of +3 for In and +3 for 

the rare earths (except for Yb) would cause the electric field gradient to 

vanish identically. This is not an artifact of performing a finite lattice 

sum but is a rigorous symmetry argument for an FCC lattice in which all sites 

are equivalently charged. From MOssbauer measurements in EuSn3, Loewenhaupt 

and ~ufner8 assign Sn as divalent rather than tetrav~lent. This pulling of 

change toward In or Sn is consistent with the electronegativities tabulated 

by Teatum21 et al., who assign values around 1.2 to the rare earths and 

L4~1.6 for In and Sn. Finally one requires that the order of magnitude of 

the coupling constants should be predicted reasonably regardless of whether 

the rare earths are di- or trivalent. If one assigns +3 to the rare earths, 

then a +1 valence at In and +2 at Sn is consistent with these considerations. 

We will also take I (l+Fe) 1~ 1 which is consistent with the observations of 

Ref. 17 that Fe has values of order ~2 to ~3. It would be perhaps more 

realistic to take IQCl+F )I~ 0.5 since the uncertainty in Q is so large. e 

The assignment of +1 to In and +2 to Sn deserves an additional comment. 

These valence assignments would imply neutral Cd(4d105s2) rather than Cd2+ 

(4d10) with the associated change in Sternheimer factor. One can estimate 

this effect by looking at the configurations for I in +7 (4d10) and +5 

(4d105s2) valence states, for which the Sternheimer factors 23 are 
+7 . +5 y (I ) = ~16.84 andy (I ) = ~18.24. This effect is of order 10%, yield~ 

00 00 

ing Y
0
:,(Cd0

)- ~32, and can be incorporated into IQ(l~yoo) (1 + Fe)l. For 

Q ~ 0.44 barns, 1 ~ Y
00

::: ~ 33 and ll+Fel-1, we obtain IQ(l~y) (l+F2) I 

- 14.5, with a large tmcertainty. Using this estimate and a
0 

= 4.65 A, we 

obtain 

- I 
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Considering first the Rin3 compounds with ZRE = +3 and Zin = +1, we expect 

a coupling constant of order 88 MHz. Most of the experimental values are 

between 80 and 90 MHz. The agreement is certainly fortuitous in view of 

the uncertainties in Q,· Fe, and the valence assignment of +1 for In. How­

ever, a rather consistent picture follows from these assignments. For 

Ybin3 with a divalent rare earth, one expects a 50% reduction to 44 MHz. 

The measured value is 38.7 MHz. In addition, one expects that if Sn is 

divalent the Sn series with trivalent rare earths should be around 44 MHz, 

and the experimental values generally fall between 40-45 MHz. For Zsn=+2 

however, the divalent rare earths EuSn3 and YbSn3 should have coupling 

constants equal to zero by symmetry. The EuSn3 value has dropped to 12.7 

MHz, while YbSn3 is higher at 21.9 MHz. The failure of these values to 

vanish identically points out the deficiency of expecting more than quali., 

tative agreement with our estimates of the coupling constants. 

As an additional check we measured BaSn3, in which one expects the 

stability of the Xe core to insure Ba being divalent, and found a coupling 

constant of approximately 19 MHz. The purpose of the estimate was not to 

justify a point charge model or our assignment of the charges to the r~re 

earths, In, and Sn, but rather to emphasize that a rather simple picture 

of t}le field gradient can yield useful insight into the qualitative trends . 
in these alloys. 

We now examine the question of the temperature and pressure depen-

d f 1 fl . . h 11 s "b"l" l, 2l d ence o va ence uctuat1ons lll. t ese a oys. . uscept1 1 1ty ata, 
. . 4 4 

thermal expans1on measurements, and lattice constants ·had indicated 
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that Ybin3 and CeSn3 appeared to become trivalent and partially tetra­

valent respectively on cooling to 4.2°K and that YbSn3 might exist in a 

mixed valence state at room temperature. We have measured all of these 

compounds at 4. 2° K and find shifts of order 10-15%, which are not nearly 

large enough to be representative of a complete change in valence state. 

We feel that most of the shift can be accounted for by the thermal con-

trqction of the lattice. Figure 2 also shows that CeSn3 is non~magnetic. 

in accord with e~rlier Mossbauer5 data. It is interesting to note that 

YbSn3 probably undergoes a lattice distortion on cooling to liquid helium 

temperatures, because the PAC pattern is clearly distorted from that ex-

pected for axial symmetry. We have checked this to see if it was an arti­

fact of the sample preparation and have found it to be a reproducible fea-

ture of the low temperature spectra. Room temperature spectra show no 

such distortion. 

Ybin3(RT), YbSn3(4.2 K), and CeSn3(RT and 4.2 K) were also run in a 

clamping type pressure cell to 18.5 kbar in order to see if we could in­

duce a valency fluctuation. Shifts on the order of those associated with 

cooling to helium temperatures were observed, but in no case did we ob-

serve an increase which would put the points on the "trivalent line" of 

Figs. 3 and 4. We conclude that the compounds CsSn3, YbSn3, and Ybin3 

show no evidence. for a bulk valence instability down to liquid helium tem­

peratures and pressures to 18.5 kbar. Previous MOssbauer data on,CeSn3
5 

and YbSn3
7 have come to similar conclusions. 

In summary we have systematically studied the Rin3 and RSn3 com­

pounds with AuCu3 structure using TDPAC and have demonstrated the high 
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sensitivity of this technique to the rare earth valence state. We have 

also conducted experiments to probe the possible temperature and pressure 

dependence of the rare earth valence in CeSn3, YbSn3, and Ybin3 and find 

no evidence for bulk valence fluctuations in these compotmds. 
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FIGURE CAPTIONS 

Figure 1. Experimental and least squares fit (solid line) time 
modulation spectrum for lllin in Gdin3. The time calibration is 
1.03 ns/channel. 

Figure 2. Experimental and least squares fit (solid line) time 
modulation spectra o£ 111 In in CeSJ?-3 at 290 and 4.2°K. The 
time calibration is 1.62 ns/channel. 

Figure 3. Lattice constants and quadrupole coupling data for Rin3 compounds plotted against atomic number. 

Figure 4. Lattice constants and quadrupole coupling data for RSn3 compounds plotted against atomic number. 
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