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Abstract

Recent trends in computer applications and the rate of data generation in the world has
created a huge demand for high performance computing. Architecture simulators play a key
role in improving the performance of computer hardware. Simulators should be validated
by comparing their accuracy against real hardware to prevent faulty data from misleading
researchers and engineers. Most cycle accurate simulators have been through such a pro-
cess. However, full system simulators like gem5 have not been subject to such evaluations.
Moreover, to speed up the simulation process gemb is designed as an event based simulator
abstracting away transient details of components in a system making the simulator suscepti-
ble to abstraction errors. In this work we propose methodologies and tools for evaluating the
accuracy of gem5’s models for components in the memory subsystem. Rather than focusing
on details of each component by inspecting the microarchitectural statistics, we consider the
full system effect of each component. In our methodology, we propose using synthetic traffic
to factor out any inaccuracy that might originate from processor models. We concluded that
gemb5’s models for memory subsystem components do not exhibit any unexpected behavior.
We also observed a 2x difference between the latency readings from gem5 and DRAMSim3.
We believe this difference is caused by the level of abstraction in gem5’s memory controller
design. Moreover, we model a complete memory subsystem by using publicly available infor-
mation on the Intel Skylake architecture and use the RandomAccess benchmark to evaluate
the accuracy of the memory subsystem. To implement the memory subsystem configura-
tion in the gemb simulator we use an instance of the ruby cache model that implements a
MOESI coherency protocol for a two level hierarchy. We use the same size, latency, and
associativity for the L1 cache as the real hardware. Due to the lack of an L3 cache in our
cache model, we use an L2 cache to represent both the .2 and L3 caches. For this cache we
used the same size and associativity from the L3 in the real hardware, and used a weighted
average of L2 and L3 access latencies. We report a 10% error in our GUPS measurements in

our simulations. The difference is partially caused by the differneces in the configuration of
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caches. Moreover, gem5’s lack of support for some of the microarchitectural components in
the memory subsystem such as per-bank or per-rank memory queue structures adds to the
difference between readings from simulation and real hardware. We believe studies that do
not target changes in the memory subsystem could use this configuration as an evaluated
set up for their experiments. Moreover, further fine tunings of the configuration could result

in more accurate representation of the real hardware.
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Chapter 1

Introduction

With Moore’s law reaching an effective end, and with the evergrowing demand at the appli-
cation level, it has become increasingly important for computer hardware to advance with
as close agility as computer software [11]. According to Forbes magazine [23], every day 2.5
quintillion bytes of data is created. Moreover, 90% of this vast volume of data has been
generated over the last two years. This astonishing speed in generation of data means that
computer systems need to provide more and more performance for this raw data to be con-
verted to useful information. Moreover, this trend is also apparent with the emergence of
the RISC-V [2] architecture, and companies like SiFive that focus on open source hardware.
Research in computer architecture is the most important driving factor in improving com-
puter hardware performance, much of which relies on simulation. The gemb simulator is one
of the well known full system simulators both in academia and industry. Errors and inaccu-
racies in simulators if sufficiently large could mislead researchers in their decisions; therefore
the requirement for validating and evaluating simulators is key. Motivated by making re-
producible and realistic computer architecture research, this work targets validating gem5’s
memory subsystem. It would be an ideal goal to compare the simulator’s models to real
hardware. However, this approach is not scalable and not possible in certain cases due to

the extreme variety of computer hardware. In addition, the simulators are almost as complex



as the systems they simulate. In our work, we use a bottom up approach to evaluate the
accuracy of gemb’s models, where we start by validating the most simple component in the
memory subsystem and build up more complex systems in each stage. First, we validate
the DRAM models included in the gemb simulator by using synthetic traffic and comparing
the models to their respective counterpart to those of DRAMSim3. DRAMSim3 is a cycle
accurate memory simulator that has been validated by comparing to the timing results of
Micron’s Verilog workbench [18]. Moreover, we also tested the memory models with the
RandomAccess benchmark from HPCC benchmarks [20].

Next, we test the ruby cache system in gemb, by setting up cache hierarchies close to real
hardware and measuring their effect on memory access latency. Overall we do not report any
unexpected behavior from the memory modules and controller; we observed a 2x difference
in latency measurements for our memory tests which is the result of an abstraction error
caused by the queue design in gem5’s memory controller. Our observations on cache models
were in line with our expectations based on real hardware and the concept of caches. Lastly
we configured and simulated a memory subsystem based on an Intel Skylake architecture

that achieved a 0.043 GUPS measurement comparing to 0.039 for the real hardware [8].

1.1 Motivation

Becuase it is infeasible to prototype computer hardware, the computer architecture research
community has been heavily relying on simulation to test novel ideas. Unlike computer
software, computer hardware prototyping is expensive, and complicated to the point that
hardware manufacturers use a pipeline for their products, as in when a generation of product
might be at its latest stages of production, the next one or two generations might be at their
earlier stages. Furthermore, computer architecture researchers start with predicting the
computational requirements of future applications and require tools to profile their design

for such requirements. This complexity in research and development has been a motivating



reason for both academia and industry to use simulation in research. SimpleScalar [4],
gemb5 [19], RSim [12], SimOS [24], and CACTI [7] are examples of simulators that are
widely used both in academia and industry. While some simulators have been validated
by comparing against real hardware performance, no microarchitecture simulator has been
subject to such scrutiny. The continued use and modification of unverified simulators may
consistently be adding errors into experimental results and data, which could be large enough
to mislead researchers in their conclusions.

The fast growth of performance demand at the application level has led to hardware
designs that exploit parallelism to improve performance, AMD introduced their 64 core
Ryzen Threadripper processors in 2019 and the smallest Nvidia Ampere GPU has 4352
FP32 functional units. The increasing parallel compute units require a lot of data movement
to be fed, meaning memory performance now plays a much more important role in overall
system performance [15, 26, 3, 21, 14].

Overall, computer architecture research could benefit heavily from a validated model for
the memory subsystem. To that end, there are many memory simulators such as DRAM-
Sim3 [18], DRAMSys4 [25], and Ramulator [16] that model the interaction of DRAM with
the memory controller at the accuracy of clock cycles. For instance, DRAMSim3 has been
verified against hardware by comparing its timing results for different memory models against
Micron Verilog models [18]. However, none of these simulators are capable of simulating com-
puter systems at a higher levels of fidelity. Simulators like DRAMSim3 do not simulate any
component past the memory controller. In order to study the effect of memory systems on
the overall performance of a computer system, researchers need to use full system simulators.
Full system simulators such as gemb [19] do not simulate hardware to the fidelity of clock
cycles; rather gemb is a cycle-level simulator that uses event-based simulation. These fea-
tures of gemb allow for faster simulation and performance and vast flexibility in its models.
The tradeoff of flexibility and performance with accuracy needs to be accounted for when

using such simulators. To this end, this work aims at validating the memory components



in the gemb5 simulator by studying the high-level effect of memories on performance. The

contribution of this work is as follows:

e Proposing a methodology for evaluating the accuracy of performance models for mem-

ory subsystem in the gemb5 simulator.
e Developing tools for memory performance evaluation.

e Evaluating the accuracy of models for the memory subsystem in the gem5 simulator,

using the tools and methodology.
e Pointing out sources of error in the studied models.

Chapter 2 reviews the background knowledge that helps better understand the terms
used in this work, Chapter 3 studies and compares previous and similar work to this thesis,
Chapter 4 gives details on the proposed methodology and developed tools, Chapter 5 explains
the process of evaluating different performance models in the gemb simulator, and finally
Chapter 6 concludes this thesis and lays out objectives for future improvement to this work

and the gemb5 simulator.



Chapter 2

Background

2.1 gemsd

gembH is an open-source community-based full system simulator. It is widely used for com-
puter architecture research both in academia and industry. The infrastructure provided by
gembH allows users to model computer hardware at the cycle level with the fidelity of booting
up a Linux-based operating system. It provides support for various architectures, the most
important of which are x86, Arm, and RISC-V. The simulator provides models for the mem-
ory subsystem components such as memory modules and caches. The original design of the
memory controller model was proposed by Hansson et al. [10]. The proposed architecture
has separate read and write queues to queue pending requests on a per controller basis, in
contrast to other simulators with per-bank or per-rank queuing structures. The original
design of the memory controller in gem5 was able to keep track of every bank connected to
it. However, to allow connection for both DRAM and NVM modules to the same memory
controller; the bank state information is decoupled from the memory controller and stored
in a new object called the memory interface.

The simulator also provides models for caches. gemb offers two types of caches. The

classic cache model provides a faster, less detailed model for the caches. It is not intended



to be used by studies investigating cache coherency protocols; rather, it is meant to be a
solution for researchers studying other aspects of a computer system. This model trades off
a little bit of accuracy with vaster configurability and higher simulation speed. The ruby
cache model is designed to model the cache coherency protocol in detail. In addition, gem5
has an infrastructure for the user to implement proposed coherency designs using its domain-
specific language, SLICC. Overall, all the memory subsystem components measure statistical
data that represent their performance at a high-level; for instance memory modules measure
read/write bandwidth, and caches measure hit/miss rates. Each model is also capable of

measuring detailed measurements such as row conflicts in the memory banks.

2.2 DRAMSiIim3

DRAMSim3 is a cycle-accurate simulator for computer memory. It is constructed with a
modular design that allows DRAMSim3 to model major DRAM technologies and the fea-
tures that commonly come with the memory controllers attached to the different DRAM
technologies. These features include capabilities such as dual command issue for the HBM
memories and implementing a t32AW instead of tFAW limitation for the GDDR5 memories.
The modular design of the simulator allows for the memory controller features to be sepa-
rated from the DRAM technologies. The simulator configurator file includes information on
DRAM technology and the bank organization such as tCL, tCK, number of bank groups,
and number of banks per bank group. In addition, it also includes a parameterized list of
features and functional parameters for the memory controller, such as memory refresh policy,
paging policy, and address mapping. DRAMsim3 uses Micron’s DRAM power model [18] to
calculate the power consumption on the fly, or it can generate a command trace that can
be used as inputs for DRAMPower [6]. DRAMSim3 has been validated against hardware
by comparing its timing results against Micron’s Verilog bench. Moreover, DRAMSim3

provides an interface for connecting a processing core model or using a trace of memory



accesses to stimulate the memory. Using this feature from DRAMSim3, we have integrated
the simulator into the gem5 code base. gemb and DRAMSim3 use a wrapper object that
represents the DRAMSim3 memory controller in the gem5 simulator. This wrapper is capa-
ble of translating gem5 memory packets into DRAMSim3 understandable inputs. For each
request to the memory, DRAMSim3 sends back the response for that request and the timing
information of that request’s service. The wrapper then schedules a response event for the
request according to the timing information. This event will initiate a sequence of events
moving the data back from the memory to its requester. Due to the complexity and variety
of computer hardware, it is not feasible to compare the results of a simulator and the real
hardware. For instance, to compare the timing results of memory models, the experiment
setup might need several different FPGA boards with different onboard memories. There-
fore, in order to evaluate the accuracy of memory subsystem models in the gem5 simulator,

we used DRAMSim3 as the reference for comparison.

2.3 Sources of Error

Similar to any design process, performance models are also susceptible to many sources of
error, including but not limited to modeling errors, specification errors, and abstraction er-
rors. A modeling error is a result of incorrectly implementing the functionality of the system
to model. Specification error happens when a misinformed developer models a functionality
based on an incorrect understanding of the specification of the modeled system. Lastly,
abstraction errors occur when the developer, aiming to gain some simulation performance,
models the system at a higher level of abstraction but fails to account for the equivalent
timing effect. Moreover, they could result from unimplemented features that have a signifi-
cant impact on performance. Much like how the hardware is validated, performance models
are also validated by inspection. The process of validation by inspection involves analyzing

the simulation process and performing sanity checks on the simulation results. It may also



include stepping through the small sequences of the model’s execution while observing the
model’s state. Sanity checking uses the array of statistical counters that are part of the
model. These counters gather statistical data such as the IPC or the cache hit rate. It be-
comes the developer’s responsibility to devise simple benchmarks that exercise the boundary
conditions of resources in the model. Simulating these benchmarks allows the developers to
gain insight into the cause of inaccuracies in the model. The more the developer observes
expected behavior from the model, the more confident they could invest in the model. In
case of unexpected behavior that could not be explained, the developer will have to search

the model for possible errors.



Chapter 3

Related Work

Hansson et al. [10] proposed an event-based simulation model for the memory controller to
be used with the gem) simulator. The choice of event-based simulation is a valid choice for
gaining simulation performance. However, this design choice could give rise to inaccuracy
in their models; as discussed in the background section, modeling systems at a higher level
of abstraction could result in the introduction of errors. In order to validate their design
they used synthetic traffic generation to compare the proposed model with its DRAMSim3
counterpart, using bandwidth utilization and latency distribution as their metrics for com-
parison. They report no unexpected behavior based on their comparison, while the proposed
model achieved a 7x speedup in simulation time. Compared to this work, we use the same
methodology by using achieved bandwidth and latency to compare the models in gem5 to
their counterparts in DRAMSim3. It should be noted that the memory controller has been
subject to change ever since its introduction by Hansson et al. [10]. Moreover, to better
evaluate the models in gem5, we conduct a series of sanity checks to study the compliance of
statistical counters in the models with each other. For instance, we expect to see an average
latency reduction if the page hit rate is increased.

In their work, Akram and Sawalha [1] validated the x86 model in the gem5 simulator by

comparing the results obtained from gemb to information gathered from Hardware Monitor



Counters. In their real hardware experiments, they used the perf tool to profile different
aspects of the system. In addition, they used available information on Intel’s Haswell mi-
croarchitecture from a Core i7-4770 processor to match the simulator model to real hardware
as close as possible. Finally, they used microbenchmarks that focus on specific subsystems
of a processor to target different parts of a model. Using IPC as the metric for comparison,
they measured an average error of 39% for control benchmarks, an average error of 8.5% for
dependency benchmarks, an average error of 458% for execution benchmarks, and an average
error of 38.72% for memory benchmarks. In comparison, rather than focusing on a whole
system to evaluate, our focus is to validate different components in the memory system by
singling each component and studying its overall full system effect by using metrics such as
bandwidth and latency.

Gutierrez et al. and Butko et al. validated the accuracy of gemb5 by modeling real
systems based on ARM [9, 5]. After making some modifications to the simulator, apart
from configuring it to match the experimental board (ARM Cortex A15 based), they were
able to achieve a mean percentage runtime error of 5% and a mean absolute percentage
runtime error of 13% for SPEC CPU2006 benchmarks. Butko et al. have analyzed the
accuracy of gem5 for simulation of a multicore embedded system (ARM Cortex A9 based) [5].
Various benchmarks are related to scientific workloads (SPLASH-2 [28]), media applications
(ALPBench [17]), and memory bandwidth (STREAM [22]) were used for validation. The
results show that the accuracy varies from 1.39% to 17.94%. We have not been able to find

any validation effort for x86 based targets for the gemb simulator.
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Chapter 4

Proposed Methodology and Tools

In this work, we focus on validating the memory subsystem components in gem5: the DRAM
Models, and the cache models, at a system level. We use metrics that describe the high-
level behavior (performance) rather than using detailed measurements of internal design
parameters. These metrics include bandwidth, latency, etc. Also, we consider a bottom-up
approach in order to achieve this goal. We start by validating the simplest component that
could be validated in a standalone setup (DRAM models) and create a more complex system
and validate them using validated components from previous steps.

To this end, we used the gem) simulator’s components that allow for creating synthetic
traffic that enable us to test different components in the memory subsystem without concerns
for the inaccuracies of processor models in the simulator. We also used DRAMSim3, which is
widely known as the go-to simulator for simulating different memory designs, as our reference
for comparison. Moreover, as a part of this project, we integrated DRAMSim3 into the
gem) simulator to conduct controlled experiments by only changing the unit under test,
the memory controller and the DRAM module in this case, between the test and control
experiments. This is made possible by creating a simobject in the gem5 simulator that
corresponds to the memory controller in the DRAMSim3 simulator. This way, DRAMSima3,

and gemb can communicate the timing results through the DRAMSim3 simobject. Thus
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enabling us to compare the timing results of the DRAM models and remove the effect of
other components in the system.

Moreover, to further test our memory system, we implemented a simobject that will run
the RandomAccess benchmark as specified by HPCC benchmarks [20]. RandomAccess is a
key-value store program designed to stress the memory subsystem by accessing an array’s
random indices. Furthermore, it uses Giga Updates Per Second (GUPS) as a metric. Hence,
the respective simobject is also called GUPSGen.

This Chapter elaborates on the methodology we used for our evaluation. Section 4.1 and
section 4.2 describe the specifications and details of PyTrafficGen and GUPSGen, respec-
tively. Section 4.3 provides details on how the memory models were evaluated. Section 4.4
describes the methods used to assess the cache models in gem5. Lastly, section 4.5 discusses

the metric used for our evaluation.

4.1 PyTrafficGen

The PyTrafficGen is one of gemb’s simobjects that creates synthetic traffic that can act as
stimuli for the memory subsystem. It is designed in a way that can replace any component
of a full system configuration that is considered to be a data requestor. A requestor is any
component that can request services from other components in the system, such as the pro-
cessor core requesting data to be read. These synthetic traffics are based on a collection
of python generators that generate parameters for requests for a memory request. These
generators could be either probabilistic or trace-based. This design allows PyTrafficGen to
function as a block box replacement for modules that are not implemented, such as a video
engine. Despite its flexibility in tuning the timing relationship between a series of requests,
a PyTrafficGen cannot model the consistency dependencies between two requests. For ex-
ample, it does not provide an interface for the user to create a combination of read/write

requests to the same address in the memory. Except for the trace-based generators that use

12



a memory trace to generate the requests, every probabilistic mode of the PyTrafficGen uses
certain parameters to define the characteristics of the traffic it generates. These parameters

are described below:
e duration: The duration of generating requests in ticks (quantum of time in gem5)
e start address: The lower bound for addresses that the synthetic traffic will access
e end address: The upper bound for addresses that the synthetic traffic will access

e minimum period: The minimum timing difference between two consecutive requests in

ticks.

e maximum period: The maximum timing difference between two consecutive requests

in ticks.
e request size: The number of bytes that are read/written by each request.

e read percentage: The percentage of reads among all the requests, the rest of requests

are write requests.

4.2 GUPSGen

As mentioned previously, the PyTrafficGen lacks capabilities to create synthetic traffic with
dependencies between two different requests to the memory. Therefore, we implemented
the GUPSGen object. It is a simobject that can imitate a processing core, executing the
RandomAccess benchmark [20] by translating indices from an array to their physical address
in the memory. The To control the characteristics of the generated traffic, the user can fine-

tune the following parameters to their requirements:

e start address: The address at which the array is allocated. This parameter should be
a multiple of 64, equivalent to most memory models’ atom size. This requirement is

not specific to gemb but the real-world memory models.
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e memory size: The amount of memory to allocate for the update table. Should be a

power of 2 as specified by the HPCC.

e update limit: The number of updates to be issued. This parameter is used to cut
down on simulation time. It should be set considering enough requests to reach a

steady state.

e request queue size: The maximum number of outstanding requests to the memory. By
resizing the queue, a user can tune the amount of pressure put on the memory system

by the generator.

The HPCC [20] guidelines specify setting the memory size to half of the physical memory
size at maximum. In case of running multiple instances of this benchmark in parallel, the
same restriction applies to the aggregated sum of all the used memories. We implemented
the simobject to make requests to the memory subsystem until the memory can not accept
any more requests. At this point further requests are queued up in the GUPSGen until the
internal queue is full. After this point there are not requests generated until there is room
opened in the queue for new requests. This process of applying pressure from the GUPSGen
and applying back pressure from the memory subsystem continues until all the updates are
made. The GUPSGen creates read requests with a random distribution of addresses. The
arrival of responses for every read request will then trigger a write request to the same
location in the memory. Threfore the ordering of read and write requests depends on the
order at which read responses arrive in the GUPGen and the order at which original read

requests are created.

4.3 Memory Models

The existing memory models in the gem5 simulator are designed to focus on how the memory

affects the full system performance rather than modeling the details of the interactions of
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the memory controller and the DRAM banks. This design consideration enables the event-
based simulation that achieves higher simulation performance by not simulating unnecessary
details. These details include the transient states that occur between a request for data
arriving at the memory controller and the corresponding response being sent to the requester
that do not affect the performance of the memory as long as they are accounted for in the
memory’s timing response. Unfortunately, this means that the memory model in the gem5
simulator cannot model the power consumption of the used models.

Moreover, this design consideration allows for flexibility in designing the memory sys-
tem. The current memory controller design allows for both DRAM and NVM modules with
different timing parameters to be connected to the same memory controller. The memory
controller uses separate read and write queues to amortize the cost of bus turnaround be-
tween reads and writes. It prioritizes reads over writes since reads are more important to
the progress of computer programs. Therefore, writes could be done in bulk to minimize
the time required to change the direction of the data bus. In addition, it can also service
requests that can be serviced by the pending requests in the queues; for example, it can send
back the data for a read if there is a pending write request to the same address.

Regarding scheduling policy, the memory controller supports the First Ready First Come
First Served (FRFCFS) policy by default which targets reducing the response latency. How-
ever, the user could change the policy as an input parameter to a MemCtrl simobject.
Currently, First Come First Served (FCFS) is the alternative to FRFCFS along with any
policy the user wishes to implement themselves.

Overall, to define the characteristics of a memory controller, a user can change a collection

of parameters, a few of which are explained below:

e read queue size: the maximum number of read requests that can be queued at the

memory controller before it starts applying backpressure.

e write queue size: the maximum number of write requests that can be queued at the

memory controller before it starts applying backpressure.

15



e scheduling policy: the policy by which the next request to be serviced is chosen. Cur-

rently, it can be either FRFCFS or FCFS by default.

e minimum write threshold: the smallest number of pending writes in case of existing
read requests. The memory controller will stop issuing write commands if this threshold

1s met.

e maximum write threshold: biggest number of pending writes in case of existing read
requests. The memory controller will start issuing write commands if this threshold is

met.

To validate the high-level behavior of the memory models in the gem5 simulator, we
used synthetic traffic generation in a simple setup consisting of one memory controller and
a traffic generator. We used the respective models from DRAMSim3 as our reference for
comparison. We used bandwidth and latency as metrics for our comparison. Moreover, we
compared the effect of demand bandwidth on latency to depict the relation between latency
and bandwidth. We expect as the demand bandwidth approaches the specified bandwidth

of the memory, the measured latency will increase, forming a hockey stick graph.

4.4 Cache Models

The gemb simulator provides two classes of models for the cache components in the memory
system. The classic cache model is intended to be used by researchers who inspect aspects
of the system other than the coherency mechanism. It requires minimal configuration and
enables faster simulation. The Ruby cache model implements the details of different cache
coherency protocols and requires more configuration by the user. This model is better geared

toward research studies that target the coherency mechanism.
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4.4.1 Classic Caches

The classic cache model implements a snooping MOESI protocol. The caches in this model
are by default non-blocking caches with Miss Status Handling Registers (MSHR) and write
buffers and could also be equipped with prefetchers. This model also allows for almost any
arbitrary cache configuration with any number of caches at any level. In addition, the classic
cache model requires minimal configurability by the user and the user is only responsible for
describing the overall configuration of caches, such as the number and size of caches at each
level and the number of levels. Each request for data propagates in the expected fashion,
where a miss in the L1 results in a snoop on the local L1 to L.2 bus. In case of no response,
the same process will happen at the lower levels of the hierarchy until the request is either
serviced by a cache or by a memory. Due to the requirements for this model for caches, it
does not store information about transient states in the caches, which could result in stale
values being returned to the processing cores. To get around this problem, and by sacrificing
a little bit of timing accuracy on snooping request, the simulator uses express snoops for

classic caches to service snoop requests on the L1 to the last level cache path atomically.

4.4.2 Ruby Caches

The Ruby cache model implements a detailed model for the cache hierarchy. It includes
models for cache controllers, directory controllers, etc. In addition, it can model inclu-
sive/exclusive cache hierarchies with different replacement policies and cache coherency pro-
tocols [19]. These models are modular, flexible, and configurable; as an example, users can
specify the size of the line fill buffer in each cache or choose the replacement policy. The

Ruby cache model was designed with the following requirements in mind.

e separation of concerns: The model is designed in a way where different scopes of the
design could be changed without changing other scopes. For example, the coherence

protocol details are separated from the cache line size, associativity, and Network on
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Chip topology.

e rich configurability: the model allows for almost any architectural parameter affecting

the functionality and timing of the cache hierarchy to be changed.

e rapid prototyping: through the domain-specific language called SLICC, a user can

specify the functionality of various controllers.

gembH also comes with a few cache coherency protocols natively implemented. Below is a

list of supported protocols.

e MI example: a basic protocol that supports only one level of cache.
e MESI Two Level: models a single chip, 2-level, strictly-inclusive hierarchy.

e MOESI CMP directory: models a multiple chips, 2-level, non-inclusive (neither strictly

inclusive nor exclusive) hierarchy.
e MOESI hammer: models a single chip, 2-level private, strictly-exclusive hierarchy.

e MESI Three Level: 3-level caches, strictly-inclusive hierarchy. Based on MESI Two

Level with an extra LO cache.

e CHI: a flexible protocol that implements Arm’s AMBA5 CHI transactions. Supports

configurable cache hierarchy with both MESI or MOESI coherency.

Due to its limited support for coherence protocols, we focus our evaluation exclusively
on the Ruby cache models. They can better configure a high-performance cache hierarchy
and better model the timing model of our caches. As we have already mentioned, the
focus of this work is to validate the components of the memory subsystem by their high-
level attributes that affect the overall performance of a full computing system. To validate
the cache models, we use validated models from the memory validation step and measure
the achieved latency and bandwidth of a system comprised of synthetic traffic generators

(PyTrafficGen or GUPSGen), cache hierarchies, and memory models.
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4.5 Metrics

To evaluate different components of the memory subsystem at a high level, we chose band-
width and latency as metrics to evaluate the simulator models. We believe bandwidth and
latency are the most important metrics that define the performance of the memory subsys-
tem at a high level. Moreover, current memory designs target trading off bandwidth and
latency. For example, while HBM memory can deliver 256 GB/s of bandwidth with latencies
as high as 100 ns, DDR4 memory can only deliver 25.6 GB/s of bandwidth with latencies as
low as 10 ns. Therefore, understanding this trade off and how the models in gem5 account

for this trade off is key.

4.5.1 Bandwidth

Memory bandwidth could affect the performance of highly parallel applications significantly.
For instance, a Graphics Processing Unit (GPU) hides high memory access latency by making
rapid context switches, which impose a significant bandwidth requirement on the memory.
Therefore, we use bandwidth as one of our metrics to measure memory system performance.
Moreover, this metric is useful for capturing the behavior of our components in different
conditions. In addition, it would be easy to make a comparison between different setups. For
example, one would expect any memory to perform at its peak performance when accessed
with a sequential pattern of accesses since memories are designed in a way that exploits
spatial and temporal localities that may exist in a computer program. Moreover, using
bandwidth as a metric, we could make a comparison between different models of memory.
For example, we know that HBM can deliver more bandwidth than LPDDR3 under the same

demand bandwidth.
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4.5.2 Latency

While bandwidth has a significant impact on the overall performance of highly parallel
applications, latency could play a significant role in achieving high performance in single-
threaded applications or multi-threaded applications that require a considerable amount of
data to be shared. Using this rationale, we chose latency as another metric for evaluating
the high-level behavior of different memory subsystem components. In addition, similar to
bandwidth, we can make a cross-comparison between different setups. For example, we can
expect that using an open page policy in the memory controller would highly benefit those
applications that exhibit a sequential access pattern to the memory. On the contrary, using
a closed page policy would incur a less significant penalty for an application that exhibits

random accesses in the memory controller.
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Chapter 5

Evaluation

The goal of this work is to evaluate the accuracy of different models of gem5’s memory
subsystem at a level which is important to the overall performance of a complete computing
system. In order to achieve this goal, the ideal solution is to run real world applications in
gemb’s full system simulation mode and measure the performance metrics of our memory
subsystem. However, this is not possible at the time of writing this work, due to the inac-
curate processor models that can not accurately model those features of a modern process
that pressure the memory subsystem. To circumvent this limitation, we use synthetic traffic
generation to create traffic that matches the general profile of computer applications. Then
we use bandwidth and latency as metrics for our evaluation as they capture the overall be-
havior of components of the memory subsystem that concerns the full system performance
of a computer system. This chapter present the results of our experiments and is organized
as follows: section 5.1 describes the experiments used to evaluate the memory models in
the gemb5 simulator and presents the results of those experiments, and section 5.2 describes
the experiments used to evaluate the ruby cache model in the gem5 simulator and presents
the results of those experiments. Lastly, section 5.3 describes the evaluation of a complete

memory subsystem along with its comparison to real hardware.
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5.1 Memory Tests

5.1.1 Synthetic Traffic

In order to validate the accuracy of the memory controller in the gemb simulator we used
synthetic traffic to measure the average bandwidth and latency of requests to the memory
models. We used each model’s respective counterpart in DRAMSim3 as the reference, We
used two types of stream and random traffic to validate our models. Figure 5.1 describes

the system simulated in gemb.

SendTimingResp

<€

PyTrafficGen MemCtrl  [€—>

DRAM
Interface

3

>
sendTimingReq

Figure 5.1: Diagram of the system used to test memory models.

Both stream and random modes use user-defined parameters that describe the timing
behavior and access range and intensity of the series of requests sent to the memory. These

parameters are listed below:

e minimum period: determines the lower bound for the timing difference between two

consecutive requests.

e maximum period: determines the upper bound for the timing difference between two

consecutive requests.

e block size: determines the number of bytes that is read /written with each request.
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e minimum address: determines the smallest address that is accessed by the synthetic

traffic.

e maximum address: determines the largest address that is accessed by the synthetic

traffic.

Based on what we described above in order to determine the demand bandwidth generated

by the traffic generator, we first set minimum period and maximum period to be equal to

each other and rename them as injection period, then we could use an equation like 5.1:
Sizeblock Sizeblock

o 5.1
Peri0Qip;ection bandwidthdemand ( )

bandwidthgemana = -
period,

injection

Looking at the above equation we can determine the injection period using block size
and demand bandwidth, this way we can tune the demand bandwidth the traffic generator
generates. As previously mentioned, simulation models in gemb are very flexible in their
behavior. For example memory models can respond to any request of any size. In the
real world design of memories there are only one or two possible sizes of requests that
could be serviced by the memory which is referred to as the memory’s atom size. However,
DRAMSim3 models only accept requests equal to the atom size of the memory. Therefore,
we chose block size to be equal to the memory’s atom size, for example DDR4 has an atom
size of 64. Using that block size, we were able to determine injection period based on our
desired demand bandwidth.

The PyTrafficGen, in its stream (linear) mode, will start creating requests starting from
the minimum address, then it will increase the address by the block size to generate the
address for the next request, which will be issued at a random number of ticks later. This
random number is generated from a uniform distribution between the minimum period and
maximum period. By equating the minimum and maximum period, the generator will make
requests at a constant rate. In addition, a PyTrafficGen working in random mode will

generate accesses that are almost independent of each other and are chosen from a uniform
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distribution of addresses between the minimum and maximum address.

We chose three of the common memory models in gem5 for comparison to DRAMSim3.
DDRS3 is still used by many IoT devices and also some accelerators such as the first version
of the Google TPU [13], DDR4 is the memory standard for consumer computing products
such as Desktops and Laptops, and HBM has recently gained traction for use in GPUs such
as AMD Radeon VII and Nvidia Titan V. Table 5.1 describes the specifications for each of
the mentioned memories along with the injection period for PyTrafficGen to create demand
bandwidth equivalent to the memory’s peak theoretical bandwidth.

Due to our high-level approach toward evaluating the accuracy of each model, we also
used configurable parameters from each model that would have a discriminatory effect on the
performance of applications. Therefore, we chose parameters that if changed would enhance
the performance for some applications and diminish the performance of others. In order
to achieve the best performance, software developers try to exploit the existing locality in
their algorithms to improve the memory access latency; the optimal order with which the
addresses in the memory should be accessed depends on the address mappings and the paging
policy of the memory controller. Below is a list of the different address mapping that we
used as options (it should be noted that we used all of the different address mappings that

are implemented in the gem5 simulator):
e RoRaBaChCo: Row:Rank:Bank:Channel:Column
e RoRaBaCoCh: Row:Rank:Bank:Column:Channel

e RoCoRaBaCh: Row:Column:Rank:Bank:Channel

We used Open Page and Close Page as our options for paging policy. Moreover, we laid out

Memory | BUS Clock (MHz) | BUS Width (bits) | Peak Bandwidth (GB/s) | Atom Size | Injection Period for PyTrafficGen (ticks)
DDR3 1600 64 12.8 64 4768
DDR4 2400 64 19.2 64 3104
HBM 1000 128 16 64 3725

Table 5.1: Memory specifications and configurations.
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a set of assumptions based on the different combination of inputs that we will try to attest

for each memory model. Below is a description of these assumptions:

e When using linear traffic, a memory with an open page policy should provide more

bandwidth than a memory with close page policy.

e When using linear traffic RoCoRaBaCh should provide the most bandwidth and achieve
the least latency. This is due to the fact that with this address mapping, bits associated
to the corresponding bank change more rapidly and expose more parallelism in the

sequence of linear accesses.

e When using random traffic, bandwidth and latency measurement should not be affected
by the change of address mapping and/or paging policy, this is due to the lack of locality

in an ideal random access pattern.

e When using linear traffic, a memory with open page policy should achieve lower latency

than a memory with close page policy.

e When using random traffic, a memory with close page policy should achieve lower

latency than a memory with open page policy.
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5.1.2 Comparison to DRAMSim3

Figure 5.2 shows a comparison of measured bandwidth between the DDR3, DDR4, and HBM
models in the gemb simulator and their counterparts in DRAMSim3 under linear traffic.
The results show little difference between the measured bandwidths from gem5 models and
DRAMSim3 models. For the RoCoRaBaCh address mapping the paging policy does not
affect the measured bandwidth as much as other address mappings. This is due to the fact
that with a linear access pattern the lower bits change with every request. Also since we
are using a single channel setup, no bits are allocated for the channel, meaning that every
request ends up in a different bank from its predecessor. In regards to our expectations with

linear traffic:

e The results show that while using a linear traffic the memories with an open page

policy provide more bandwidth.

e The results also show that a memory with RoCoRaBaCh provides the most bandwidth

under a linear traffic regardless of the paging policy.
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Figure 5.3 shows a comparison of read latency between the simulation models for DDR3,
DDR4, and HBM in gemb5 and DRAMSim3 for linear traffic. There is almost a 2x difference
between latencies in gemb and DRAMSim3. We believe this is an abstraction error caused

by the following:

e The gem5 memory controller does not implement the memory queue in structure in
detail and only implements a shared queue for every channel in the memory controller,
whereas DRAMSim3 uses a per-rank structure. Since all the memories have 2 ranks, in
order to match the size of the queue in gem5 with DRAMSim3, we used 2x the number

of entries in gem5. This will result in higher latency in comparison to DRAMSim3.

e The gemb memory controller does not fully implement the bank group feature in mem-
ories, where consecutive accesses to banks from different banks incur a smaller serial-

ization time (tcopg instead of toep, ).

In addition, as discussed previously, the RoCoRaBaCh address mapping can hide the access
latency even under a closed page policy in a memory channel. Moreover, in regards to our

preset list of assumptions, here is a overview of this model’s compliance with those.

e The results show that using open page policy would result in lower latency under linear

traffic.

e The results show that among all the address mappings using RoCoRaBaCh address

mapping results in the lowest measured latency.
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Figure 5.3: Comparison of measured latency different memories under a linear traffic equiv-
alent to their peak theoretical bandwidth.
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Figure 5.4 shows a comparison of measured bandwidth between gem5’s models of the
DDR3, DDR4, and HBM and their DRAMSim3 implementations for random traffic. The re-
sults show little difference between the measured bandwidths from gem5 models and DRAM-
Sim3 models. The results show that under random traffic the performance metrics do not
change with the the change of the memory which is in line with our expectations; Differ-
ent address mappings target exploiting the locality in memory accesses to deliver a higher
bandwidth or lower latency which a random access pattern lacks. We also observe a small
increase in measured bandwidth when using close page instead of open page policy, which is
due to the small time saved by precharging the row after every access and parallelising the
precharge cycles with other banks’ activations. In regards to our expectations with random

traffic:

e The results show that under random traffic, bandwidth measurements are address

mapping agnostic.
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Figure 5.5 shows a comparison of read latency between the simulation models for DDR3,
DDR4, and HBM in gem5 and DRAMSim3 for random traffic. There is almost a 2.5x
difference between the measured latencies in gem5 and DRAMSim3 with open page policy
and a 2x difference with close page policy. The errors originate from the same source as
explained before for linear traffic. Moreover, in regards to our preset list of assumptions here

is a overview of this model’s compliance with those.

e The results show that using close page policy would result in lower latency under

random traffic.

e The results show that under random traffic, latency readings are not affected by the

change of address mapping.
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Figure 5.6 shows the relation between measured bandwidth and latency for DDR3, DDRA,
and HBM in both gem5 and DRAMSim3 under linear traffic, and Figure 5.7 shows the
relation between measured bandwidth and latency for DDR3, DDR4, and HBM in both
gemb5 and DRAMSim3 under random traffic. Comparing the two metrics and the trend
of changes in each of the variables, we could expose the overall behavior of the memory
model. We would expect as the bandwidth readings increase, the latency readings increase
as well, which is aligned with what the results show in the figures. Moreover, based on our
previous latency tests we saw a 2x difference in the measured latency. However, that source
of inaccuracy in the absolute values could be disregarded since based on the observation
in the trends, the difference in latency measurements do not show any random behavior.
In contrast, they exhibit an almost constant difference between gem5 and DRAMSim3.
Therefore, in experiments that do not target memory performance rather use memory to
evaluate novel ideas in other aspects of the system the relative performance of their different

configurations should not be affected by our measured difference in latency.
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Figure 5.6: Tradeoff of bandwidth and latency under linear traffic for different memories.
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5.2 Cache Tests

Caches are used in computing systems to provide low latency, high bandwidth access to
the memory subsystem. Modern computer systems use multiple levels of caches to further
improve the performance of the memory subsystems. However, the achieved latency and
bandwidth is dependent on the frequency of accesses serviced by each layer of the memory,
as the access reaches to the lower levels of memory it achieves less bandwidth and higher
latency. To attest this fact we used synthetic traffic with a two level cache hierarchy. The L1
cache is an 64 KiB 8-way set associative cache connected to a 512 KiB 4-way set associative
L2 cache. Diagram 5.8 describes the test bench system used for this experiment.

In this test we measured the average read latency of accesses in a scenario described
below:

First we warmed up the L2 cache by reading addresses from 0 to 512 KiB. Next, we fill
the L1 cache by reading addresses from 0 to 64 KiB. After this phase we reset the statistics
gathered up until this point and simulate the main phase. The main phase consists of
reading addresses from 0 to a variable range. As this range increases, the access addresses
start moving down the memory hierarchy, resulting in an increase in the access latency and
a decrease in the measured bandwidth. Figure 5.9 shows the effect of the accessed range on

the measure latency and bandwidth.

P SendTimingResp SendTimingResp
<

PyTrafficGen L1 [€—> L2 MemCtrl <
N N

sendTimingReq sendTimingReq

DRAM
Interface

Figure 5.8: Diagram of the system used to test cache models.
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Specification Intel Skylake | gemb model
Size 32 KiB 32 KiB
Associativity 8 8

L1 Cache ' rsHRs 10 10
Access Latency | 4 cycles 4 cycles
Size 256 KiB 16 MiB

L2 Cache | Associativity 4 16
Access Latency | 12 cycles 40 cycles
Size 16 MiB N/A

L3 Cache | Associativity 16 N/A
Access Latency | 42 N/A
GUPS 0.39 0.43

Table 5.2: Comparison

of real hardware with gem model for GUPS Test.

The data presented in figure 5.9 shows that going down in the memory hierarchy will

result in an increase in the latency and a decrease in the bandwidth, which is in line with

our expectation of how a cache hierarchy influences the performance of memory subsystem.

5.3 GUPS Tests

In order to evaluate the whole memory subsystem consisting of caches and memory modules,

we used GUPSGen in a system described by figure 5.10. As we previously mentioned, GUPS

is a performance measure defined by the RandomAccess benchmark [20].

38

It exhibits a



SendTimingResp

GUPSGen MemCtrl  [«—>  DDR4

sendTimingReq

SendTimingResp

GUPSGen

sendTimingReq

SendTimingResp

GUPSGen MemCtrl  [€—> DDR4

sendTimingReq

Figure 5.10: Diagram of the system used to test memory subsystem.

uniformly distributed pattern of memory accesses with both read and write operations. Due
to the lack of locality in its accesses, the benchmark is a suitable test for pressuring the
memory subsystem. In order to configure our caches, we used publicly available information
on the Intel Skylake architecture [27]. Table 5.2 lays out the details and the comparison of
GUPS measurements between the gem5 model and real hardware. We used the ruby cache
implementation of the MOESI protocol to model our caches. However, gemb currently does
not support a 3 level cache hierarchy with the MOESI protocol; therefore, in order to model
the L3 cache, we used an weighted an average of access latency from the L2 cache and L3
cache from the Skylake processor to configure the L2 cache in our model. The results show
that while the real hardware running the GUPS benchmark in parallel mode achieves a 0.039

GUPS measurement, the configured model achieved 0.043 GUPS measurement [8].
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Chapter 6

Conclusion and Future Work

In this work, we studied the accuracy of memory and cache models in gem5. We used a bot-
tom up approach to set up systems that single out a component in the memory subsystem for
testing. This approach enables us to validate each components separately. In our evaluation,
we only considered the system effect of these components, and how different configurations
of each model influences the performance at a higher level. In our experiments we did not
encounter any unexpected behavior from any model. However, the memory controller model
shows a 2x latency difference with our reference for comparison, we related this difference
to an abstraction error resulted from the design of the memory controller. The memory con-
troller does not implement queue structure in detail and lacks support for DRAM specific
features such as bank groups. However, our further studies showed that this difference could
be disregarded in regards to relative performance. Studies not targeting the memory design
will not be affected by this difference as the difference will be factored out, since it is evenly
applied to all cases, in the users’ comparison. Moreover, we validated the cache models in
the gemb simulator by measuring their effect on memory subsystem performance using la-
tency and bandwidth as metrics. Finally, we set up a complete memory subsystem based on
publicly available information on an Intel Skylake architecture. Our results showed a 10%

difference between the models in gemb and real hardware on the GUPS measurements.

40



The major focus of this work is to validate the memory controller and DRAM modules
in the memory subsystem, in future we will focus on validating cache models with further

detail as listed below:

e Validate the Network on Chip topologies by comparing timing results between different

topologies.

e Validate different coherency protocols by devising experiments that represent Single

Producer, Multiple Consumer scenarios.

e Use validated designs to implement known good configurations for the memory sub-

system.

Moreover, based on our measurements and observations we believe the following improve-
ments could be done to increase the accuracy of gem5’s components in the memory subsys-

tem:

e Support could be added for per-bank and per-rank queue structures in the memory con-
troller design. We believe implementing queue structures in detail could significantly
improve the measured memory access latency. Moreover, the proposed improvement

does not require significant change to the code base.

e Bank grouping feature could be fully implemented as it now a common feature among
modern memory modules such as HBM, and GDDR. We believe this has considerable
impact in latency measurements from memory modules specifically when using highly
parallel programs or architectures. This change could be implemented by checking the
number of bank group the request would map to when servicing and scheduling re-
quests. Therefore, we do estimate that little change to the code base would accomplish

this task.

e Modern coherency protocols along with common cache hierarchies could be imple-

mented using SLICC. We believe this change makes it possible to better configure
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memory subsystems that represent the real hardware. However, this change requires
significant amount of change and time to be implemented correctly, both functionally

and accurately.

The above list targets improvements in terms of the accuracy of the simulator. However,
the simulator could also be improved in terms of usability and configurability. Below is a

list of proposed improvements that could improve the usability of the gemb simulator:

e Similar to SLICC, a domain specific language could be developed to describe the be-
havior of the memory controller. The goal of this improvement would be to allow the
users to implement their designs by describing the memory controller as a state ma-
chine. This change would specifically benefit those who study the possibility of using
DRAM as caches for NVM or using DRAM alongside NVM.

e The infrastructure for NoC simulation could be updated to support probing inside the
NoC. At the time of writing this thesis, the links between the routers and controllers
in the memory subsystem do not support attaching monitors. We believe adding this
capability would allow users to gather more accurate information on memory requests

such as compiling a trace of physicall memory addresses during full system simulations.
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