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Droplets and particles are a physical feature of many atmospheric and oceanic systems.
For example, the Deepwater Horizon oil spill in 2010 resulted in large plumes being
trapped as they rose through stratified layers in the Gulf of Mexico. To begin
understanding how and why these plumes became trapped, we produce numerical
simulations of a single oil droplet rising in a stratified ambient flow and develop a force
decomposition model to characterize surface forces acting on the droplet. Following this,
we shift towards the development of numerical methods capable of simulating
incompressible flow. We develop a novel collocated projection method for simulating
incompressible multi-phase fluid flows in two and three dimensions. This method uses a
modified pressure correction projection to solve the Navier-Stokes equations for the fluid
flow. The fluid solver employs an adaptive mesh refinement strategy using non-graded
octree/quadtree grids and a finite volume discretization for the viscosity and projection
operators. The moving interface between phases is captured using a coupled level
set-reference map method, which provides a sharp representation of the interface position.
This method and solver are highly adaptable to multi-physics applications due to their
simplified code structure and second order accuracy. We demonstrate its capabilities
through a variety of density and surface tension driven multi-phase flows, including high
fidelity simulations of single and multiple rising bubbles facing weak and strong surface
deformations, as well as, flow of rising bubbles past solid obstructions.
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Chapter

Introduction

Rising droplets and bubbles in stratified fluids, fluids featuring gradients in density and
temperature, are a physical feature of many atmospheric and oceanic systems [42]. Such
systems are vital to understanding important environmental processes. Some processes,
including oil spills in the ocean [20, 35, 59, 44], fine particle pollution in the atmosphere
[71], and settling marine snow [53], are important to understand in order to mitigate and
prevent global environmental crises.

Oil spills in the ocean are characterized by plumes of oil rising out from a well in the
deep ocean. The interaction between these oil plumes and the density variation in the ocean
greatly affects the dynamics of rising. During the Deepwater Horizon Oil Spill of 2010,
a significant amount of oil became trapped in intrusion layers caused by the presence of
density gradients, instead of quickly rising to the surface as would be naively expected
due to the oil being lighter than all the surrounding ocean water [44]. It is necessary to
understand the dynamics underlying the interaction between the rising oil plume and the
density stratification that led to this trapping phenomenon to understand why it occurred.
This problem is an example of multi-scale dynamics that occur in environmental systems
that feature interactions of droplets and particles and a density stratified ambient.

The rising plume escaping from the underwater well in an oil spill can be thought of
as a collection of individual oil droplets, as well as other agents such as surfactants. Thus,
both an individual droplet as well as multiple droplets’ interactions with the density varying
ocean should be considered. This is an example of a multi-phase fluid flow: a fluid flow in
which multiple immiscible fluids interact with one another.

In order to begin studying this problem, we first consider the dynamics of a single
rising oil droplet as it rises through a sharp, two-layer density stratification, in which two
miscible fluids of constant density are layered on top of each other with a transition region
in between, see figure 1.1. In the experiment, the droplet experienced a tremendous



slowdown and entrainment of fluid as it passed from the higher density lower layer fluid
through the region of density stratification and into the lower density upper layer fluid
[43]. In this dissertation, 1 focus on mathematically modeling and computational
simulations of a single droplet with the intention to extend this work to multiple droplets
in the future.

Upper layer fluid
(low density)

Pu

U‘N.

Transition thickness f

- ) \

Lower layer fluid [ d Entrained fluid
(high density)

Pl

Figure 1.1: Schematic of a single droplet rising through the transition thickness h between
two constant density layers, with the densities of the lower and upper layers denoted p; and
pu, respectively (p; > p,). The entrainment of denser fluid around the droplet is shown.
Figure from [43].

In environmental systems such as oil spills, experiments can be costly, difficult to
perform, and limited in the quantities of interest that can be measured. In these scenarios,
computational simulations are an integral tool because they allow for the flexibility to
study a wide range of parameters and quantitatively measure any relevant quantity of
interest that is necessary to fully understand and interpret the present dynamics. Since
these problems are multi-scale and involve complex physical dynamics, the numerical
methods used for these computational simulations must be accurate and efficient.

We began this investigation by modeling a single rising oil droplet as an
incompressible multi-phase flow and validating this model using the numerical method for
simulating incompressible two-phase flow developed in [69]. We produced simulations
that share both qualitative and quantitative agreement with data from the experiment
conducted in [43]. These simulations are featured in chapter 2. However, this numerical
method was limited in its ability to accurately resolve the forces present on the oil droplet
when moving through a stratified ambient, necessitating the use of a different numerical



method with a higher order of accuracy. We developed a novel numerical method for
simulating incompressible multi-phase fluid flow that we believe is capable of accurately
simulating rising oil droplets in density stratified flows, and that is highly adaptable to
studying other similar multi-physics applications. The details of this numerical method
and its validation are described in chapters 5 and 6. This method is an extension of a
similar method for simulating single phase fluid flow, which is described in chapter 4. We

aim to do a full numerical investigation of oil droplets in the future using the new
numerical method.

1.1 Model equations for rising oil droplets in density
stratified flows

We consider a domain €2 consisting of two fluid phases: Q" the droplet phase and 2~
the fluid phase. The two phases are separated by an interface I', upon which there is a
curvature ~« and interfacial tension ~, see figure 1.2. The fluid velocity and pressure are

—

Figure 1.2: Problem schematic where the densities in each phase are denoted by p* and

the viscosities in each phase are denoted by p*. The interface I' has a curvature x and
interfacial tension .

modeled by the incompressible Navier-Stokes equations

with the Boussinesq
approximation, given by

0
o (a‘;ﬂl.w) — Vp+pAu+tpg  VxeQ\T, (1.1



V-u=0 vx € Q\T, (1.2)

where u(x, t) is the fluid velocity, p(x, t) is the pressure, g is the acceleration due to gravity,
p(x,t) is the density, and p is the viscosity. The density py is a constant value in each
phase, and is defined as the density of the droplet in Q2 and an average of the density in
2~. Equations (1.1) and (1.2) represent conservation of momentum and mass, respectively.
Due to the presence of the interface I', the model for fluid velocity and pressure has the
following interface jump conditions

[ul=0 VvxeTl, (1.3)
[oc-n—pn] =ysn  Vxel, (1.4)

where [x] = x* — x is the jump of the quantity x across the interface T', 7 is the
coefficient of interfacial tension, x is the curvature of the interface I', n is the outward
facing normal vector, and o = p (Vu + VuT) is the viscous stress tensor. These jump
conditions represent the continuity of velocity across the interface and the jump in stress
due to interfacial tension, respectively.

Additionally, because the density in €2~ features a density gradient, we model the
variable density in 2~ with the following advection-diffusion equation

ap _
E—l—u-Vp:DpAp Vx € Q7 (1.5)
where D, is the diffusion coefficient. This diffusion coefficient is chosen in practice to be
on the order of D, ~ 107° cm?/s, as this is the diffusion coefficient of salt in water. In
practice, this is smaller than the numerical diffusion of the method used to solve Eq. (1.5),
but this is not an issue because we expect the effects of advection to primarily drive the
evolution of the density field in the ambient fluid over time.

Equations (1.1)-(1.5) are nonlinear vector equations that involve solving for multiple,
coupled variables, and feature jump conditions connecting the two fluid phases. This
makes solving this set of equations numerically challenging. Projection methods [22] are
a widely used class of numerical methods that numerically solve the Navier-Stokes
equations (1.1)-(1.5) in a splitting approach in which the momentum equation Eq. (1.1) is
solved first and then corrected to account for the divergence free condition Eq. (1.2). The
numerical method [69] that we began this investigation with is a modified pressure
correction projection method, which handles the jump conditions Eqgs. (1.3) and (1.4)
through an iterative approach. Similarly, the novel numerical method we developed during
this work, presented in chapter 5, is also a type of modified pressure correction projection
method.

Given that multi-phase fluid flows model systems with complex dynamics that occur
across a range of relevant scales, adaptive mesh refinement (AMR) must be employed as



part of the numerical method to ensure computational efficiency. The method that we
developed uses adaptive octree/quadtree grids [55] in 3D and 2D, respectively, as the
AMR strategy. With projection methods specifically, one primary concern that must be
addressed is the storage location of all computational variables on the computational grid.
Staggered grids, such as the widely used Marker and Cell (MAC) grid [30], which stagger
the storage locations of the velocity components and pressure, are often preferred because
they can be readily shown to be stable, even on adaptive grids, see for example [69]. The
method we developed instead collocates all computational variables at the nodes of the
computational grid. In doing so, we derive a nodal projection operator that is used to
project the velocity field found from solving the momentum equation Eq. (1.1) into the
divergence free space. This choice allows us to obtain a higher order of accuracy and is
shown to be numerically stable under a range of boundary conditions, though the
projection into the space of divergence free velocity fields is only approximate.

This dissertation is organized as follows: In chapter 2, we present the comparison
between simulations of rising oil droplets in a sharply density stratified flow produced
using the numerical method from [69] and the experimental data of [43]. In chapter 3, we
introduce a novel model for the decomposition of surface forces acting on the rising oil
droplet and present preliminary results of this model using the method of [69]. In chapter
4 we given an overview of the nodal projection operator that is the foundation of our
numerical method for simulating incompressible two-phase flow and summarize the
numerical method for incompressible single phase flow that our two-phase flow method
extends. Chapter 5 is a thorough overview of all details of the numerical method for
simulating incompressible two-phase flow, and chapter 6 details the verification and
validation of this method.



Chapter

Rising o1l droplets in stratification

In this work, I developed a framework to computationally study a single rising oil
droplet as it rises through a sharp, two-layer density stratified fluid, as described in figure
1.1. This framework involves computing the velocity and pressure of the oil and ambient
fluid, by numerically solving Eqgs. (1.1)-(1.5), as the droplet travels through a region of
density stratified fluid. Then we use the velocity and pressure to compute several
interfacial forces that dictate the effect of stratification on the droplet’s rising behavior.

This problem was studied experimentally at UC Merced in [43], where time scales of
the entrainment process were quantified for a range of experimental parameters, such as
Reynolds numbers ranging from 5.4 - 1060. While these experiments were able to
quantify aspects of the process of entrainment and slowdown as the droplet passes through
the transition region, quantities such as forces and energies were not capable of being
measured. To further the investigation of this experiment, I use numerical simulations to
capture the experiment in a framework where all numerical quantities are available and
capable of being used to solve for relevant forces and energies. The primary goal of my
investigation has been to use simulations to measure and understand the forces that play
the largest roles in driving droplet entrainment and slowdown.

The subject of the rising and settling of particles, drops, and bubbles in homogeneous
density and density stratified fluids has been an area of active experimental and
computational research. The incorporation of density stratification in particular has led to
numerous studies into how to quantify the effects of stratification on rising and settling by
means of decomposing the effects of stratification into multiple, distinct forces. Some
experimental investigations include [32], where settling and rising spheres were studied in
density homogeneous flows and the vortex shedding and wake structure were investigated
in a range of moderate Reynolds number regimes and [74, 6], where the terminal drop rise
velocity of several types of droplets including toluene and n-butanol in water were



studied. These studies helped establish the general velocity profiles of rising and settling
particles and drops present in regimes in the absence of any density stratification.

In addition, there have been experimental studies that focused on the increased
complexity that density stratification adds to the rising and settling dynamics of solid
particles. In [61], the gravitational settling of solid particles in a two layer density
stratification demonstrated that particles experience an additional drag force and
deceleration due to stratification. Similary, [73] also found that settling particles passing
through a two layer stratification region reach a velocity minimum as the particle exits
from the density transition region. This phenomenon was also observed in [1], in which
settling spheres were studied in a strongly stratified two layer regime, where the
stratification forces were also observed to have caused a reversal in the sphere’s direction
of motion. Finally, settling spheres in low Reynolds number, or Stokes flow, regimes with
both two layer and linear stratification were studied in [77, 19, 45], quantifying the
entrainment in this additionally physically relevant regime. Finally, [43] studied rising oil
droplets in a sharp two layer density stratification. They quantified two timescales
describing the droplet’s delay, as well as estimations on stratification forces contributing
to the delay. It is this experiment that this work aims to further through numerical
simulations.

There similarly exists a comparable body of numerical studies of rising and settling
particles, spheres, and drops in both homogeneous and density stratified fluids. In [5], the
wake dynamics of very light rising spheres under buoyancy in a density homogeneous
flow were studied. Both [6, 11] featured numerical investigations into the rising of
n-butanol droplets in density homogeneous water, which agreed with corresponding
experimental investigations. For drops in density stratified fluids, [7] observed that the
drag coefficient of settling spherical drops was enhanced in linearly stratified flows under
a range of Froude numbers. This study also considered sharp two-layer stratified fluids,
and saw a similar drag enhancement. The study [58], also in a linearly stratified flow,
observed an increase in drag in a low Reynolds number regime due to stratification and
inertial forces.  Finally, [13] considered simulations of oil droplets in two layer
stratification, and found that Marangoni forces, forces arising due to surface tension
gradients, also play a significant role in stratification induced drag enhancement.

In this chapter, I give an overview of the means by which the model equations are
numerically solved and show validation of the simulations with available experimental
data. In chapter 3 of this dissertation, interfacial forces are identified and solved for using
a decomposition of the pressure field corresponding to distinct physical effects such as
viscosity and buoyancy. While this decomposition proved capable of solving for distinct
interfacial forces over time, a preliminary numerical investigation in both a homogeneous
and stratified ambient yielded noisy and inaccurate results that were not sufficient to



perform a full investigation on the role of each force in driving droplet entrainment. This
limitation in accuracy inspired the development of a novel numerical method to solve
Eqgs. (1.1)-(1.5) that has a higher order of accuracy, the subject of chapters 4 - 6 of this
dissertation.

2.1 Model equations

As previously stated, the velocity, pressure, and density field of a single rising oil
droplet in stratification are modeled using Egs. (1.1)-(1.5). The momentum equation (1.1)
has been simplified using the Boussinesq approximation to have any variable density
effects be considered only in the external body forces. This approximation is valid for
density variations in the ambient fluid that are near the range of 5 — 10% [60], which is
true in the experiments these simulations are modeling.

To focus more closely on the interfacial effects that are induced by density stratification,
we rewrite these equations by rescaling the pressure to remove the lower layer hydrostatic
PIessure, Phydrosaic = P19yY> Where g, is the non-zero component of the acceleration due
to gravity, y is the coordinate in the rising direction, and p; is the lower-layer density. We
define the rescaled pressure p as

P =D~ MYyYy- (2.1)

As such, Eq. (1.1) can be written in terms of p as

1 0 -
vﬁ:_<“+uwm)+“Au+@”E, 2.2)
Po ot Po Po

with corresponding jump conditions at the interface

[ul=0 Vxel, (2.3)
[o-n—pn] =~ykn vx e, (2.4)

We also define a rescaled density profile, p,
p=p—p. 2.5)
As such, we can write Eq. (2.2) as

X _
—Vp = - (811 tu- Vu> + 2 Aut Lg. (2.6)
Po ot Po Po



Finally, we note the wall boundary conditions for u and p,

8711 =0 Yy = Ymaa:a (273)
on
u=20 Vx € 00 1y # Vi, (2.7b)
ﬁ =0 Yy = Ymax; (283)
op
— =0 Vx € 00y # Yz, (2.8b)
on

where we consider the boundary of the domain to be 92 = [ X in, Ximaz] X [Yinins Ymaz] X
[Zmin7 Zmax]~

2.2 Numerical method

The model equations, Eqgs. (2.3)-(2.8), are solved using the numerical method
presented in [69]. This numerical method is a pressure correction projection method on
adaptive octree grids, which uses a staggered Marker and Cell (MAC) grid for storing the
computational variables. The details of this numerical method will be elucidated on
further in chapter 5, as the new numerical method developed in this dissertation is based
on this method. The primary difference between these methods is the grid on which
computational variables are stored and the number of interpolations required due to the
new grid layout. In short, these numerical methods solve the incompressible two-phase
Navier-Stokes equations Eqs. (1.1)-(1.4) through a splitting approach where the
momentum equation Eq. (1.1) is solved first and then corrected to account for the
divergence free condition Eq. (1.2). The advection is treated explicitly and diffusion is
treated implicitly. The adaptive octree grid is refined in areas near the interface and where
there are high variations in density, velocity, and vorticity.

Additionally, the interface between oil and water, I, is represented using the level-set
method [48] as the zero-contour of an auxiliary function ¢. The details of how this level set
function is advanced in time are also explained further in chapter 5, although this method
does not use the volume preserving projection to the reference map that is incorporated in
the new numerical method.

2.3 Comparison with experiment

Using the numerical method of [69], several comparisons between simulations and
experiments were performed. Shown in figure 2.1 is an image from a 3D simulation of a
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2D slice of the density field in the ambient fluid surrounding a droplet that is passing
through the transition region. This figure demonstrates that the simulation captures the
entrainment of higher density fluid as the droplet passes from the lower layer to the upper
layer. Shown in figure 2.2 is a comparison between the shadowgraph of a simulation and

Figure 2.1: Simulation of rising oil droplet in sharp two layer stratification. A 2D slice of
the 3D simulation is shown, with the color representing the density in the ambient fluid.
The lower-layer density depicted in red is p; = 1.1 g/cm? and the upper-layer density
depicted in blue is p, = 1 g/cm>. Here, the density and viscosity of the droplet are
pa = 0.9972 g/cm? and pg = 0.098 g/(cm - s), respectively. Additionally, the Reynolds
number in the lower layer is Re = 370. The entrainment of density from the lower layer is
depicted.

experiment. The shadowgraph is a quantity computed as V2p, and is used to visualize the
drop’s wake structure. Though the simulation does not fully capture the unsteady nature of
the wake structure far from the drop, it does capture the near drop wake fairly close to
experiment. Additionally, we note that this unsteadiness could be better captured with the
addition of some sort of destabilization mechanism or symmetry breaking in the model.
Shown in figures 2.3 and 2.4 are a comparison between the droplet’s vertical position
and velocity over time. We observe some agreement with the experiment, in particular
with capturing the trends in the rising velocity. In both the experiment and simulation, we
observe that the droplet rises with an asymptotic rising velocity in the lower layer,
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Figure 2.2: Comparison between the shadowgraph of a simulation (left) and the
corresponding experiment (right) as the droplet travels through the transition region. The
parameters in the simulation were set to be equal to those in the experiment, where the
lower-layer density is p; = 1.1 g/cm? and the upper-layer density is p, = 1 g/cm?. Here,
the density and viscosity of the droplet are p; = 0.9972 g/cm? and g = 0.098 ¢/(cm - s),
respectively, and the Reynolds number in the lower layer is Re = 370.
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experiences a tremendous drop in velocity as it travels through the transition region,
reaches a velocity minimum shortly after entering the upper layer, and finally accelerates
until achieving an asymptotic rising velocity in the upper layer. While our simulations
produced similar orders of magnitude in position and velocity compared with the
experiment, there is a noticeable discrepancy between the two results. We believe that this
is due to limitations in the model itself, as, for example, we do not model the asymmetry
in the wake that was observed in the experiment shown in figure 2.2. Nevertheless, these
comparisons demonstrate validation of the mathematical model and of the numerical
method itself in being able to reproduce the velocity trends observed and measured in the
experiments.

25
20
E15-
>
10+
—experiment
5 —simulation

2 3 4 5 6 7 8 9 10

Figure 2.3: Droplet rising vertical position vs time, comparison between experiment (red)
and simulation (blue).
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Figure 2.4: Droplet rising vertical velocity vs time, comparison between experiment (red)

and simulation (blue).



Chapter

Investigation of interfacial forces

In this chapter, we present a model for the interfacial forces impacting a rising oil
droplet as it rises through a region of density stratified ambient fluid. Inspired by the
work of [78], this model is a force decomposition model, obtained from decomposing
the fluid pressure into distinct components that each derive from a physical effect such as
the gravitational force and interfacial tension and that are all impacted by the presence of
density stratification. We present a preliminary numerical investigation of this model using
the model and numerical method [69] presented in chapter 2, in both a homogeneous and
stratified ambient.

There have been several studies focused on quantifying the multiple forces that arise
in stratified flows in order to understand the role each plays on rising and settling particle
and droplet drag enhancement. In [23], a distinct stratification force on settling spheres
was identified in a linearly stratified flow due to vorticity resulting from baroclinic torque,
present due to a misalignment of density and pressure gradients. This work was expanded
on in [78], in which a force decomposition was proposed including an additional buoyant
entrainment force and a force due to baroclinic torque. This force decomposition approach
serves as the inspiration for the force decomposition model presented in this chapter.

3.1 Net force acting on droplet
The net force acting on the droplet is the sum of body forces plus the drag force,

Fnet = pdgv + Fdrag’ (31)

14
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where p; and V' are the density and volume of the droplet, respectively, and
Fuse = [ 1+ (~(5+ pugyy))L+ p (Vu+ Vu'))ds, (32)
where I is the identity matrix. Then as such, the net force is given as
Foo = pagV + /r n-(—(p+ pgy)l+p (Vu + VuT))dS. (3.3)
And we can simplify this by integrating the hydrostatic pressure term and obtain
Foe = (pa — p1)gV + /F n- (—pl+p(Vu+ vaT))ds. (3.4)

Then Eq. (3.4) can be used to compute the net force on the droplet. We wish to split up
the integral term in Eq. (3.4) by decomposing p into multiple components that represent
different physical effects.

3.2 Identification of interfacial forces

Considering Egs. (2.6), (2.3), and (2.4), we note that there are four distinct effects
comprising the pressure: buoyancy effects due to terms containing pg, viscous effects due
to terms containing p, interfacial tension effects due to terms containing -y, and remaining
inertial effects due to the remaining terms. This approach is similar to [78] but now in the
context of drops and interfacial tension forces instead of solid spheres. This observation
allows us to decompose the rescaled pressure as

ﬁ:p,u +pp+pu +p'y» (35)

where p,, is the pressure due to viscous effects, p, is the pressure due to buoyant effects,
p~ 18 the pressure due to interfacial tension effects, and p,, is the pressure due to remaining
inertial effects.

3.3 Derivation of Poisson jump problems

Given the pressure decomposition Eq. (3.5), we now wish to derive a set of equations
to solve for each component, allowing us to isolate each and study their relative effects on
droplet entrainment over time. Poisson problems can be derived for each pressure term by
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first taking the divergence of Eq. (2.2) and applying the divergence free condition V-u = 0,
resulting in

1 1 (0
—Ap=—(V-(u-Vu +<~> . (3.6)
pO ( ( )) p() ayp gy
We can also take the dot product of Eq. (2.6) with the normal vector n and obtain
1 0 D
Vﬁ-n:—<u—l—u-Vu)-n—i—'uAu-n—kpg-n. 3.7
Po ot Po Po

We will use Eq. (3.7) to determine the jump conditions for the pressure when x € I'. In
addition, we note that the jump condition Eq. (2.4) can be re-written as

[p] = [n- 0o - n] — k. (3.8)

Then using Eqgs. (3.6), (3.7), and (2.8) we define the Poisson problems as

—Ap, =0 (3.92)
Po
lpu] =[n-o-n] Vx €T, (3.9b)
Hln . VpHH - H“Au : n” vx €T, (3.9¢)
£o Po
by = 0 Yy = Yma:ca (39d)
oy, _ )
= Vx € 0 y # YVinas, (3.9¢)
on
1 1 0
—Ap, = — | —p 3.10a
Po Pe £o (3?/0) v ( )
pp] =0 vx €T, (3.10b)
Hln : VppH - Hpn : g” vx €T, (3.10¢)
£o Po
Dp = Yy = Ymaxa (310d)
Ip, _ )
= = Vx € 0 y # YVinass (3.10e)
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1
p—Apu =—(V-(u-Vu)) (3.11a)
0
[p.] = Vx eI, (3.11b)
1
Hn , Vpuﬂ _0 vx e, (3.11¢)
Po
Py =20 Y = Yiaaz, (3.11d)
Opu
YPu _ Vx € 00 1y # YViaws (3.11e)
on
1
L Ap, =0 (3.12a)
Po
Hln . vpyﬂ _ vxeT, (3.120)
Po
Py =10 Y = Yoaz, (3.12d)
%1: —0 VX € 00y £ YVinaa. (3.12¢)

Eq. (3.9) is for the viscous pressure, Eq. (3.10) is for the buoyancy pressure, Eq. (3.11)
is for the remaining inertial pressure, and Eq. (3.12) is for the interfacial tension pressure.
We note that in Eq. (3.10c), the flux jump is in p and not in p due to the fact that the jump
in p; is zero. We also note in Eq. (3.11c¢) the flux jump is zero due to continuity of u across
I.

Additionally, we have another viscous force,

Flics = /F n- (u(Vu+ vub))ds, (3.13)

though this force is not due to the pressure, but rather the velocity field alone. The
individual forces are computed by integrating the pressure components over the interface,
as

F, = /Fn-(—pull)dS, (3.14)
F, = /Fn-(—ppﬂ)dS, (3.15)
F, = /Fn-(—puﬂ)dS, (3.16)
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F, = /Fn-(—p,yﬂ)dS. (3.17)

As such, the net interfacial force (the net force from Eq. (3.4) minus the first term) can be
computed as

Fioe = /Fn (=(pp + pp + pu + py)I)dS + /F n- (u (Vu + VuT))dS. (3.18)

3.4 Preliminary results of droplet in homogeneous and
stratified fluids

Using the Poisson problems Egs. (3.9)-(3.12), interfacial forces were computed using
pressure components for a droplet in a homogeneous ambient and a droplet in a sharp
two layer density stratified ambient. The numerical method used to solve these Poisson
problems is the Poisson solver described in chapter 5.9.1.

3.4.1 Homogeneous ambient

To verify the accuracy of the Poisson jump problems Egs. (3.9)-(3.12) as a
decomposition of the full pressure, first a comparison between the sum of the pressure
components and the full pressure was performed in a homogeneous ambient fluid. This
comparison is shown in figure 3.1, and aside from deviations at early times at the start of
the simulation, the pressure decomposition matches fairly well with the full pressure,
demonstrating that the Poisson jump problems were formulated correctly in the constant
density ambient fluid configuration. The discrepancy between the full pressure and the
sum of the pressure components is explained by limitations in accurately computing terms
in Egs. (3.9)-(3.12) that involve multiple derivatives of u, as u is obtained from a first
order accurate numerical method.

A full force investigation was additionally performed on a drop rising in a homogeneous
flow, shown in figure 3.2. In this figure, interfacial forces from the pressure decomposition
are shown with solid lines, and the remaining forces and net force are shown with dashed
lines. In this scenario, the droplet rises until it reaches a terminal velocity, and thus rises
until it has zero net force. This is correctly demonstrated in the simulation (see dashed red
line). This also demonstrates the capability of the individual forces to be studied over the
course of a simulation.
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Figure 3.1: Pressure decomposition (orange) compared to the full pressure (blue) for a
droplet rising in a homogeneous flow. In this case, the interfacial forces due to pressure
were computed for the pressure decomposition and for the full pressure for the comparison.
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Figure 3.2: Forces acting on a rising droplet in homogeneous flow vs time. The interfacial
forces due to the pressure decomposition are shown as solid lines, and the remaining forces
and net force are shown as dashed lines.
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3.4.2 Sharp two layer stratified ambient

Finally, the force decomposition is applied to a simulation of a drop rising in a sharp
two layer density stratification, with the same parameters as the case shown in figures 2.1
and 2.2. Equations (3.9)-(3.12) are solved and the resulting forces per volume are shown
in figures (3.3) and (3.4). Note that the buoyant force is shown with a full, unscaled
pressure with the lower layer hydrostatic pressure still present. While the resulting
buoyant force is reasonable and matches the expected behavior while the droplet is in the
lower layer, the remaining forces are extremely noisy and likely quite inaccurate, even in
the lower layer. We believe again that this noise and inaccuracy is due to the velocity field
not being obtained in manner that allows for accurate calculations of its second
derivatives, given that the velocity field is computed using the first order accurate method
[69]. While these inaccuracies were more manageable in the constant density ambient
fluid case shown in section 3.4.1, the droplet experiences far more dramatic changes in its
velocity when in the presence of density stratification. As a result, there is a much greater
need in the fully density stratified case to accurately compute the inertial and viscous
effects modeled through two derivatives of the velocity field. Attempts to remedy this
noisy and inaccurate behavior proved to be insufficient, leading to the realization that we
should use a different numerical method with higher accuracy in the velocity field to solve
the model equations Eqgs. (1.1)-(1.2). The velocity field and its derivatives are the primary
tool needed to compute these remaining forces, as seen in Egs. (3.9) and (3.11), and thus
need to be computed with the highest accuracy possible. A novel numerical method that
fits this criteria is the focus of the rest of this dissertation.
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Figure 3.3: Buoyancy force per volume vs time (blue) with a smoothed curve (red). This
additionally accounts for the lower layer hydrostatic pressure. The vertical black line
signifies the time at which the droplet enters the transition region from the lower layer.
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Figure 3.4: Viscous, remaining inertial, and interfacial tension forces per volume vs time
(circles) along with smoothed curves (solid lines). The vertical black line signifies the time
at which the droplet enters the transition region from the lower layer.

3.5 Conclusions

In this project, we successfully modeled and numerically simulated an oil droplet
rising in a sharp two layer stratification. These simulations were validated against
available experimental data, and show both qualitative and some quantitative agreement.
From this starting point, we developed a model for forces acting on the surface of the
droplet as it rises through the region of density stratification. We validated this model
using a rising oil droplet in a homogeneous ambient layer without the effects of density
stratification. However, when applied to a case with density stratification, limitations in
the accuracy of the numerical method used led to an inability to perform a full
quantification of the relative effects of each interfacial force on droplet slowdown and
entrainment.

To address these limitations, we develop a new numerical method for simulating
incompressible two-phase flow that shares similarities with the method [69] but is an order
of accuracy higher in the velocity. With this method implemented and validated for
examples featuring a constant density flow, the future direction for this work first begins
with an incorporation of density stratification to this method. Following this, the
validation tests shown in chapter 2 will be performed to ensure that these simulations still
match the behavior of the experiment. After, the same analysis will be performed on
interfacial forces as outlined in this chapter, with efforts made to further tune the
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numerical method to produce the most accurate interfacial forces possible. Past studies [7,
58, 13] show that stratification induces additional interfacial forces that enhance the drag
on rising and settling particles, and this future direction will allow us to quantify these
interfacial forces on the rising drop.

Another direction of future work is the incorporation of additional forces that were not
included in the model Egs. (1.1)-(1.5). For example, the study [13] found that the
Marangoni effect plays a significant role in drag enhancement on rising and settling
particles. Incorporating the Marangoni effect into the model involves an additional term in
the jump condition Eq. (1.4), which will need to be addressed with additions to the
numerical method.



Chapter I

Stable nodal projection methods

The primary challenge with numerically solving the incompressible Navier-Stokes
equations, Egs. (1.1) and (1.2) is the coupling between the conservation of mass and
momentum, given by the incompressibility constraint on the velocity field, Eq. (1.2), that
must be satisfied at all times. Multi-phase fluid flow additionally provides the challenge of
mathematically representing the interface, tracking its evolution, and in capturing the
discontinuity in quantities between the distinct fluid phases across the interface, see figure
1.2.

Given that multi-phase fluid flows are the focal point of numerous applications in
environmental, biological, and industrial applications, the development of numerical
methods to simulate the multi-phase incompressible Navier-Stokes equations has been an
area of tremendous research. Peskin’s immersed boundary method [49], originally
developed for simulating blood flow in the heart, was first used to simulate incompressible
multiphase fluid flow with a front tracking method in [70, 72] and with the level-set
method in [65, 64]. The level-set approach was also coupled with the volume of fluid
method in [63, 62] to improve mass conservation. These methods handle the discontinuity
in quantities across the interface through the use of numerical J-functions, which leads to
an artificial smearing of quantities across the interface due to numerical diffusion.

Sharp capturing methods, methods that treat the interface as having zero thickness,
have been developed to improve the capturing of the discontinuity in quantities across the
interface. The immersed interface method was developed by [39] to improve on the
immersed boundary method as a sharp interface capturing method. This method was
originally applied to solving the incompressible Stokes equations [38] and the Navier
Stokes equations [37, 40] with fluids that have identical densities and viscosities. Later,
this method was generalized for the Stokes equations to account for discontinuous
viscosities with an augmented variable approach. This approach has also shown success in

23
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handling non-smooth velocities and pressures for the Navier-Stokes equations [66, 67],
but has had less work developed regarding the handling of discontinuous densities.

Another example of a sharp capturing method is the ghost fluid method, originally
developed in [24]. This method preserves the sharpness of quantities across the interface in
the normal direction, but still leads to the smearing of quantities in the tangential direction.
This method was used to simulate incompressible multi-phase flow in [34, 62] using the
projection method of [22] to solve for the fluid velocity.

There has been a variety of approaches developed focusing on ways to correctly enforce
the jump conditions at the interface. One example is the virtual node method, originally
developed in [8, 31] and used for simulating incompressible flow in [4, 57], which takes
on a monolithic approach and discretizes the mass and momentum equations together to
solve for velocity and pressure and uses an embedded boundary approach to represent the
interface. Another example is the gauge method, used in methods such as [56, 18], where
the jump conditions are reformulated as auxiliary and gauge variables.

Level-set based methods have also been developed using a variety of strategies to
capture the sharpness of quantities across the interface. One example is the numerical
method of [69], which uses a modified pressure correction projection method with an
iterative correction procedure to preserve sharpness and ensure that jump conditions were
properly satisfied. This method is the basis for the method presented here, and was used to
produce the results presented in chapters 2 and 3. Another recent example is the method
of [21], which uses a fully implicit treatment of the jump conditions.

I developed a numerical method that is capable of simulating the multi-phase
incompressible Navier-Stokes equations Eqs. (1.1)-(1.3) with higher accuracy in the
velocity field, to be able to study applications such as rising oil droplets in stratified flows.
This is a projection method where all of the computational variables are collocated at the
nodes of the computational mesh, instead of using the more common staggered grid
layout. This avoids numerous expensive interpolations between different grid locations,
avoids needing an iterative correction step that introduces additional error, and allows for
the use of a more accurate nodal solver, similar to the supra-convergent solver [47], during
the projection operation step. Even though this fully collocated projection is not a true
projection, it is stable and approaches a true projection; if iterated a sufficient number of
times.

This chapter is organized as follows: First, I present an overview on the background of
the various components of this numerical method. Next, I describe a projection numerical
method for single-phase incompressible fluid flow that is entirely collocated. This method
was developed primarily by fellow graduate students Matt Blomquist and Scott West,
though I contributed to the conceptualization of this method, in particular to the structure
of the collocated projection operator. This numerical method is the subject of a
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publication [14], on which I serve as a contributing author. This method and the collocated
projection operator in particular that it features forms the basis of the collocated projection
method that I developed for multi-phase fluid flow, which is the subject of chapter 5.

4.1 Background

4.1.1 Projection method

Fractional step or splitting methods are among the most common methods used to
solve the incompressible Navier-Stokes equations. The chief example is the projection
method, first proposed by Chorin [22], in which the momentum equation (1.1) is solved
first and the mass equation (1.2) is later enforced by projecting the solution of the
momentum equation into the space of divergence free velocities. Care must be taken when
selecting the boundary conditions for each step of this splitting, and past studies, such as
the class of projection methods known as Gauge Methods, have found choices on the
boundary conditions to lead to fully second order methods for the velocity and pressure
[18].

Another class of projection methods is approximate projection methods [3], in which
the discrete gradient and divergence operators do not lead to a true projection into the
space of divergence free velocity fields. Instead, the projected velocity field only has
approximately zero divergence to second order in the mesh spacing. This approach allows
for velocity components to be collocated, allowing for easier implementation of higher
order upwinding time-stepping schemes, enabling the numerical method to achieve
second order convergence in both space and time. The approach we take is a type of
approximate projection method, in which the projection step is not a true projection
discretely, but converges to one under repeated iteration. We select boundary conditions
for the splitting steps by an iterative correction procedure.

4.1.2 Adaptive mesh refinement

In addition, because of the inherent multi-scale nature of multi-phase incompressible
fluid flows, adaptive mesh refinement (AMR) is used in order to achieve computational
efficiency. One of the earliest examples of AMR is the Block Structure AMR [10], where
finer grids are adaptively placed over a coarse grid covering the domain. Block Structure
AMR is popular in simulating the Navier-Stokes equations because each of the separately
layered grids are allowed to be uniform, simplifying the construction of discretization
methods.



26

Another popular technique is the use of octree/quadtree grids [55], which have been
used in numerous numerical methods for simulating both single and multi-phase
incompressible fluid flows [51, 29, 69]. Octree/quadtree grids are refined by recursively
splitting computational cells into four (2D) or eight (3D) equally sized smaller cells. In
Block Structure AMR, all quantities are defined on multiple grids that are synchronized
for consistency, whereas in octree/quadtree grids, all quantities are defined on a single
grid. In this work, we choose to use octree/quadtree grids to incorporate AMR into our
method, as they are straightforward to work with given the need to only handle quantities
on a single grid.

4.1.3 Interface representation

Additionally, when simulating incompressible fluid flow a choice needs to be made
about how to simulate the irregular geometries that represent solid objects or moving
interfaces. One common technique for handling the representation of moving irregular
geometries are Front Tracking methods [27], in which the flow field is discretized on a
stationary grid and the interface is explicitly represented by a separate, unstructured grid
that moves through the stationary grid. This technique has been used very successfully in
many applications [72], but has the drawback of required an additional unstructured grid
to couple with the flow grid.

Another widely used method for tracking an interface sharply is the Level-Set method
[48], in which irregular geometries are tracked through the advection of an implicit, higher
dimensional level-set function which is discretized on the same grid as the fluid. The
Level-Set method is widely used to simulate incompressible fluid flows [29, 69], but has
inherent mass loss issues. The mass loss issue has been mitigated through coupling the
level-set method with the Reference Map method [50, 2, 76], a method in which advection
of a quantity of interest is achieved through considering the deformation of the entire
computational domain rather than the single quantity itself. We choose to not only use a
coupled Level-Set/Reference Map [9] in this work for interface representation, but also
incorporate an additional, volume-preserving projection of the reference map to improve
volume conservation [68], see section 5.5. In this way, we capture the sharpness of
quantities across the interface and preserve volume well without needing an additional
grid to track the evolution of the interface.

4.1.4 Storage of computational variables

Finally, when using a projection method, consideration must be given on where
computational variables are stored on the computational mesh, in particular, the velocities,
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pressure, and any intermediate variables used to project the momentum equation velocity
into the space of divergence free velocities. Analytically, the gradient operator is equal to
the negative transpose of the divergence operator (i.e. V = —VT.). For a detailed proof of
this property, see Appendix A. If this is also true for the chosen discrete gradient operator,
G, and the discrete divergence operator, D, (i.e. G = —D™), then the projection step will
also be stable at the discrete level. On a uniform Cartesian grid, this property is not
satisfied if all variables are collocated and standard central differencing is used to
discretize the gradient and divergence operations, and this construction is in fact unstable.
As such, a staggered grid or Marker and Cell (MAC) grid [30] is often used, where
velocities are stored at cell faces and the pressure at the cell centers. In this layout, the
chosen discrete divergence can be shown to be the negative transpose of the chosen
discrete gradient (G = —DT), as has been shown in numerous works such as in [30] on
uniform Cartesian grids and in [29, 69] on adaptive octree/quadtree grids. A figure of the
MAC grid layout on a quadtree grid is shown in figure 4.1.

v
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Figure 4.1: MAC grid layout on a quadtree grid in 2D. The red circles represent the x-
direction velocity, u, the grey circles represent the y-direction velocity, v, and the blue
squares represent the pressure, p.

The MAC grid does introduce some challenges, particularly when applied to
octree/quadtree grids.  Constructing differential operators that satisfy the negative
transpose property is a highly non-trivial process on non-uniform grids. For example, in
[29], the authors developed a stable projection method for the incompressible
Navier-Stokes equations on octree/quadtree grids with the MAC grid layout. This layout
led to the need for a Voronoi-based Finite-Volume approach to deal with the spatial
discretization of the momentum equation and expensive Least Squares interpolations for
the temporal discretization of the momentum equation. Expensive interpolations are
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needed in order to perform calculations between quantities stored at different locations,
which can introduce error as well as increase computational cost. This method was later
generalized to simulate multi-phase fluid flows in [69], the method used to present
preliminary results in chapter 2 of this dissertation.

Other studies have found success using different storage approaches than the MAC grid.
For example, in [28] a different staggered grid layout was developed and used in which the
pressure was stored at the nodes and velocity stored at the cell faces. This layout had several
advantages over the standard MAC grid such as allowing for finite difference methods to
be used given the better alignment of the pressure and velocity components. Others have
found success with using a fully collocated approach, such as in [46], in which the authors
created an orthogonal projection operator entirely defined on nodes, which was shown to
be stable. This method also produced second order accuracy in the velocity field as it was
able to take advantage of a supra-convergent solver [47] during the projection operation
step. However, their method only allowed for the boundary condition of the velocity in the
normal direction being zero, limiting the number of applications that could be simulated.

In this work, we wish to develop a numerical method that can produce more accurate
velocity fields than our existing method [69] in order to be able to fully study rising oil
droplets in stratified flows. To this end, we choose to instead collocate all of our variables
at the nodes of the computational domain, instead of utilizing the MAC grid layout. This
choice is made to create a numerical method with higher accuracy in the velocity field and
a considerably simplified implementation.

4.2 Nodal numerical method for single-phase flow

The content of this section has been published in Blomquist, M., West, S. R.,
Binswanger, A. L., & Theillard, M. (2024). Stable nodal projection method on octree
grids.  Journal of Computational Physics, 499, 112695. https://doi.org/10.1016/
j-jcp-2023.112695

Here, I summarize the contributions I made on the development of a collocated
projection method to simulate the single-phase incompressible Navier-Stokes equations.
This is a project that I collaborated on with fellow graduate students Matt Blomquist and
Scott West. As they were developing this method, I was simultaneously developing the
extension of this method to multi-phase fluid flows, which is the subject of chapters 5 - 6.
My contribution to this project was assisting in the development of the collocated
projection operator, as it its the same for both single and multi-phase formulations and in
writing, editing, and providing feedback as a contributing author for the publication [14]
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Figure 4.2: Computational domain shown in two dimensions. The fluid domain, €27, is
enclosed by the domain boundary, 02, and the interface, I'. Fluid properties, p and p, are
constant throughout the fluid domain. An arbitrary solid domain, Q* is shown as a shaded
region.

on this method.

This numerical method served as the foundation on which the collocated multi-phase
projection method was established, and the methods and results developed in this work
were extended to multi-phase flow in chapters 5-6.

4.2.1 Model equations

We consider a fluid flow in a computational domain 2 = QF U Q- C R??® whose
dynamics are modeled by the incompressible Navier-Stokes equations

p(aaltl—i—u-Vu) = —Vp+pAu+f VxeQ, 4.1

V-ou = 0 VxeQ, 4.2)

where u is the fluid velocity, p is the pressure, p is the constant density, x is the constant
viscosity, and f are external forces such as the gravitational force. By convention, the
Navier-Stokes equations (4.1)-(4.2) are specifically solved in the subdomain 27, see figure
4.2. We denote the boundary of 2~ by I" and the boundary of the computational domain €2
by 0f2.

Additionally, we consider a no slip boundary condition for any solid object placed in
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the flow, denoted mathematically as
u=ulr VxerT, 4.3)

where u|r is equal to the velocity of the solid object.

4.2.2 Computational grids

The equations presented here will be solved on non-graded adaptive octree/quadtree
grids. In an adaptive octree/quadtree grid, each cell is split recursively as desired into
either four cells in a quadtree or eight cells in an octree. The number of times a cell is split
is called its level. In a non-graded tree, there are no restrictions on the differences in level
between adjacent cells [55].

On the octree/quadtree grids, all computational variables, namely the velocity
components and pressure, will be fully collocated and stored at the nodes of the grid. An
example of a highly non-graded quadtree grid along with a schematic of where variables
are stored is shown in figure 4.3.
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Figure 4.3: (a) Highly non-graded quadtree grid, (b) Example of fully collocated quadtree
grid. The velocity components and pressure are stored at the nodes, represented in red.

4.2.3 General Projection Method

In this section, the general steps of the projection method [22] are detailed, as this
numerical method for incompressible single-phase fluid flow is constructed as an
approximate projection method.
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The projection method is a fractional-step scheme for solving Egs. (4.1) and (4.2). In
the first step, referred to in this work as the viscosity step, we advance the velocity field u™
at time step ¢,, to an intermediate velocity field u* by solving the momentum equation
Eq. (4.1), where the pressure term is omitted. The viscosity step, using a second order,
semi-implicit, Semi-Lagrangian, Backward Difference Formula scheme, has u*
constructed as the solution of

* n n n—1
u—u U — Yy *
o n = pAu* 11, (4.4)
p( A TP AR ) s

where o and (3 are coefficients given in terms of time steps ¢, and t,,_q, At, = t,41 — t,
and At,,_; =t, —t,—1, u} and ug_l are the velocities u™ and u™~! (u at time steps ¢,, and
t,_1) evaluated at the departure points X’} and x’; ' respectively, which are the departure
points that follow to u™™! at the point x"*! if the corresponding characteristic is traced
back in time from ¢,,,, to t,, and ¢,,_;. The details of this temporal discretization will be
elaborated on in chapter 5.

The next step of the projection method is to take the intermediate velocity u* and
project it onto the divergence-free space to enforce the incompressibility condition
Eq. (4.2). This step is referred to as the projection step. This is done by first using the
Helmholtz-Hodge decomposition to separate the intermediate velocity into curl-free and
divergence-free components as

w=u""4+Vo 4.5)

where u™*! is the divergence-free velocity field at time t,,,; and ® is the Hodge variable.
Taking the divergence of Eq. (4.5) and using the fact that u™*! is divergence free, we obtain
a Poisson equation for the Hodge variable,

AP =V -u" (4.6)

This Poisson equation is solved for ® and the divergence-free velocity u™*! at time ¢,,,; is

recovered as
u" =ut - Vo. 4.7)

We note that Eq. (4.7) can be rewritten as an operator applied to u*,
ut = (Z- VATV )u (4.8)
Thus, we define the general projection operator P as,

P=T7T-VA'V.. (4.9)
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4.2.4 Stable collocated projection operator

In the numerical methods presented in this work, the discrete collocated projection
operator Py is defined as

Py =T — GNLN' Dy, (4.10)

where Gy, Dy, and Ly are the discrete nodal gradient, divergence, and Laplacian
operators, respectively, constructed using standard central differences [14, 47]. This
operator is used to perform the projection step in the numerical methods presented in this
work.

As we established in our manuscript [14], the discrete collocated projection operator
‘Pn is not actually a true projection. This is due to the fact that the composition of the
discrete nodal divergence and gradient operators is not equivalent to the discrete nodal
Laplacian operator (i.e. DyGy # Ly). As a result,

P2 = (T — GNLN'DN) (T — GNLY' Dy) (4.11)
=T —2GNLN' Dy + GNLNDNGNLN Dy # P

However, if the operator Py is applied to a velocity field u iteratively as

lim Pyu, (4.12)
k—o00
then it was shown that Py dampens all compressible modes of u and keeps only the
incompressible ones, meaning that the collocated projection operator Py converges to a
true projection when iterated sufficiently many times [14]. In practice, we found that only
a handful of projections, generally fewer than 10, were enough to produce accurate results
in a range of validation examples.

Furthermore, in our manuscript [14], we prove the stability of the collocated projection
analytically on uniform grids with periodic boundary conditions, and numerically on
adaptive grids for a range of other boundary conditions. The stability of the collocated
projection operator in the context of two-phase flow will be explored later in chapter 5.

4.2.5 Numerical method

The numerical method is a fully collocated approximate projection method where the
viscosity and projection steps are successively iterated until the prescribed boundary
conditions on u are sufficiently satisfied on the velocity at the next time step, u™*!, and
where the projection step is itself successively iterated until the compressible modes are
sufficiently removed from the velocity computed in the viscosity step. We use the
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projection method presented in section 4.2.3 with the iterative approach shown in section
4.2.4 to carry out the projection step Eq. (4.8). The interface representing objects in the
domain is expressed as a level-set function. The algorithm used to construct the solution
u"*! at time ¢, from the solution u™ at time t,, is described in figure 4.4.

1 - Initialization
Initialize the corrective velocity boundary condition c as the final one from the previous iteration.

2 — Repeat until Hu"+1 — u\rHoo < €o

2a — Viscosity step
Compute the intermediate velocity field u* as the numerical solution of

D *
P ;t = pbut+f  vxe QT (4.13)
u* = ulr+c vxel, (4.14)

Initialize u™+! = u*

2b - Projection step

Repeat until convergence by iterating in p , uLL'H - PNu;L'H Hoo <€ ‘ u}f‘H HOO
Project the velocity field
wtl = Pyupt! (4.15)
By computing the Hodge variable &, as the solution of
AD, = V-uitl  vxeQ /T, (4.16)
V&, n = 0 Vxel, .17
and using it to project the intermediate velocity on the divergence-free space:
1 1
Wil =uptt - Ve, (4.18)

Compute the new correction
c=c—w (u”‘H - u|p)

3 - Update
Adapt the mesh to u™+! and update all the variables accordingly.

Figure 4.4: Outline of the single-phase flow algorithm for the construction of the solution
u"*! at time ¢, from the solution u™ at the previous time step t,,.

We advance our our velocity field from u” to u™™! using a standard two step projection
method. In the viscosity step, we compute the intermediate velocity field, u*, using a
semi-Lagrangian Backward Difference Formula scheme for the temporal integration of the
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momentum equation where the viscous terms are treated implicitly. The details of this
discretization are described in chapter 5, as this discretization is shared between the single-
phase and multi-phase numerical methods.
In the projection step, we repeatedly apply our nodal projection operator until the
stopping criteria
jutt = Pyutt| <

u"“H , (4.19)

o

where ¢; is a small, positive number, is satisfied, or a predefined maximum number of
iterations, K., has been reached. Typically, we choose ¢; = 1073, set K,,,, = 5, and
only need a few iterations to reach convergence.

To ensure that u™*! satisfies the prescribed boundary conditions on u, we iterate the
viscosity and projection steps using a boundary correction procedure. In general, the
boundary conditions of u™*! will not satisfy the prescribed boundary conditions on u,
such as Eq. (4.3), because u"*! is constructed entirely from u* and V®, as seen in
Eq. (4.7). To satisfy the correct boundary conditions on u"*!, we choose the boundary
conditions on u* to be the prescribed boundary conditions on u plus a corrective velocity
c, shown in Eq. (4.14). This corrective velocity c is initialized at ¢ = 0 as ¢ = 0 and as the
final c from the previous time step for later times, and at each time step is updated for
every iteration of the viscosity and projection steps. The corrective velocity c is updated as

c=c—w (u"+1 — u|p) , (4.20)

where w € (0,1). It is designed so that when the correction reaches convergence, the
boundary condition on the solid object is satisfied (i.e. u"™! = u on I'). The parameter
w controls the convergence rate and must be chosen in the range 0 < w < 1. Similar
corrections are performed on the wall of the computational domain 0f2. Typically, we
terminate the outer iterations when the error in the interface’s velocity (||u"™ — u|r||_) is
less than e, = 1073.

4.3 Conclusions

I contributed to the development of a novel projection method for the simulation of
single-phase incompressible flows in arbitrary domains using quad/octrees, where all of
the variables are collocated at the grid nodes. By design, our collocated projection
operator is an iterative procedure. If it exists, the limit of this iterated procedure is the
canonical projection on the incompressible space. This numerical method achieves second
order accuracy and through our validation is shown to be a competitive computational
fluid dynamics tool for studying complex fluid flows. We extended this method to
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incompressible two-phase flow as part of the project presented in chapter 5, in order to
have a method capable of studying rising oil droplets in density stratified flows.



Chapter

Stable nodal projection method for
two-phase fluid flows

In this chapter, I present a fully collocated nodal projection method to solve the
multi-phase incompressible Navier-Stokes equations. This numerical method extends the
approach presented in chapter 4 to multi-phase fluid flow. This numerical method is
specifically designed for simulating two-phase flow, though it is generalizable to more
than two fluid phases.

5.1 Governing equations of incompressible two-phase
fluid flow

We consider a domain € consisting of two incompressible, immiscible, Newtonian fluid
phases: )+ and O, each with a respective constant density p* and constant viscosity u*.
The two phases are separated by an interface I', upon which there is a curvature « and
interfacial tension . Here, the + superscript denotes the fluid phase. A schematic of this
problem domain is given in figure 5.1. The fluid velocity and pressure are modeled by the
incompressible Navier-Stokes equations

p(?;—l—u-Vu):—Vp—f—V-a—kf Vx € Q\ T, (5.1)

V-u=0 Vx € Q\ T, (5.2)

36
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—

Figure 5.1: Problem schematic where the density in each phase is denoted by p* and the

viscosity in each phase is denoted by x*. The interface I has a curvature «, normal n, and
interfacial tension .

where u is the fluid velocity, p is the pressure, f are external forces, o = p (Vu + Vu?
is the stress tensor, p is the density, and p is the viscosity. The first equation Eq. (5.1)
represents conservation of momentum and the second Eq. (5.2) represents conservation

of mass. Jump conditions representing continuity of the velocity and traction across the
interface are defined as

[u] =0 vx €T, (5.3)
[o-n—pn] =~vkn +q vx €T, (5.4)

where [x] = x*—x is the jump of the quantity x across the interface I', 7y is the coefficient
of interfacial tension, « is the curvature of the interface I, n is the outward facing normal
vector, and q are any additional interfacial stresses.

5.2 Numerical method overview

The two-phase numerical method presented in this section can be seen as a
generalization of the method presented in chapter 4 to multiple fluid phases. We collocate
all computational variables at the grid nodes and use adaptive quad/octree grids, as in
section 4.2.2.

This approach is a traditional pressure correction projection method [22], where at
every step a pressure guess needs to be constructed and the viscosity and projection steps
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are iterated until the interface jump conditions and wall boundary conditions are satisfied
within a desired tolerance. The projection step is a fully collocated approximate nodal
projection, where the projection step is itself successively iterated until the compressible
modes are sufficiently removed from the intermediate velocity computed during the
viscosity step.

The interface I is represented as the zero contour of the scalar level-set function ¢(x),
where ¢ is a signed distance function with the following convention

F={xeQ : ¢(x) =0} (5.5)
Q" ={xe : ¢(x) <0}, (5.6)
O ={xeQ : ¢kx) >0}, (5.7)

see figure 5.1. The level-set function ¢ can be differentiated to compute the normal vector
n and the curvature k.

The algorithm used to construct the solution (¢! u™*!) at time t¢,,; from the
solution (¢™,u") at time ¢,, is shown in figure 5.2, and each step of this method will be
elaborated on further. In the description of each step of the numerical method, wall
boundary conditions on the boundary of the domain 0€) will be given for each quantity
being solved for. Generically, these boundary conditions will be denoted as B(-).

In the following sections, we integrate the nodal projection operator into a general
framework for solving the incompressible two-phase Navier-Stokes equations. We begin
by giving an overview of the convergence criteria used for the iterations present in the
numerical method. Next, we present an overview of the interface representation method
we employ as part of the numerical method, followed by an overview of the adaptive mesh
refinement strategy used. Subsequent sections then discuss details of the viscosity,
pressure guess, and projection steps of the numerical method.
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(0) Initialization of the corrective terms
Initialize the corrective velocity jump Xg.

(1) Pressure guess
Construct the pressure guess p as the solution of the Poisson problem

Ap = 0 vx € Q\T, (5.8)

[[77]} = —rs-qn vx €T, (5.9)

Hlvﬁ- nﬂ = 0 vx el (5.10)
P

(2) Repeat until convergence by iterating in & ,

n+l _  n+l
u,chl u, Hoo < €o

2a - Viscosity step
Compute the intermediate velocity field uj; as the solution of

pDTl? =V (u(Vup+(Vup)T)) - Vp+f  VxeQT, G
[uil]] =xx  wxer, 5.12)
[(Vui +(Vup)T) n]] =a-n(a-n) Vvxerl. (5.13)

2b - Projection step

Initialize the velocity to be projected uji ™

— qy*
= uk.

Repeat until convergence by iterating in p |, Hungl — PNungl || < € Huj,r,”rl H
(e o) o0
Project the velocity field

ulty = Pyuptt (5.14)

By computing the Hodge variable ®,, as the solution of

AD, Voupt!t  vxeQ/r, (5.15)
[p®,] = 0 VxeT, (5.16)
[V&,-n] = 0 Vxel, (5.17)

and using it to project the intermediate velocity on the divergence-free space:

uZill =upt! — v, (5.18)

Compute the new correction Xy, ; from the above velocity
Xpp1 =X —w [Jup™]], 0<w< 1. (5.19)
(3) Interface evolution
Construct the new level set ¢! and the new reference map ¢! from the reference map £” and u™*?! by

solving Eqs. (5.34), (5.35), and (5.37).

(4) Update
Adapt the mesh to ¢! and u”*! and update all the variables accordingly.

Figure 5.2: Outline of the algorithm for the construction of the solution (¢"*! u™™!) at
time ¢, 1 from the solution (¢™, u™) at the previous time step ¢,,.
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5.3 Interfacial and boundary convergence conditions

The corrective term X, as seen in Eq. (5.12) is used to correctly satisfy the continuity
of velocity across the interface in u™*!. It is iterated such that

lim [uzt] =o. (5.20)

The iteration is initialized at ¢t = 0 as Xy = 0 and as the final X}, from the previous time
step for later times, and at each time step is updated for every iteration of the viscosity and
projection steps. The iteration procedure on Xy, is

Xpp1 = Xp —w [[up™]], (5.21)

where w is a small, strictly positive constant. This iteration choice was shown in [69] to
converge to the correct jump condition Eq. (5.3) as & — oo for any w € (0,1). We do not
need an additional correction on the stress jump Eq. (5.13) like was included in [69] due to
our full treatment of the stress tensor in the Navier-Stokes momentum equation Eq. (5.1).
Additionally, during this iteration process, the boundary conditions of u* are
continually updated and corrected in the same way as the single-phase flow method 4.4 as

B(u}) = B(u}™) +c, (5.22)

where the corrective velocity c is computed as in Eq. (4.20).

5.4 Convergence criteria

We end the iteration of the successive viscosity and projection steps when the
convergence criteria
1 1
ot =it <e, (5.23)

is fulfilled. In this case, €, is a small positive number, in practice typically taken to be €, =
10~3. This convergence criteria will be satisfied when X, ~ X, as then the velocity
jump condition should be satisfied within a desired tolerance, as opposed to the single-
phase flow method 4.4, which terminates its iteration when the wall boundary condition is
satisfied within a desired tolerance.

5.5 Interface representation

In this numerical method, we handle the interface representation between the two fluid
phases using the Coupled Level-Set Reference Map Method [9], as well as the improved
Volume Preserving Reference Map correction [68].
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5.5.1 Level-Set method

As previously stated, the interface I' is represented as the zero contour of the scalar
level-set function ¢(x), where ¢ is a signed distance function with the following convention

F={xe : ¢(x)=0}, (5.24)
Q" ={xe : ¢(x) <0}, (5.25)
O ={xeQ : ¢kx) >0}, (5.26)

see figure 5.3. The level-set function ¢ can be differentiated to compute the normal vector

' Zero-level plane I

Figure 5.3: Level-set representation of interface I' as contour of level-set function ¢, which
separates the domain into Q= and Q% in 2D [9].

n and the curvature x as

Vo o a_v. (VP
n—|v¢|,l-€—V n="yV <|v¢|>' (5.27)

To ensure that ¢ is unique, ¢ is chosen to be a signed-distance function
Vol = 1. (5.28)

Then given an advecting velocity that is the solution to the incompressible Navier-Stokes
equation Egs. (5.1) - (5.4), the position of the interface can be tracked in time by solving
the advection initial value problem
99
E+u~v¢:0 t>0, Vx €Q, (5.29a)
ot =0,x) = ¢po(x) Vx € Q, (5.29b)
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where ¢y(x) is the initial level-set function at ¢ = 0. As this advection is carried out, the
level-set function can gradually lose the signed distance property (5.28) due to numerical
error, and so the level-set function must be reinitialized by solving the reinitialization
equation for a sufficient number of fictitious 7 time steps:

gj_s +sign(o)(|[Vol —1) =0 V¥x € Q. (5.30)
As a result of the inherent numerical errors that accumulate through the advection and
reinitialization procedures, the level-set method is not conservative of mass, which can
pose significant issues when using it to resolve long time dynamics of interface driven
flows like the oil droplets in density stratified flows of chapter 2. As such, we choose to
use a Coupled Level-Set Reference Map Method to address this mass loss issue by instead
using a reference map to handle interface advection.

5.5.2 Reference map method

The Reference map method [33, 9] handles the advection of quantities in a given
domain by a deforming field through an invertible mapping between the initial domain
and the domain at a future time. We consider the advection of a scalar quantity ¢ under
the velocity u given by the following initial value problem

o
E+u-w:o t>0, vx €, (5.31a)
Pt =0,x) =(x) Vx € Q, (5.31b)

the same as in Eq. (5.29). The Reference Map method works by deforming the entire
computational domain by the advecting velocity u and tracking the mapping from the
deformed domain at a future time ¢ > 0 back to the initial domain with an invertible
reference map [33, 9]. A schematic of this method is shown in figure 5.4.

We consider the original, undeformed domain at ¢ = 0 to be By € R*? and the future,
deformed domain to be B(t) € R*3. The mapping that takes any point xo € By and maps
it to its corresponding point x(t) € B(t) is called the motion map, defined

X(t) = X(t,Xo), t> O, Xg € Bo. (532)

The reference map, denoted as £(¢, x), is the inverse of the motion map, and maps any point
x(t) € B(t) to its corresponding point x, € By,

xg = &(t,x(t)), t >0, x € B(t). (5.33)
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x = x(t,X%o)

Xo = €(t7 X)
Bo B(t)

Figure 5.4: Schematic of the effect of the motion map y and the reference map £ in mapping
points x¢ € By and x € B(t) between each other [9]. The deformation of the domain here
is due to the advecting velocity u.

In the reference map framework, quantities are advected by advecting the reference map
itself by solving the following advection equation initial value problem

¢

5, T VE=0, Vi >0, vx € B(t), (5.34)

E(t=0,x) =x, x € By. (5.35)

With the reference map obtained, we can solve for the advection of any scalar quantity
also advected by the velocity u by plugging the reference map into the initial condition as

Y(t,x) = do(§(t,x)), >0, x € B(t). (5.36)

5.5.3 Coupled method

In the Coupled Level-Set Reference Map method, the level-set function ¢ is advected
using the reference map, following the procedure outlined in Egs. (5.34)-(5.36) [9]. The
initial domain 53, and the deformed domain B(t) are both chosen to be the computational
domain at the corresponding time ¢ > 0, and the level-set function at time ¢ > 0 is evaluated
as

gb(t,X) = ¢O(€(t7x))’ t>0, xe B(t) (5.37)
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In order for the Reference Map method to work, the motion map x and thus the reference
map & must be bijective. It is possible, especially for large deformations due to u [33], for
¢ to gradually lose its bijectivity due to numerical error. As such, a restarting procedure is
performed if £ is shown to be losing bijectivity. The following criteria based on the gradient
of £ is evaluated at each time step in a user-defined region around the interface to see if £
has lost bijectivity [9]:

M {H V& V&,
€elloe N1Eulloe

Ve VE
1alloe €210

vE, Ve
1€ylloe N1€:1oo

‘ } > ¢08 (Ocrit)s

(5.38)
where &, &,, and &, are the components of § and 0,,;; € [0, g} is an arbitrary user-defined
critical angle. If there is a particular time ¢, where the restarting criteria is met, then the
following restarting procedure is performed

QbO(X) = R(¢0(£<tcax>>)’ €<tc>X> =X, X¢& B<tc>’ (539)

where R (-) denotes the reinitialization of ¢y, performed by solving Eq. (5.30). In practice,
far fewer reinitializations are needed in this coupled method than when directly advecting
the level-set function per Eq. (5.29), resulting in better mass conservation [9].
Reinitialization of the level-set function only needs to be done during the restarting
process, as opposed to every time step when directly advecting the level-set function, and
when reinitialization does take place, only 20 reinitialization iterations are used in the
coupled method compared to 50 in the direct level-set method.

‘ ’ ‘ 7
o0 o0

Volume-preserving projection

In addition, our numerical method uses a volume-preserving correction to the coupled
method [9]. Due to numerical error, we assume that the reference map, now defined as
&* and its inverse, defined as the motion map x*, do not preserve volume. The volume-
preserving projection method [68] measures the deviation of the reference map, solved for
in Egs. (5.34) and (5.35), from a volume-preserving map and uses a correction to project the
reference and motion map pairing into the space of volume-preserving diffeomorphisms.

This projection is done through composing x* and £* with a diffeomorphism v such
that

X(X0) = 7(x"(x0)), det(x(xp)) =1 Vxo € By, (5.40)
and
£(x) =& (v (x), det(é(x)) =1  Vxe€B, (5.41)

where B is the deformed domain at any specified ¢ > 0. The determinant criteria in
Egs. (5.40) and (5.41) hold at any given point in the domain for a volume-preserving map
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[68]. To ensure that this projection does not impact the bijectivity of the reference map,
the correction is only imposed in a thin user-defined shell S around the interface. It was
shown in [68] using variational calculus that the correction to the reference map v~ is
computed as

7Hx) =x— VA, (5.42)

where A satisfies the Poisson problem
—AN=1—det(V¢Y) Vx € S, (5.43)
A=0 VxedS, (5.44)

where ¢* is the unprojected reference map that is the solution to Eqgs. (5.34) and (5.35). A
schematic detailing the volume-preserving method is shown in figure 5.5. This additional
correction further improves the volume conservation of the interface representation in our
numerical method.

o777 x=7(x*(x0)) = x(x%0)

X, = X" (o) X = y(Xy)

Xo

O

Iy

onf*(x*) X =79

xo =& (7 ‘w\:w:‘é\x}
Figure 5.5: Schematic of the volume-preserving correction to the reference map. We
assume that at some given time the maps (x*, £*) are not volume-preserving due to
numerical errors. These maps are corrected into a volume-preserving pair (x, &) by
composition with the diffeomorphism ~y [68].

5.6 Sampling and data structures

Our numerical method is implemented on non-graded octree (3D) and quadtree (2D)
grids. The computational grid is initialized as a single root cell that represents the entire
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computational domain and is split into eight (3D) or four (2D) children cells. These
children cells are then split in the same manner based on user-specified splitting criteria,
with the splitting process continuing recursively on new cells until the splitting criteria are
fulfilled.

As was done in previous studies [69, 14, 46, 29], the mesh is dynamically refined
near the fluid-fluid interfaces and in areas of high velocity or vorticity gradients. At each
iteration, we recursively apply all chosen splitting criteria at each cell.

For adaptive mesh refinement near the fluid-fluid interfaces, we split each cell C if the
following criterion is met

neggg(c) |¢(n)| < B -Lip(¢) - diag(C) and level(C) < maXjeyel, (5.45)
where Lip(¢) is an upper estimate of the minimal Lipschitz constant of the level-set
function ¢, diag(C) is the length of the diagonal of cell C, B is the user-specified width of
the uniform band around the interface, where finer resolution is desired, and maxXjeye 1S the
user-specified maximum grid level. Since the level set used to create the mesh will be
reinitialized and |V¢| = 1, we use Lip(¢) = 1.2.

The refinement based criterion for areas of high velocity gradients is the following

min _diag(C) -

>Ty and level(C) < maxy, 5.46
néenodes(C) ||11H =V ( >_ v ( )

where 77 is the user-specified threshold on the velocity gradient and maxy is the maximum
grid level allowed for velocity gradient-based refinement. We typically choose the velocity
gradient-based refinement maximum level maxy to be one level lower than the maximum
grid level maxjeye due to the most significant dynamics occuring near the interface.

Finally, we ensures that a minimum resolution of minj.y 1S maintained through the
following refinement criterion:

level(C) < minjeye. (5.47)

If none of these criteria are met, we merge C by removing all its descendants.

5.6.1 Collocated nodal grid layout

In figure 5.6 we illustrate the grid layout of all quantities of interest for the numerical
method (velocity and the Hodge variable) on adaptive quad/octree grids. Like in our
numerical method for incompressible single-phase flow [14], we collocate all quantities at
the nodes of our computational grid. This results in a stable, approximate projection
method that achieves second order convergence in the velocity.
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Figure 5.6: Collocated nodal grid in 2D: the velocity components, pressure, Hodge
variable, level-set function, and reference map are all stored at the nodes (®) of the grid.

5.7 Viscosity step: temporal discretization

We choose to treat the advective terms in the Navier-Stokes momentum equation
Eq. (5.11) explicity and the diffusive terms implicitly. This allows us to employ different
strategies for the temporal and spatial discretizations. In this section, we discuss the
temporal discretization of the Navier-Stokes momentum equation Eq. (5.11).

5.7.1 Phase accounting SLBDF

The left hand side of Eq. (5.11) is discretized using a combination of a second order
Semi-Lagrangian (SL) method with a second order Backward Difference Formula (BDF)
scheme [41, 29, 69] with adaptive time steps. This SLBDF scheme leads to the following
discretization of the the momentum equation Eq. (5.11):

u* —uj ) —ui ! _ . AT
pla5 e N :—Vp—i—v'(,u(Vu + (Vu*) ))—I—f, (5.48)
n n—1

where At,, =t,.1 —t, and At, | = t, — t,_1 are the adaptive time steps and where

At,

208, 4 Aty
At, + At, 4

T AL+ AL =

Q (5.49)

The terms u’} and u’} ! are the velocities u” and u™ ! evaluated at the departure points X’}
and x’} ! respectively, which are the departure points that follow to u™*! at the point x"**
if the corresponding characteristic is traced back in time from ¢,,; to ¢,, and ¢,,_;. We find
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the departure points x and x/} ' through the backward RK2 scheme

A
% =x"t — Qt"u”“(x”“), (5.50)
At At
0= |1 n n(g\ _ n n—1/g 5.51
a ( + 2Atn1> u”(x) 2Atn,1u (%), (5.51)
xI =x"t — At,a, (5.52)
and
% =x"" — At,u"(x"), (5.53)
a=u""(x), (5.54)
xi = x" — (At, + At,_;)a. (5.55)

The interpolations of the velocity fields at the interpolation points are done using a stable
weighed essentially non-oscillatory (WENO) scheme, maintaining a second order accurate
discretization.

We use the improved trajectory reconstruction formulated in our nodal projection
method for single phase flows [14] and replace the u™™! in Egs. (5.50)-(5.55) with the
expansion

At,
Atnfl

n+l(Xn+1) n+1)

u =u"(x (u”(x"“) — u”’l(xnﬂ)) + O(AF), (5.56)
instead of simply using u” to represent the unknown u™"!,

We additionally note that care is taken to ensure that for each point x"*!, the fluid
phase that x"*! belongs to is checked and the corresponding velocity field is used for u”
to construct the intermediate points X. The procedure is also done to ensure that once each
X is computed, its corresponding fluid phase is checked and the the corresponding velocity
field is used for u” to construct the departure points x7 and x’;'. This phase accounting
is done by taking into account the value of the level set function at all evaluation points
and using the corresponding velocity field depending on if the level set function at each

evaluation point is positive or negative.

5.7.2 Local temporal limiter

Although the semi-Lagrangian and second order backward difference formula schemes
are unconditionally stable independently, it is not true that the SLBDF scheme presented
above is also unconditionally stable for all fields u, see [16, 15] and the references therein.
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For our work, we use quadratic interpolation in the construction of our finite difference
and finite volume stencils, which can introduce spurious oscillations in regions of high
curvature, leading to instabilities. For a means of visualizing this, consider the example of
advection in 1D with no viscosity and a sharply peaked initial profile. The SLBDF scheme
applied to this scenario rapidly blows up, as shown in figure 5.7.

21
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Figure 5.7: Rapid blow up of the SLBDF scheme for 1D advection with no viscosity and
a sharply peaked initial profile. The left plot shows the solution at the initial time and the
right plot shows the solution at a later time after blow up has occured.

However, the first order Semi-Lagrangian Backward Difference Formula discretization
of the momentum equation:

n+1 n
0 (“Atn“d> =~V + V- (p (Vurtt 4 (Vo)) 4, (5.57)
is unconditionally stable [75]. As such, to avoid a potential instability, we included the
ability to use a local limiter which drops the SLBDF scheme to first order should it appear
that the velocity at a particular node on the computational grid at the current time would be
unstable under the second order SLBDF scheme.

The criteria that the local limiter uses in 2D is as follows. Given Eq. (5.48), the
following quantity is computed for each velocity component

g At, g At, .,
SL,=(1-% n_C -1,
< (0% Atn,1 d « Atn,1 td

After this, a check is made to see if any of these quantities exceeds the maximum or is
smaller than the minimum of the velocity at the departure points, i.e.

if SL, > MAX(ujj, u}™") or if SL, < MIN(u%,u}j™!). (5.59)

(5.58)
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If this criteria is met for a particular velocity component at that particular node, then the
discretization used for that component at that node is the first order scheme Eq. (5.57)
to ensure stability. In practice, this temporal limiter is a crucial element in ensuring the
robustness of our solver, and is used at nodes near the interface in cases where significant
deformation of the interface occurs (see chapter 6 for examples of rising bubbles in 3D
where the local temporal limiter is used to maintain numerical stability).

5.7.3 Time step restriction

For the momentum equation Eq. (5.11), following the numerical method [69], the time
step restriction we use is the following

At < Atpax = MIN(Atcpr, Atgy). (5.60)
The first term in Eq. (5.60) is from the CFL condition, that being

coAx

max |luf_’
where ¢ is the pre-set CFL number and Ax is the smallest spatial grid size on the entire
quad/octree grid. Given that our method uses a Semi-Lagrangian method for handling
advection, the CFL number ¢, in general can be chosen larger than 1. The second term in
Eq. (5.60) is the generalization of the time step restriction of Galusinski and Vigneaux [26]
presented in [69], that being

Atgy =

A Az\? Az’
ar x+J<Cl“ x) + 22t (5.62)

v “ omy

where ¢, and ¢, are constant pre-set coefficients that typically are set such that 0 < ¢y, ¢ <
1. This time step restriction is a generalization of the Brackbill stability condition [17],
which is the time scale necessary to resolve capillary wave propagation. We also multiply
the maximum allowable time step At,.x from Eq. (5.60) by a coefficient ¢gy, referred to as
the GV coefficient, and obtain a time step At = tgyAtnx. To ensure numerical stability,
we restrict tgy € (0, 1], though for some examples we may choose a GV coefficient larger
than 1 and still maintain stability (see chapter 6).

5.8 Viscosity step: spatial discretization

In this section, we discuss the implicit treatment of the diffusive terms in the Navier-
Stokes momentum equation Eq. (5.11). We use a finite volume discretization to treat the
stress tensor.
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5.8.1 Coupled Jump Solver

With the explicit terms computed in Eq. (5.48), we are left with needing to solve for u*.
This equation can be posed as a Helmholtz type equation of the form

nv—V-o=r Vx € Q\ T, (5.63)
[v]=k vxeTl, (5.64)
[e-n]=h vx €T, (5.65)
where
o =p(Vv+(Vv)T), (5.66)
e
1= (5.67)

and u* is replaced with v for readability. The right-hand side r is equal to the previous
right-hand side for Eq. (5.11) plus the explicit temporal terms computed in the viscosity
step. The jump conditions k and h are equal to the jump conditions in Egs. (5.12) and
(5.13).

To solve Egs. (5.63)-(5.65), we use a finite volume discretization, which enables us to
handle points near the interface with ease and to ensure second order accuracy at the walls
if a Neumann boundary condition is present on u. We consider a control volume Cj;;, (Cj;
in 2D), a cube (square in 2D) centered at the node (¢,7,k) ((¢,7) in 2D) on the computational
mesh. An example of a control volume in 2D with a uniform grid near an interface is shown
in figure 5.8. We integrate Eq. (5.63) over the control volume and obtain

/ wdV — [ V.edV = [ rav. (5.68)
C )

ik Cijk Cijk

The Divergence Theorem is then applied to rewrite this equation as

/ qvdV — / o -ndS = / rdV, (5.69)
Cijk 9C;jk Cijk

where 0C}j; represents the boundary of cell Cj;;,. If the cell crosses the interface I', then
this can further be rewritten by splitting the integrals into parts corresponding to the two
fluid phases Q* as

/ nvdV+/ nvdV—/ o-ndS— a-ndS:/ rdv+/ rdV. (5.70)
chy Crn aC;E, aC;, cry Crn
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Figure 5.8: Control volume C;; near the interface I in the two dimensional case.

Additionally, because the interface I' crosses Cj;i, the surface integral terms are rewritten
using the stress jump condition Eq. (5.65) as

_ o-ndS — o-ndS = —/ ondS — a-ndS—/hdS. (5.71)
T, 9C AN A0, \I r

From this point, the derivatives present in Eq. (5.71) need to be approximated. The details
of how this discretization is done will be fully explained in 2D, as the discretization in 3D
is a relatively straightforward generalization.

5.8.2 Discretization in 2D

To discretize the integrals of Eq. (5.71), we begin by splitting these up along the four
walls of the control volume Cj;: R, L, T, B (right, left, top, and bottom)

[T N BN B (5.72)
ACENT RE\T LE\T  JTHE\T BE\T

The derivatives present in Eq. (5.71) are present in the stress tensor o found in Eq. (5.66).
To handle the derivatives present in the Vv term in o, a standard, second order central
difference formula is used. However, in the case of adaptive octree/quadtree grids, the
direct neighbor to the center node may not exist in a particular direction. To handle this, we
follow [47] and define ghost values of desired nodal quantities at T-junctions to circumvent
the lack of direct neighbor. These ghost values are constructed using a third order accurate
interpolation scheme. An example of this scenario is shown in figure 5.9. Here, node ng
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does not have a direct neighbor to the right, so we introduce a ghost node n,. on the face
delimited by nodes n,; and n,;. For any nodal quantity ¢, sampled at the existing nodes,
we can calculate a third-order accurate ghost value ¢, using the information at ny, at its
direct neighbors in all three other directions (i.e. n;, ns, ny), and at the neighboring nodes
n,: and 1, as

To@r, + Tt O, Ty (G — Qo Yo — P
.= — — . 5.73
¢ T+ Ty t+0b < t b ( )
Ny,
o
T .
t
e—-------- Qi
o 7
b Ty
ny ¢ Ny

Figure 5.9: Finite difference discretization on quadtree grids. Here, node n, has no direct
neighbor to the right, and thus a ghost node n,. (0) must be constructed using the existing
neighboring nodes (®). Standard central discretizations can then be constructed using this
ghosted neighborhood [14].

This approach requires solving a linear system for every component of the velocity field
v at once because the Vv term in the stress tensor o removes the ability to decouple the
velocity components. This results in several cross-coupling terms that require an additional
approach to discretize. The full Helmholtz system Eq. (5.71) has two components in 2D,
those being

_ /W\Fu (2ua Ny + (vp + 1) Na) dS—/

8%\1,# (2uy N1 + (vp + uy)No) dS — /1“ hydS,

(5.74)



54

and

_ N, + 20, N dS—/
acg\rﬂ«uy"_v) 1+ 20yNs) p0\T

1 (g + v2) Ny + 20, Np) dS — /F hadsS,

(5.75)
where u = (u,v)T, h = (hy,hy)T, and n = (Ny, N»)T. In Eq. (5.74), the v, term here
represents a coupling of the velocity component v with the velocity component u. The v,
terms here are non-zero at the top and bottom walls of the cell Cj;. In Eq. (5.75), the u,
term represents a coupling of the velocity component u with the velocity component v.
The w, terms here are non-zero on the left and right walls of the cell C;;. These
cross-coupling terms are more challenging to discretize because they are derivatives in the
direction orthogonal to the normal of the face of the control volume that they are defined
at.

The discretization of these cross-coupling terms is handled through averaging
derivatives in neighboring quadrants. Each node n,; has four neighboring quadrants. The
v, terms across the top and bottom walls of the control volume C;; are discretized through
averaging the v, derivatives in either the upper or lower right and left neighboring
quadrants depending on if the discretization is being performed on the top or bottom wall,
respectively. These averages are also weighted by the area of their respective quadrant.
For example, given the setup in figure 5.8, the discretization of v, on the top wall of the
control volume is

Vglr = Wy (Ui_lvjﬂ ~ Vit | Vic1j T Ui,j)
2 AI'L AIL'L
Wr (Vij41 — Vit1j+1 . Vij — Vig1 j) )
| | 7 ) +0(Ar%), (576
T ( Arn  Awn )T (a2?), (5.76)

where Az and Axpg are the lengths of the left and right quadrants, respectively. The
weights W, and W, are defined as

B Area(CR) B Area(C1p)
b7 Area(Cg) + Area(CL)" ™ Area(Cg) + Area(C,)
where C, and C’, are the left and right quadrants, respectively. A similar procedure is done
for discretizing the u,, terms on the left and right walls of the control volume. For example,

given the setup in figure 5.8, the discretization of u,, on the right wall of the control volume
is

(5.77)

W (Wi — Wi Ui — Wi
uy|lr =

2 Ayr Ayr
Wg (uw — Ui -1 n Uit1,5 — Uit1,5-1
2 Ayg Ayp

) +0(Ay?), (5.78)
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where Ayr and Ayp are the lengths of the top and bottom quadrants, respectively. The
weights W and W are defined as

Area(Cp) Area(Cr)

Wr = Area(Cr) + Area(Cp)’ ° Area(Cr) + Area(Cp)’

(5.79)

where C7 and C'g are the top and bottom quadrants, respectively. We note that the two
quadrants used for the averaging need not be unique, as is the case for the node ny in
figure 5.9, where the top and bottom neighboring quadrants of the right wall of the control
volume are the same. The remaining terms in Vv? are handled through the same second
order central difference scheme used for those in Vv.

This coupled approach is much more easily achievable in this fully collocated numerical
method because all of the velocity components are stored at the same location. In a MAC
grid layout, this is challenging due to the different velocity components being stored at
adjacent faces. By solving the viscosity step in this coupled approach, we are able to solve
Egs. (5.11)-(5.13) without needing an additional iterative correction on the stress jump
condition (5.13), as was needed in [69].

5.8.3 Boundary conditions on the domain boundary

As previously stated, the boundary conditions for u* are
B(u*) = B(u"™!) +c. (5.80)

The wall boundary condition B(u"*!) can be either Dirichlet or Neumann which
respectively can be expressed as

B(u"") = ulso, (5.81)

B(u"™!) = (Vu- n)|sq. (5.82)

In the case of a Dirichlet boundary condition, we also prescribe a Dirichlet boundary
condition for u* as
u*‘ag = 11|aQ + c. (5.83)

In the case of a Neumann boundary condition, we also prescribe a Neumann boundary
condition for u*, that being

(Vll* : n)|aQ = (Vu : n)|39. (584)
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5.8.4 Treatment of the velocity jump condition

While the flux jump h is treated naturally by the finite volume discretization as is seen
in Eq. (5.71), the actual velocity jump k needs to be treated with a different approach. We
handle the velocity jump by extending it to the entire domain. We introduce the extension
k of k to the entire domain such that k satisfies

nk—p"V-(Vk)=0 VxeQ, (5.85)
k=0 VxeQt (5.86)
k=k Vxel. (5.87)

We introduce the function ¢ = v — k which by Egs. (5.63), (5.64) and (5.85) satisfies

m—V-5=F V¥xeQ\T, (5.88)
[+] = vx €T, (5.89)
[6-n]=h-— [[aﬁ : nﬂ vx €T, (5.90)
where
F=r—pu V- (Vk)T), (5.91)
6 =pn(Vy+ (Vo)) (5.92)
op = n(Vk+ (VK)T). (5.93)

The jump extension k is solved for using the supra-convergent Poisson equation solver [47]
on Egs. (5.85)-(5.87), which is second order accurate in both the solution and its gradient.
Then, ¢ is solved for using the method of section 5.8. However, given that the right hand
side of r in Eq. (5.91) contains two derivatives of k, the solution ¢ to Eq. (5.88) will
in general be first order accurate. In practice, for small velocity jumps k, this does not
significantly impact the overall order of convergence for the coupled jump solver.

5.8.5 Coupled jump solver convergence results
The convergence of the coupled jump solver in 3D with test solution
u~ = cos (x)sin (z), u™ = cos (x)sin (z) + 27, (5.94)

= sin (y) cos (z), v* = sin (y) cos (x) + xy, (5.95)
w™ = sin (zy), wT = sin (zy) + ysin (), (5.96)
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and viscosities of 4~ = 1 and u* = 0.5, test domain of [—1, 1], and interface represented
by the level set function ¢ = 22 + y? + 22 — 0.522 is shown in table 5.1. We observe
convergence between first and second order, as expected given how the solution jump
condition is treated.

Level (max:min) | v L* error Order | v L* error Order | w L* error Order
3:1 0.0411 - 0.0521 - 0.0383 -
4:2 0.0116 1.82 0.0161 1.69 0.0128 1.58
5:3 0.0117 -0.0118 0.0101 0.680 0.0103 0.313
6:4 4.11e-3 1.51 3.80e-3 1.41 4.56e-3 1.17
7:5 1.44e-3 1.51 1.40e-3 1.44 1.91e-3 1.25

Table 5.1: Convergence of coupled jump solver in 3D.

5.9 Projection and pressure guess steps

In this section, we discuss the procedures by which the pressure guess, step 1 in figure
5.2, and projection, step 2b in figure 5.2, steps are performed. Both steps require solving
a Poisson problem with jump conditions and both are treated using the same Poisson jump
solver that uses a finite volume discretization, similar to that of the coupled jump solver of
section 5.8.1. Additionally, we demonstrate numerical evidence of the stability of the nodal
projection operator for two-phase flow.

We use the particular pressure guess shown here as this was shown in [69] to enable
the use of the less restrictive time step constraint given in Eq. (5.62). This pressure guess
resolves capillary effects before the viscosity step, something that is not applicable in our
single-phase flow method 4.4.

5.9.1 Single value finite volume Poisson jump solver

The Poisson problems Eq. (5.8) and Eq. (5.15) are solved using a single valued finite
volume discretization of the Poisson equation with jump conditions. This discretization
is identical to how the non cross-coupling terms were handled in the coupled jump solver
presented in section 5.8.1, including how the control volumes are constructed, how the
discretization matrix is built, and how the jump conditions are handled.
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We test the convergence of this solver by solving the following Poisson problem for

u(x,y, z) with jump conditions

nu — pAu =r Vx € Q\ T, (5.97)
[u] =k Vx €T, (5.98)
[Vu-n] =h vx el (5.99)
We select the test solution
u” = a2y + xy?, ut = cos (2) sin (y), (5.100)
with = 0, viscosities of 4~ = 10 and ™ = 1, in a test domain of [—2,2]?, and with

the interface represented by the level set function ¢ = 2 + y? + 22 — 0.5889%. The
right-hand side r is defined as the exact right-hand sided needed for the test solution to
satisfy the Poisson equation and the jump conditions k and h are defined as the exact jump
conditions for the given test solution Eq. (5.100). The convergence of the L°° error for this
test example is shown in table 5.2. We observe second order convergence for this example.

Level (max:min) | ||u||s error Order
3:1 0.0239 -
4:2 0.1762 -2.88
5:3 0.0810 1.12
6:4 0.0174 2.22
7:5 3.69e-3 2.23

Table 5.2: Convergence of single value finite volume Poisson jump solver in 3D.
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5.9.2 Pressure guess

In the pressure guess step, a pressure guess p is solved for as the pressure induced by
the jump in interfacial forces across the interface

Ap=0 Vx € Q\ T (5.101a)

[p] = —vr—q-n vx e T, (5.101b)

Hln - vp“” —0 vxel, (5.101c)
p

B(p)=0 Vxe o (5.101d)

(5.101e)

The wall boundary condition B(p) are homogeneous and can be either Dirichlet or
Neumann which respectively can be expressed for x € 0 as

p=0, (5.102)

(Vp-m)|on = 0. (5.103)

We solve for the pressure guess p using the solver described in section 5.9.1.

5.9.3 Projection

In the projection step, the Hodge variable @ is solved for as the solution to the following
homogeneous, jump Poisson boundary value problem

AP=V -u VxeQ\Tl (5.104a)
[p®] =0  Vx €T, (5.104b)
[V® -n]=0 Vxel, (5.104c)
B(®) =B(p) Vx € . (5.104d)
(5.104e)

The wall boundary condition B(®) can be either Dirichlet or Neumann which respectively
can be expressed as

B(p) = plac. (5.105)
B(p) = (Vp - n)laq. (5.106)

We arrive at having homogeneous jump conditions for ¢ because of our choice of
pressure guess p. The wall boundary conditions are taken from the pressure wall boundary
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conditions. We note that when solving for the Hodge variable ®, we choose to rescale the
Hodge variable @ by the density p to remove p from the jump condition in Eq. (5.104).
We define

1
O = —op, (5.107)

p

and arrive at the following Poisson jump problem
1
;Agp =V-u' Vx € Q\ T (5.108a)
[(l=0 vxeT, (5.108b)
1

HpVgp . nH =0 Vx eI, (5.108¢)

Once ¢ is solved for, the rescaling is undone and @ is used to project u* into the divergence
free space. This Poisson boundary value problem is also solved using the nodal single
value finite volume Poisson jump solver from section 5.9.1, which while not fully second
order in both ® and V® due to the treatment of the jump condition, still results in second
order convergence of the overall method as will be demonstrated in chapter 6. This was not
achieved in the existing MAC grid solver [69], demonstrating one way in which this nodal
solver achieves higher accuracy in the velocity field.
Once @ is obtained as the solution to Eq. (5.104), then u™*! is constructed as

't =ut - Vo. (5.109)

As was established in our single phase work [14], this projection operation, entirely
collocated at the nodes, is not a true projection, and so we must iterate on this process of
successively projecting the velocity u* produced from the viscosity step. We use an
iterative procedure to remove compressible modes through repeated projection,
performing successive projections until

Hu”“ - PNu”“HOO < ¢ Hu”“HOO, (5.110)

or a predefined maximum number of iterations, K,,.., has been reached. Typically, we
choose ¢; = 1073, set K,,4e = 3, and only a few (1 — 3) iterations are required to reach
convergence. This process is detailed in figure 5.2 in Egs. (5.15)-(5.18).

Stability of the Projection Step

As was established in our single phase work [14], this collocated projection operator is
shown to be stable under iteration for a range of boundary conditions. Here, we demonstrate
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numerically in 2D that this stability property still holds in a two-phase context when jump
conditions are present.

Using an initially divergence free velocity field, we successively apply the projection
operator to this field and monitor the norm of the variation between the velocity at the
current projection iteration and the previous projection iteration. For a stable operator, this
variation will tend to zero, up to the solver tolerance. For this investigation, the initial
velocity field chosen is

ut = sin(z) cos(y), (5.111)
vE = — cos(x) sin(y), (5.112)

with the interface I' defined as the zero contour of the level set function
o(z,y) = 0.1 — sin(x) sin(y). (5.113)

2
Additionally, we consider densities of p* = 1 and domain ) = -3 4{} . We choose a
Quadtree grid with a minimum level of 4, a maximum level of 8, and choose to refine the

grid near the interface. A picture of this domain is shown in figure 5.10. For the boundary

| 1 | | | | | 1 |

T T T T T T T T T

Figure 5.10: Representation of the Quadtree grid of {2 and the interface I' (shown in black),
for the example given in Egs. (5.111) and (5.112) to show the stability of the collocated
projection operator.

condition on the Hodge variable, we consider homogeneous Dirichlet, Neumann, and a
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combination of Dirichlet and Neumann boundary conditions to demonstrate the robustness
of the collocated projection operation.

The results of this test are shown in Figure 5.11. As expected, the variation in the
norm of the velocity between successive projections decreases to machine precision as we
successively apply our projection operator. For these examples, the tolerance of our linear
solver was set to 10712, As expected, we see that our collocated projection operator is
numerically stable for all boundary conditions tested. We also note that in practice, only
a small number of iterations (1 — 3) of the projection operator will be used and, as we
show in chapter 6, second order accuracy in the velocity can be achieved with only a single
projection applied.

T T T T

5 —6— Dirichlet
10 )

—eo— Neumann

—— Dirichlet-Neumann

[ T oo = [[u"]|oo |

Projection number (n) <104

Figure 5.11: Difference between successive projections of an incompressible field, with
different boundary conditions on the Hodge variable.

5.9.4 Pressure reconstruction

In our formulation of the projection method, pressure is never directly computed. If
desired, the pressure p in the numerical method can be reconstructed using the pressure
guess p, Hodge variable ®, and u*, and follows from the choice of temporal discretization.
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Following [69], which has an identical procedure on a MAC grid layout, the pressure
reconstruction formula is

_ap .
= -V -ut. 5.114
p=p+ Al JAVARR } ( )

5.10 Conclusions

We presented a novel projection method for the simulation of incompressible
two-phase flow in arbitrary domains using quadtrees/octrees, where all of the variables are
collocated at the grid nodes.  This method extends our projection method for
incompressible single-phase flow [14] and uses the same collocated projection operator.
This projection operator is an approximate projection that converges to the canonical
projection on the incompressible space when iterated.

Our numerical method discretizes the momentum equation Eq. (5.1) by treating the
advection explicitly and the diffusive terms implicitly. The temporal discretization is a
second order Semi-Lagrangian Backward Difference Formula scheme that is augmented
with a local temporal limiter to ensure numerical stability. The spatial discretization of the
momentum equation is handled with a finite volume scheme that easily treats the full
stress tensor with jump conditions, and a similar single valued finite volume scheme is
used to discretize the projection and pressure guess steps. We verified the convergence of
these finite volume schemes and additionally numerically verified the stability of our
collocated projection operator in the context of two-phase flow across a range of boundary
conditions. In chapter 6, we demonstrate that our solver converges with second order
accuracy and validate its capabilities to simulate applications of multi-phase flow through
several canonical validation examples.

The collocated nodal framework employed by our solver dramatically improves on its
ability to be applied to studying scientific and engineering applications of multi-phase
flows. The collocation of variables simplifies the implementation cost by limiting the
number of data structures needed to store the computational variables, reducing the
number of complex interpolation operations needed in a staggered grid framework, and
allowing for an easier treatment of the stress tensor through the finite volume coupled
jump solver presented in section 5.8. As such, we believe that our solver serves as the
ideal tool for scientists and engineers wishing to develop simulations of multi-phase flow
applications, as well as the best tool for us to simulate the rising oil droplets experiment
presented in chapters 2 and 3, due to the combination of its accuracy and its ease of
implementation.



Chapter

Numerical method verification and
validation

In this chapter, we validate our nodal incompressible two-phase Navier-Stokes solver
presented in chapter 5 using several canonical problems in two and three spatial
dimensions. We begin by considering an analytical solution to verify its convergence, then
demonstrate its accuracy with several canonical two-phase flow test cases. We conclude
this chapter by demonstrating the versatility and capabilities of our solver to accurately
simulate numerous rising bubbles and interactions of bubbles with solid flow obstructions.

6.1 Analytic vortex

We verify the convergence of our method by solving Egs. (5.1)-(5.4) for the following
exact analytical solution

u(z,y,t) = sin (z) cos (y) cos (t), (6.1a)
v(z,y,t) = — cos () sin (y) cos (1), (6.1b)
p=0, (6.1¢)
o(z,y) = 0.1 — sin(z) sin(y), (6.1d)

64
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Figure 6.1: Representation of the quadtree discretization of {2 and the interface I" (shown
in orange).

for the two-phase incompressible Navier-Stokes equations with an external body force
f*(z,y,t) and interfacial stress q(z,y,t) given by:

5 (z,y,t) = p* (gltl +u- Vu) — utAu,

_ . Ve Vo
q(z,y,t) = =V |v¢|+H,uVu |V¢‘H

This solution is constructed from an analytic solution of the single-phase case.
Additionally, we set the following parameters as:

2
) thinal = 7.

T 4

ot =1, ~p =10, =01, Q= [—,
up 1o, p v 373

No-slip boundary conditions are imposed on the walls of the computational domain and
the mesh is represented using a quadtree data structure (see Figure 6.1). We note that the
mesh is only refined near the interface location (i.e. no vorticity based refinement). We
perform the computations on a coarse mesh and then recursively produce a mesh where the
min and max level of the quadtree is increased by one. We see in table 6.1 that if we use
SLBDF we get second order convergence in the L°°-norm for the velocity. For quadtree
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levels up to 7:3, the solution seems to be underresolved and our order of accuracy is far
less than desired. For quadtree levels of 7:3 to 9:5, we do see convergence. With the local
temporal limiter, convergence drops to first order. In both cases, only a single projection
was used, demonstrating that we can obtain second order convergence even with only a
single projection, consistent with what we observed in the nodal projection method for
single phase flows [14].

Without temporal limiter | With temporal limiter
Level (max:min) | u L°° error Order u L error  Order

4:0 2.71e-01 - 3.25e-01 -

5:1 7.38e-02 1.88 8.48e-02 1.94
6:2 4.57e-02 0.69 4.67e-02 0.86
7:3 5.01e-02 -0.13 4.38e-02 0.09
8:4 1.18e-02 2.08 1.73e-02 1.34
9:5 2.78e-03 2.09 6.23e-03 1.47

Table 6.1: Convergence of analytic vortex at the final time with and without the local
temporal limiter.

6.2 Parasitic currents

In this second example, we consider the canonical example of parasitic or spurious
currents [25, 62, 52]. Parasitic currents are purely artificial flows generated by capillary
effects at the interface, as seen in the stress jump condition in Eq. (5.4). These manifest
because our representation of the curvature is inherently inaccurate due its computation
being through derivatives of the level-set function, Eq. (5.27). This inaccuracy generates a
flow at the interface that can grow and lead to inaccurate velocity profiles near the
interface. Since we are interested in studying applications where the most significant
dynamics happen near the interface, we wish for the parasitic currents that arise in our
numerical method to be bounded in time and ideally converging as the spatial resolution
increases.

To study the magnitude and convergence of parasitic currents, we solve Egs. (5.1)-(5.4)
with p = 0, f = 0, and q = 0, with the interface given by the zero contour of the level-set

function
o(x,y) = /a2 +y> — 0.003, (6.2)
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and parameters
pt =1261,p" =1 p" =14746,4 =1, ~=0.05, Q= [-0.005,0.005]>. (6.3)

We enforce homogeneous Dirichlet boundary conditions for the velocity on the left and
right computational walls, homogeneous Neumann boundary conditions for the velocity
on the top and bottom walls, and the alternated boundary conditions for the pressure.

For the grid, we consider increasingly refined uniform grids of levels varying from 4 to
8, similar to that in [21]. The resulting L.-error for interface location and L;-error for the
velocity as functions of time are shown in figure 6.2. We observe second order convergence
in the interface position, which is reasonable given that the error in the interface is largely
driven by the advection of the reference map, which is done using a second order accurate
method. The velocity also converges with values comparable to other studies [69, 25, 62,
21, 52]. Moreover, the capillary velocity uc,,, which represents the relevant velocity scale

for capillary effects, scales as
[vL
Ucap ™~ La (64)
p

where L is the length of the computational domain. Here using L = 0.01 and p* for p, we
find
Ueap ~ O(107), (6.5)

demonstrating that as we refine the spatial grid, the magnitude of the velocity induced by
the parasitic currents converges to several orders of magnitude smaller than the scale of
velocity relevant to any application featuring interface driven flow, further confirming that
our method is not impacted by the presence of parasitic currents.

Interface location Velocity
Level (max:min) | L>= error Order | L' error Order
4:4 1.47e-05 - 3.86e-07 -
5:5 2.96e-06 2.32 | 5.93e-08 2.70
6:6 6.92e-07 2.10 | 7.21e-08 -0.28
77 1.73e-07 1.99 | 1.74e-08 2.05
8:8 5.10e-08 1.76 | 1.06e-08 0.72

Table 6.2: Convergence of parasitic currents at the final time. The interface location error
is computed within a band of Ax close to the interface.
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Figure 6.2: Convergence results for the parasitic currents example: interface location error
(left) and velocity L; error (right) for increasing level of refinement.

6.3 Oscillating bubble

Next, we consider the oscillations of an initially spherical bubble around its
equilibrium shape when a perturbation is introduced in its radius. This problem was
originally theoretically studied by Lamb [36], where a perturbation of the radius of an
initially spherical bubble generates capillary forces that produce oscillations which are
eventually dampened by viscous effects. The initially circular bubble is defined in 2D by
the level set function

$(r,0) =1 — (R + S(3eos’0 - 1)) , 6.6)
where 7 is the radial coordinate, 6 is the polar angle, R is the initial bubble radius, and
€ < 1 is the perturbation to the radius. We set f = 0, q = 0, and use the parameters

ptoopt
pt=002p"=1, "—="==10° ~4=05 R=1, €=0.01, Q=][-15152%

pmopo
6.7)

We enforce homogeneous Neumann boundary conditions for the velocity on the left and
right computational walls, homogeneous Dirichlet boundary conditions for the velocity on
the top and bottom walls, and the alternated boundary conditions for the pressure.

A minimum level of 4 and an increasing maximum level of from 6 to 9 were used
for the spatial resolution. Shown in figure 6.3 and table 6.3 is the convergence of the z
radius of the bubble vs time. As the maximum level increases, we see that the period of
oscillation converges to the predicted exponential decay in 3D of 3.629. In figure 6.4, the
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velocity profile for the highest resolution case is shown at a time of expansion and a time
of contraction.

Max level | Period of oscillation
6 3.834
7 3.774
8 3.706
9 3.693

Table 6.3: Convergence of period of oscillation. The 3D theoretical prediction is 3.629.

1.01

1.005 1

radius in x direction

time (s)

Figure 6.3: Oscillating bubble radius in = direction vs time with increasing max level. The
green line represents the predicted exponential decay of the bubble in 3D.

6.4 Dynamics and deformations of rising bubbles

The next validation example we consider is the dynamics and deformations of rising
bubbles subject to strong density and surface tension driven deformations. These examples
are inspired by and validated against the experimental Cases a-h of [12]. We consider an
initially spherical bubble suspended in another denser and more viscous fluid, where the
density difference between the two fluids induces a buoyancy force causing the bubble to
rise and deform.
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Figure 6.4: Oscillating bubble velocity profile at times of expansion and contraction. The
colormap shows the horizontal velocity v at time of expansion (left) and vertical velocity v
at time of contraction (right). The bubble interface is represented in black.

These dynamics are described by three non-dimensional numbers: the Morton, Eotvos
and Reynolds numbers, respectively defined here as
-)* d*p~ ~Ud
Mo =) gy 907 27U (6.8)
P v 12

where U is the asymptotic rising velocity measured at the tip of the drop, g is the
acceleration due to gravity, and d is the initial diameter of the undeformed bubble. The
simulation parameters are constructed from these three numbers. We set the rising
velocity U and undeformed diameter d to 1 and set the remaining parameters as

o~

. - P (WD) [Eo o (Mo)p™y’

The density and viscosity ratios are chosen to be close to those for air and water. By
setting U = 1, we expect the asymptotic rising velocity of the rising bubbles to be close
to 1. We perform these simulations in a domain of [—16, 16]? or [—16, 16]*, much larger
than the initial diameter of 1, and initialize the bubble far from the walls to minimize
boundary effects. No-slip boundary conditions are imposed for the velocity on all walls
except for the top wall, where a no-flux boundary condition is imposed, and the pressure
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boundary conditions are imposed as the inverse of these. All of these simulations were
performed with a minimum grid level of 4, giving a relatively coarse grid away from the
bubble interface. We use the interface based refinement criterion Eq. (5.45) and a vorticity
based refinement criterion Eq. (5.46) with the vorticity tolerance set to 7y, = 0.01 and
maxy = MaXjeye — 1.

6.4.1 Single rising bubble in 2D

To begin, we consider case (d) from [12], where the non-dimensional parameters are
Mo = 266, Eo = 243, Re = 7.77. (6.10)

We perform this investigation in a 2D domain of [—16, 16]* and consider the convergence
of the bubble’s asymptotic rising velocity and relative mass loss over time with increasing
maximum grid level from 10 to 12. Figure 6.5 shows convergence in the rising velocity to
an asymptotic value around 1, as predicted by the experiment. In figure 6.5, we additionally
see convergence in relative mass loss as the refinement of the grid increases. Figure 6.6
shows the velocity magnitude at the final simulation time for each of these simulations,
showing convergence in the interface shape as well. Though these are 2D simulations,
the interface shape does qualitatively resemble the experiment conducted in this parameter
regime.
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Figure 6.5: Rising velocity of 2D Bhaga Weber case (d) [12], with increasing max level
and min level of 4 (left) and relative mass loss of 2D Bhaga Weber case (d) [12], with
increasing max level and min level of 4 (right). Negative relative mass loss indicates a gain
in mass.
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Figure 6.6: Velocity magnitude |u| and interface shape at final time of simulation for 2D
rising bubble, Bhaga Weber case (d) [12] with increasing max level of refinement. Top
left has a maximum level of 10, top right has a maximum level of 11, and bottom has a
maximum level of 12. A subset around the bubble of the adaptive grid is also shown for
each case. The initial bubble has a diameter of 1 cm.
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6.4.2 Rising bubbles in 3D
Single bubble

To perform a more rigorous validation with the experiments of [12], we turn to 3D
simulations of the 8 parameter regimes presented there. These 8 experimental cases are
defined in terms of the dimensionless parameters: Eotvés number (Eo), Morton number
(Mo), and Reynolds number (Re), defined as

d*p~ -
EBo=9%"  Mo=TL L Re—2 2 6.11)
g P M
where ¢ is the acceleration due to gravity, d is the initial diameter of the bubble, and U is
a characteristic velocity. These parameters are defined as follows for the 8 cases of Bhaga

and Weber [12]. The E6tvos number represents the ratio of gravitational forces to capillary

Case: a b Cc d e f g h
Eo | 867 17.7 32.2 243 115 237 339 641
Mo | 711 711 82 x107%* 266 4.63x 1072 82x107% 43.1 43.1
Re |0.078 0.232 553 7.77 94 259 18.3 30.3

Table 6.4: Rising bubbles in 3D: dimensionless parameters associated with the Bhaga
Weber cases (a) - (h).

forces, the Morton number is used with the E6tvos number to characterize the shape of the
bubbles, and the Reynolds number represents the ratio of inertial effects to viscous effects.

Figures 6.7 and 6.8 show the final interface shape of the bubbles along with streamlines
of the magnitude of apparent velocity |u,| (velocity in the reference frame of the bubble)
for each experimental case. We observe qualitative agreement with the experiments over
a range of parameter regimes, though we note that the simulated bubbles feature some
roughness along their edges as a result of the limited spatial resolution. While we are
unable to fully resolve the thin film skirts present in cases (e), (g), and (h) in the asymptotic
regime, we still observe the formation of these thin regions as the bubbles rise before the
thin regions disappear due to limitations in resolution. Figures 6.9 and 6.10 demonstrate the
time evolution for cases (e) and (h), respectively, showing our ability to resolve the multiple
configurations these bubbles take on over time. These results are qualitatively consistent
with those presented in other numerical studies [69, 21].
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Figure 6.7: Final bubble shapes and interior flow fields corresponding to examples 2(a—d)
from Bhaga and Weber [12]. The streamlines are colored according to the magnitude of the
apparent velocity |u,|, or velocity of the fluid in the reference frame of the rising bubble.
Each bubble was initialized with a diameter of 1 cm. For clarity, each bubble is displayed
sliced in half.
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Figure 6.8: Final bubble shapes and interior flow fields corresponding to examples 2(e),
2(g), and 2(h) from Bhaga and Weber [12]. The streamlines are colored according to the
magnitude of the apparent velocity |u,|, or velocity of the fluid in the reference frame of
the rising bubble. Each bubble was initialized with a diameter of 1 cm. For clarity, each
bubble is displayed sliced in half.
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Figure 6.9: Time evolution of the instantaneous shape and apparent exterior flow for
example 2(e) from Bhaga and Weber [12]. The flow streamlines in the suspending fluid

are colored by the vorticity magnitude |V x u|. The bubble was initialized with a diameter
of 1 cm.
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Figure 6.10: Time evolution of the instantaneous shape and apparent velocity for example
2(h) from Bhaga and Weber [12]. The streamlines are colored by the magnitude of the
apparent velocity |u,|. The bubble was initialized with a diameter of 1 cm.
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In table 6.5 we present a quantitative description of these 3D rising bubble simulations. The
final simulation times were chosen as the times when the bubbles reached their asymptotic
shape and rising velocity. For each case, we observe an asymptotic rising velocity close to
1, as expected. Moreover, each case demonstrated a small relative volume loss, which is
measured at the final time as

4_ 3
] 2mry — [or dV
relative volume loss = 23— L ,

(6.12)

where r( is the initial radius of the bubble. This behavior is expected given that the
reference map used to track the interface is projected into the volume preserving space as
part of the interface evolution algorithm. Finally, we present the CFL number and GV
coefficient values used for determining the time step, and see that for most of the cases,
larger time-steps were permissible. For cases (e), (g), and (h), we chose to use a smaller
time-step restriction motivated by the choices made in [21] to ensure that numerical
stability was maintained in these more complex cases. We note that the local temporal
limiter discussed in section 5.7.2 was used for cases (e), (f), and (h) to ensure numerical
stability. These results demonstrate the robustness and power of this numerical method to
be used to simulate density and surface driven flows over a wide range of parameter
regimes.

Case: a b c d e g h
Final time (s) 3 3 6 5 6 4 6
Rising velocity (m/s) | 1.16 1.11 1.04 1.08 0.83  0.99 0.9
Relative volume loss | 0.2% 0.2% 0.2% 0.19% 0.05% 0.19% 0.05%

Max level 10 10 10 10 11 10 11
CFL number 1 1 1 1 0.25 0.45 0.45
GV coefficient 2 2 2 2 0.3 1 0.3

Table 6.5: Rising bubbles in 3D: parameters and measurements associated with the Bhaga
Weber cases (a) - (h). The rising velocity is measured at the final time at the front tip of the
bubble.

Case (f)

We choose to analyze case (f) separately from the other seven cases, as we observed
considerably different behavior for the time evolution of case (f) compared to other
numerical studies, such as [69]. Figure 6.11 shows the early time evolution of the
instantaneous bubble shape. We observe that the middle section of the bubble becomes
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incredibly thin as the bubble rises. At simulation time ¢ = 0.861 s, we observe that the tip
of the bubble reaches such a thinning that we reach the limit of our resolution. At this
point, the bubble’s tip begins to break apart, similar to how the thin skirts of cases (e) and
(h) break apart due to limits in resolution. Figure 6.12 shows this particular time step in
3D, and figure 6.13 shows a vertical slice in 2D of this time step, demonstrating the
adaptive grid reaching a point where only a single grid node is resolving the bubble’s tip.
From this point, the tip of the bubble breaks apart and a hole forms in its place. This is
shown in figure 6.14, which depicts the bubble’s instantaneous shape at a later time once
the tip has fully broken apart. Following this, the bubble is shown to undergo significant
topological change as the hole at the tip expands to create three distinct segments at the
top of the bubble, which all later start to break away, as shown in figure 6.15.

t=0.31s t=0.63 s t=0.86 s
O.? 04 0.8 1.2 1.6
T
|ua|

Figure 6.11: Time evolution of the instantaneous shape and apparent velocity for example
2(f) from Bhaga and Weber [12]. The streamlines are colored by the magnitude of the
apparent velocity |u,|. The max level of this simulation is 12. The bubble was initialized
with a diameter of 1 cm. For clarity, each bubble is displayed sliced in half.

There are several conclusions to draw from this case. The first is that our solver is
capable of simulating significant topological changes and bubble breakup while
maintaining numerical stability. This demonstrates our capability to resolve complex
hydrodynamics involving considerable interfacial deformations. On the other hand, this
case also highlights several limitations in our solver and computational approach. Case (f)
as defined in [12] has the highest Reynolds number of Re = 259, and thus features the
most momentum out of all of the cases. For each of these simulations, we choose the
bubble’s initial shape to be a sphere and we choose the initial velocity profile to be zero.
In addition, other than gravity and interfacial tension, we do not incorporate any additional
forces into our model. These choices may explain why the end shape of our simulation of
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u,|

Figure 6.12: Instantaneous shape and apparent velocity for example 2(f) from Bhaga and
Weber [12] at time ¢t = 0.861 s, the first time step at which the tip of the bubble begins
to break apart. The full bubble is shown (left) along with a zoomed in view of the tip
beginning to break apart (right). The streamlines are colored by the magnitude of the
apparent velocity |u,|. The max level of this simulation is 12. For clarity, the full bubble is
displayed sliced in half.

case (f) does not appear to resemble the experiment from [12] or past numerical studies
such as [69] and why instead the bubble’s tip becomes incredibly thin and reaches our
resolution limit. Our future goal is to investigate different initial configurations that may
lead to a more realistic terminal bubble shape.

Multiple bubbles

To further illustrate the capabilities of our numerical method, we simulate the flow of
20 rising bubbles with the same parameters as case (d) from [12], initialized in the domain
with random initial positions and sizes. This simulation was performed on an octree grid
with a minimum level of 4 and a maximum level of 10, where the grid was refined in
regions near each bubble and in areas of high vorticity. We show the final configuration
of this example in figure 6.16 and visualize the flow field through streamlines of velocity
centered on each bubble, colored by the velocity magnitude. Here, in the zoomed region
(a), we see an illustration of some asymmetries in the vertical rise of some bubbles due to
the influence of nearby bubbles on the flow. We see that we are able to resolve complex
multi-bubble interactions in regions where bubbles are close to one another, demonstrating
the capability of our solver to effectively handle multi-scale hydrodynamics.
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Figure 6.13: Vertical slice in 2D for example 2(f) from Bhaga and Weber [12] at time
t = 0.861 s, the first time step at which the tip of the bubble begins to break apart. The full
slice is shown (left) along with a zoomed in view of the tip beginning to break apart (right).
The adaptive grid is shown and the slice is colored by the velocity magnitude |u|. The max
level of this simulation is 12.

6.4.3 Rising bubbles past complex geometries

We conclude this section by simulating a rising bubble in a domain featuring solid flow
obstructions: complex geometries that will remain stationary in the flow as the bubbles rise.
We consider a rising bubble with the parameters of case (d) from Bhaga and Weber [12],
and define solid obstructions using level set functions, as we do for the bubble interfaces.
To treat the solid obstruction, we zero out all velocity fields everywhere in the domain
where the obstruction level set functions are positive.

Shown in figure 6.17 is the time evolution of a single case (d) bubble placed in a flow
with a solid flow obstruction featuring a converging conical section and a narrow pipe
with a diameter half the size of the bubble’s initial diameter. The bubble is shown to
deform and change its shape to fit around the obstruction, and is shown to preserve its
volume, as expected given our interface advection scheme and treatment of the solid
obstruction.  Five time steps from this example are highlighted in figure 6.18,
demonstrating how the mesh adapts around the droplet as it changes its velocity and
shape. We additionally highlight the flow field around the bubble in figure 6.20, where we
show the velocity magnitude in a vertical slice at five times shown originally in figure
6.17. To quantify the accuracy of this example, in figure 6.19 we also show the relative
mass loss of the bubble as it rises and deforms through its interactions with the flow
obstruction. We observe excellent conservation of mass with deviations in mass at most
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Figure 6.14: Instantaneous shape and apparent velocity for example 2(f) from Bhaga and
Weber [12] at a later time of ¢ = 1.3 s, after the tip has fully broken apart (left). For clarity,
the bubble is displayed sliced in half. The streamlines are colored by the magnitude of the
apparent velocity |u,|. The instantaneous shape of the full bubble is also shown (right),
depicting the full breakup of the bubble’s tip. The max level of this simulation is 12.

t=194s =235s t=253s

Figure 6.15: Time evolution of the instantaneous shape for example 2(f) from Bhaga
and Weber [12] for later times after the initial breakup of the tip. The max level of this
simulation is 11.

20% towards the end of the simulation and with most deviations close to zero. This
example demonstrates the ability of our solver to simulate a two-phase flow impinging on
an arbitrary irregular geometry, while maintaining numerical stability and thus illustrates
that our approach can be used in the exploration of complex flow applications that feature
both multi-phase flows and flow past solid obstructions.
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Figure 6.16: Final configuration in a 3D simulation of a collection of 20 rising bubbles
with random initial positions and sizes. We visualize the flow field through streamlines of
the velocity, colored by its magnitude |u|. We show two regions, (a) and (b), zoomed in to
further illustrate the complex flow structure in regions featuring multiple bubbles close to
one another.
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t=390 s t=8.08 s

t=8.99 s t=13.62 s
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t =16.65 s t=19.32 s

Figure 6.17: Time evolution of the shape and adaptive octree grid for a case (d) bubble
from Bhaga and Weber [12] in a flow with a flow obstruction featuring a converging conical
section and a narrow pipe. For clarity, the flow obstruction is displayed sliced in half. The
droplet is shown to maintain its volume as it rises through the complex flow geometry. Five
time steps labeled (a) — (e) are identified with boxes and highlighted in figure 6.18.
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Figure 6.18: Zoomed in time steps from figure 6.17.
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Figure 6.19: The relative mass loss of the rising bubble of the example shown in figure
6.17. The five time steps shown in more detail from figure 6.18 are identified with labeled
plot markers.




t =390 s t =28.99 s
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t =16.65 s t=19.32 s

Figure 6.20: Time evolution of the velocity magnitude |u| shown in a slice in the vertical
direction for a case (d) bubble from Bhaga and Weber [12] in a flow with a flow obstruction
featuring a converging conical section and a narrow pipe.
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6.5 Conclusions

We validated our two-phase nodal Navier-Stokes solver using several canonical two-
and three-dimensional examples. @~ We observe second order convergence, and we
demonstrate the ability to accurately resolve surface tension and density driven flows,
qualitatively and quantitatively matching experimental data on rising bubbles subject to
strong and weak surface deformations. Finally, we demonstrated the capability of our
solver to simulate complex flows of multiple rising bubbles and flow of bubbles rising past
solid flow obstructions, displaying the potential of our solver to study a range of
multi-physics applications.

There are several directions of future work for this project. To start, we wish to expand
the capabilities of our solver to handle variable density flows. This would enable our
solver to study atmospheric and oceanic applications featuring density stratified flows,
such as rising oil droplets [20, 35, 59, 44], fine particle pollution in the atmosphere [71],
and settling marine snow [53]. In addition, we would like to explore applications featuring
non-uniform interfacial tension induced by effects such as the Marangoni effect. Also, we
would like to explore additional approaches to treating the fluid-structure interaction, such
as the approach using reference maps of [54], as this would expand the variety of
applications that our method would be capable of resolving. Finally, we would like to
parallelize our method on a distributed memory framework, given that at present we have
only implemented parallelization on a shared-memory framework. This would enable our
method to take better advantage of high performance computing resources and study a
wider range of multi-physics applications.

For the work presented in this dissertation in particular, we believe that this
incompressible two-phase flow Navier-Stokes solver is better suited to simulating the
rising oil droplets experiment presented in chapters 2 and 3, due to its second order
accuracy. However, at present, we have been unsuccessful in adapting this solver to
simulate the rising oil droplet in a homogeneous ambient flow that was featured in section
3.4.1. When the density and viscosity values from this simulation are used instead of
those featured in the examples of section 6.4.2, we observe far more significant surface
deformations than what was observed in the simulations of chapter 2 and the experiments
[43]. We believe that there is some sort of error in the implementation of our method or a
potential instability that only manifests significantly when the density of the droplet is on
the same order of magnitude as the ambient fluid, as we only validated our method against
the experiments of [12], where the density of the rising bubbles is three orders of
magnitude smaller than the surrounding fluid. Our immediate future work is to investigate
this regime further and correct this issue to ensure that our solver can accurately simulate
rising oil droplets.
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Once our method is able to successfully simulate rising oil droplets in homogeneous
ambient flows, the next direction for this project is to incorporate the ability to simulate a
variable density ambient with the Boussinesq approximation, as was done for the method
[69], and to re-run the validation simulations presented in chapter 2. Once these validation
simulations are complete, we will then use our nodal method to solve the force
decomposition presented in chapter 3 and perform an investigation into which surface
forces primarily drive the entrainment of the oil droplet as it rises through the region of
density stratification.



Chapter

Conclusion

Multi-phase flows are a significant component in many environmental systems,
including atmospheric and oceanic systems featuring rising droplets and bubbles in
stratified fluids. =~ These applications are difficult and costly to fully study in an
experimental manner, necessitating accurate and efficient numerical methods to simulate
models that capture all the relevant multi-scale physics present. Motivated by modeling
and simulating an experimental investigation into rising oil droplets in a density stratified
flow, we developed a novel numerical method to simulate incompressible multi-phase
fluid flow that is highly adaptable to studying a range of environmental applications.

The first project of this dissertation concerned the modeling and simulation of a rising
oil droplet in a sharp two-layer density stratified flow. This problem serves as a means of
isolating and better understanding the dynamics which drive droplet slowdown and
entrainment when rising through regions of density stratification. We modeled the
experiment of this problem with the incompressible multi-phase Navier-Stokes equations
Egs. (1.1)-(1.4) and simulated this model using the numerical method of [69]. These
simulations showed good qualitative and quantitative agreement with the experiment of
[43], demonstrating that we were able to successfully model this system and develop a
computational framework for further study. To accompany this computational framework,
we developed a model for surface forces impacting the rising droplet based on a
decomposition of the pressure. This model was inspired by similar work for settling solid
spheres in density stratified flows [78]. Despite the ability to capture the rising velocity
trends found in the experiment with our simulations, we found the numerical method to be
limited in its capability to solve our force decomposition model, given it only being a first
order method. Nevertheless, we were able to validate the force decomposition model on a
rising droplet in a homogeneous fluid, leaving future work in applying this model to a
more accurate simulation of density stratified flow. We hope to use this model to quantify
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the relative impact of each of the surface forces we identified in driving droplet slowdown
and entrainment in the region of density stratification.

The second project of this dissertation concerned the development of a numerical
method for solving the incompressible multi-phase Navier-Stokes equations, based on the
method of [69], that achieves second order accuracy through collocated all computational
variables at the nodes of the computational mesh. This method is a projection method that
uses a collocated projection operator, that while only an approximate projection,
converges to the canonical orthogonal projection when iterated. We initially developed
this collocated projection operator for simulating incompressible single-phase flow in
arbitrary domains [14], which we incorporated into a solver for the incompressible
Navier-Stokes equations. This solver has second order accuracy and has a tremendously
lower implementation cost compared to methods that employ staggered grids due to the
collocation of all computational variables simplifying the discretization of the viscosity
and projection operators and reducing the number of interpolations functions needed.
Ultimately, our numerical method for incompressible multi-phase flow is the extension of
our single-phase flow solver. We demonstrated that the nodal projection operator is stable
in two-phase flow and validated our solver using several canonical two- and
three-dimensional two-phase flows. Our solver achieves second order accuracy, is capable
of accurately resolving density and surface tension driven flows, and also features the low
implementation barrier present in our single-phase flow solver, making it an ideal tool for
simulating environmental applications. We hope to continue our study of rising droplets
and bubbles in environmental applications using this new solver, starting with returning to
our preliminary numerical investigation of the rising oil droplet in a sharply stratified flow.
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Appendix A

Appendix for Chapter 4

A.1 Proof: divergence is negative transpose of gradient

For a scalar function 1 (x) and a vector field V(x), x € R?3, the following identity
holds true
V. (V) =9V -V + V. Ve, (A1)

due to the product rule. The adjoint of the linear operator A over an inner product is defined

as the operator A* such that
(Az,y) = (z, A%y), (A.2)

where (-,-) is the inner product on that space. Then if we have the linear operators
representing the divergence D = V- and gradient G = V, to show that —G = DT, we
need to show that

(Dx,y) = (x, =Gy), (A.3)

where x is a vector field and y is a scalar field, both defined in R?3, and the inner product
1s defined as

(z,y) = /Q zydV, (A.4)

for Q0 € R?3. We do this by using the identity (A.1) as

(Dx,y) :/Q(v.x)ydvz/Qv-(yx)—x-vydvz/Qv.(yx)dV—/Qx-vydv (A.5)

Now using the Divergence Theorem, this is rewritten as

(Dx,y) = /8 () -nds - /Q x - VydV, (A.6)

98



99

where 0f2 is the boundary of {2 and n is the outward facing normal on this boundary. Then
if x and y are given such that the boundary term is zero, we obtain

(Dx,y) = [ —x- VydV = (x.~G). (A7)

thus DT = —G. O
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