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Behavioral/Cognitive

Human Sensorimotor Cortex Control of Directly Measured
Vocal Tract Movements during Vowel Production

David F. Conant,1,2,3,6 X Kristofer E. Bouchard,4,5 Matthew K. Leonard,1,2,6 and X Edward F. Chang1,2,6

1Department of Neurological Surgery, 2Center for Integrative Neuroscience, 3Graduate Program in Neuroscience, University of California–San Francisco,
San Francisco, California 94143, 4Biological Systems and Engineering Division, Lawrence Berkeley National Laboratories, Berkeley, California 94720, 5Helen
Wills Neuroscience Institute, University of California–Berkeley, Berkeley, California 94720, and 6Weill Institute for Neurosciences, University of California-
San Francisco, San Francisco, CA 94143

During speech production, we make vocal tract movements with remarkable precision and speed. Our understanding of how the human
brain achieves such proficient control is limited, in part due to the challenge of simultaneously acquiring high-resolution neural record-
ings and detailed vocal tract measurements. To overcome this challenge, we combined ultrasound and video monitoring of the suprala-
ryngeal articulators (lips, jaw, and tongue) with electrocorticographic recordings from the cortical surface of 4 subjects (3 female, 1 male)
to investigate how neural activity in the ventral sensory-motor cortex (vSMC) relates to measured articulator movement kinematics
(position, speed, velocity, acceleration) during the production of English vowels. We found that high-gamma activity at many individual
vSMC electrodes strongly encoded the kinematics of one or more articulators, but less so for vowel formants and vowel identity. Neural
population decoding methods further revealed the structure of kinematic features that distinguish vowels. Encoding of articulator
kinematics was sparsely distributed across time and primarily occurred during the time of vowel onset and offset. In contrast, encoding
was low during the steady-state portion of the vowel, despite sustained neural activity at some electrodes. Significant representations
were found for all kinematic parameters, but speed was the most robust. These findings enabled by direct vocal tract monitoring
demonstrate novel insights into the representation of articulatory kinematic parameters encoded in the vSMC during speech production.

Key words: electrocorticography; sensorimotor cortex; speech motor control; speech production; vowels

Introduction
When we speak, we move the upper vocal tract articulators (lips,
jaw, and tongue) to produce vocal tract constrictions of air flow

in precise, rapid, and complex ways. These movements result in
acoustic events that are highly distinguishable, maximizing com-
municative utility. In spoken languages, vowels are a major cate-
gory of speech sounds. Despite their importance, it is unknown
how cortical activity patterns control the vocal tract articulators
to create vowels.

The ventral sensory-motor cortex (vSMC: precentral, postcen-
tral, and subcentral gyri) is the primary cortical area controlling the
speech articulators (Petersen et al., 1988; Lotze et al., 2000; Hessel-
mann et al., 2004; Brown et al., 2009; Kellis et al., 2010; Pei et al.,
2011; Bouchard et al., 2013; Bouchard and Chang, 2014; Mugler et
al., 2014; Kumar et al., 2016; Simonyan et al., 2016). Within vSMC,
representations of vocal tract articulators are coarsely somatoto-
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Significance Statement

Speaking requires precise control and coordination of the vocal tract articulators (lips, jaw, and tongue). Despite the impressive
proficiency with which humans move these articulators during speech production, our understanding of how the brain achieves
such control is rudimentary, in part because the movements themselves are difficult to observe. By simultaneously measuring
speech movements and the neural activity that gives rise to them, we demonstrate how neural activity in sensorimotor cortex
produces complex, coordinated movements of the vocal tract.
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pically organized, with different neural populations in vSMC
being associated with specific articulators (Crone et al., 1998;
Brown et al., 2009; Bouchard et al., 2013; Mugler et al., 2014;
Herff et al., 2015). However, our understanding of speech motor
control in vSMC is incomplete, due to challenges in simultane-
ously acquiring neural and behavioral data with sufficient spatial
and temporal resolution required to determine the precise corre-
spondence between vSMC activity and the movement of the vocal
tract articulators.

The precise movements (kinematics) of the articulators are
challenging to measure because many of the vocal tract movements
are internal to the mouth and throat, and are therefore difficult to
monitor externally, especially in the context of neural recordings. As
a result, previous studies have used the produced acoustics to infer
which articulators are involved, based on extensive linguistic de-
scriptions of speech movements for a given speech sound (Lotze
et al., 2000; Crone et al., 2001; Brown et al., 2009; Fukuda et al.,
2010; Kellis et al., 2010; Leuthardt et al., 2011; Pei et al., 2011;
Grabski et al., 2012; Bouchard et al., 2013; Bouchard and Chang,
2014; Mugler et al., 2014; Herff et al., 2015). Although it is possi-
ble to describe the movements of each articulator according to
phonetic labels derived from the acoustics, these behavioral de-
scriptions cannot provide exact characterizations of the changing
positions of the articulators over time. Moreover, there are many
articulator configurations that can result in the same acoustics
(Atal et al., 1978; Maeda, 1990; Johnson et al., 1993; Gracco and
Löfqvist, 1994; Löfqvist and Gracco, 1999) and considerable
across-speaker (Johnson et al., 1993) and across-trial (Perkell and
Nelson, 1985) variability in movements that give rise to a partic-
ular speech sound. Thus, understanding how the brain produces
complex sounds, such as vowels, requires determining how dif-
ferent kinematic parameters of articulatory movements are con-
trolled in vSMC during speech production.

To understand how vSMC neural activity controls precise
articulator movements, we have developed a system to simulta-
neously measure cortical activity using high-resolution electro-
corticography (ECoG) while directly monitoring the lips and jaw
with a camera, and the tongue with ultrasound. We previously
detailed a technical description of the methods (Bouchard et al.,
2016). Here, we examined how vSMC generates articulator kine-
matics, focusing on the production of American English vowels.
We established that articulator kinematics are more strongly repre-
sented in vSMC compared with acoustics. We determined that
specific kinematic parameters (position, speed, velocity, and
acceleration) are all represented, although articulator speed is
represented most strongly. Finally, we examined how distinct
dynamics of neural activity are related to both movement (from
rest to target position) and maintenance of articulators (at target
position). By simultaneously measuring speech-related move-
ments and the neural activity generating them, we demonstrate
how neural activity in sensorimotor cortex produces complex,
coordinated movements of the vocal tract.

Materials and Methods
Experimental design
ECoG acquisition and signal processing. Four human participants under-
went chronic implantation of a high-density subdural ECoG array as part
of the clinical treatment for epilepsy (3 female right hemisphere, 1 male
left hemisphere). All subjects were implanted with 256 channel grids over
peri-Sylvian cortex (1.17 mm diameter electrodes, 4 mm pitch, 60 � 60
mm coverage; Integra), referenced to a scalp electrode. The total number
of vSMC electrodes for individual subjects ranged from 52 to 86 for a
total of 270. Cortical-surface electrical potentials were recorded, and the
voltage time series from each electrode was inspected for artifacts or

excessive noise. Electrodes with excessive noise and time periods with
artifacts were excluded from analysis, and the raw ECoG activity was
rereferenced to the common average. For each channel, the time-varying
analytic amplitude of the voltage signal in the high-gamma (HG) range
(70 –150 Hz) was extracted using the Hilbert transform, according to
previously published procedures (Edwards et al., 2010). HG correlates
well with multiunit firing (Ray and Maunsell, 2011) and has high spatial
and temporal resolution (Muller et al., 2016). The HG signal was down-
sampled to 400 Hz for analysis and plotting purposes. HG power was
z-scored relative to activity recorded during periods of silence during the
same recording session. All analyses were limited to the vSMC, which was
anatomically defined as the ventral portions of the precentral and post-
central gyri, as well as the subcentral gyrus.

Task. Participants listened to audio recordings of nine English vowels
�a/œ/Z/�/�/I/i/υ/u� and were instructed to repeat each vowel. On each
trial, to ensure they properly identified the vowel, they first heard it in an
/h-V-d/ context (e.g., “hood”), and then they heard the vowel in isola-
tion. After a 1–1.5 s delay, participants were presented with a visual cue to
produce the isolated vowel. They were not explicitly instructed to hold
the vowel for a specific amount of time. The median duration of produc-
tion was 1.66 s (SD 0.35 s). For each participant, between 15 and 30
repetitions of each vowel were collected over the course of 3– 6 recording
sessions.

Articulator tracking. We developed a system to record the movements
of the main supralaryngeal articulators while participants performed the
vowel production task (see Fig. 1A), the details of which have been de-
scribed previously (Bouchard et al., 2016). Briefly, to capture the move-
ment of the lips and jaw, a camera was placed in front of the participant’s
mouth. The participant’s lips were painted blue, and red dots were painted
on the tip of the nose and the chin to simplify the process of extracting the
shape and position of these articulators. The camera captured video at 30
frames per second. To image the tongue, an ultrasound transducer was
held firmly under the participant’s chin with the plane of view capturing
the midline of the tongue. The ultrasound recorded images at 30 frames
per second, and the data were aligned to the lips/jaw video according to
the peak of the cross-correlation of the audio signals from each video.
Using hue thresholding, we extracted the lips and jaw automatically from
these videos as binary masks (see Fig. 1B). From these binary masks, we
extracted the locations of the four corners of the mouth (upper/lower lip,
left/right corners) and the jaw. For the tongue, we used EdgeTrak to
extract 100 points of the mid-sagittal contour, which were then down-
sampled to 3 points by taking the median x and y value for the front,
middle, and back thirds of the contour (M. Li et al., 2005). Because video
and ultrasound were collected in orthogonal spatial planes, x and y po-
sitions in the lips/jaw images reflect left/right and top/bottom, whereas x
and y positions in the tongue images reflect front/back and top/bottom.
To correct for differences in the relative position of the camera and
ultrasound transducer with respect to the participant, we referenced each
articulatory point to the neutral starting position at the beginning of each
trial. From the measured position of each articulatory feature (X), we also
derived movement parameters including velocity (X�), speed (�X��), and
acceleration (X�) of that articulator. We refer to these parameters collec-
tively as the articulator kinematics. While the lips and jaw were both
included in all analyses, we found that lip opening and jaw height were
correlated for this vowel production task (cross-subject average correla-
tion: r � 0.73 � 0.12). Therefore, to simplify visualizations we only show
results for the lips.

Statistical analysis
Acoustic feature extraction. Speech sounds were recorded using a Sennheiser
microphone placed in front of the participant’s mouth and recorded at
22 kHz (see Fig. 1A). The speech signal was transcribed offline using
Praat (Boersma, 2001). For each vowel, we extracted the formants (F1–
F4) using an inverse filter method (Watanabe, 2001; Ueda et al., 2007;
Bouchard et al., 2016).

Trial duration standardization. To standardize the durations of the
vowels across trials and participants, we linearly resampled each trial to
be the median duration across vowels and subjects (1.66 s). Behavior and
neural signals changed with rapid and stereotyped dynamics around on-
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set and offset; resampling the entire trial would systematically change
those dynamics based on vowel duration. Therefore, to preserve onset
and offset dynamics, we only resampled data in the time window from
250 ms after the onset of the acoustics to 250 ms before the offset: corre-
sponding to the steady-state hold. Trials with durations less than half or
greater than twice the median were excluded from analysis (26 in total
across all subjects). Final analyses used an average of 15.3 � 5.7 trials per
vowel per subject.

Permutation tests. To evaluate statistical significance in each analysis,
we used permutation tests. A permutation distribution for a given model
was constructed by randomly permuting the trial labels of the observed
data, and then training and testing the model using this shuffled data.
This process was repeated 500 times, and the performance of these shuf-
fled models comprised the permutation distribution. A model was con-
sidered significant if its performance on test data was greater than the
99th percentile of its corresponding permutation distribution. For the
correlations in Figure 2D, we tested whether �r� 	 99th percentile of �rnull�.

Correlations with articulatory position. To evaluate the relationship
between vSMC HG activity and individual articulators, we correlated HG
activity at individual electrodes with the measured trial-to-trial position
for each articulatory feature. HG activity averaged over a 200 ms window
centered at acoustic onset was correlated with the mean position of each
articulator taken from a 200 ms window centered at the midpoint of the
vowel. Electrodes were labeled according to whether they had significant
correlations with 0, 1, or multiple articulator positions. Electrodes in 2D
are examples of electrodes with significant correlations with only one
articulator.

Encoding of kinematics, formants, and vowel categories. We compared
the representation of articulator kinematics, vowel formants, and vowel
category at each electrode using L1-regularized linear regression (Lasso).
These models predict HG activity at each time point 500 ms before acous-
tic onset to 500 ms after acoustic offset from a sparse linear combination
the behavior as follows:

HGe � �i�1

n
�i (1)

Where HGe is the HG power at a given electrode, � are the linear weights
that describe the mapping, and i is a vowel category (n � 9), vowel
formant feature (n � 10), articulator kinematic feature (n � 40), or all
feature sets jointly (n � 59). The formant features were F1–F4, as well as
all pairwise ratios of F1–F4. The articulator kinematic parameters were
position, speed, velocity, and acceleration for lip opening, lip width, jaw
height, and the front, middle, and back tongue. Vowel identity was pa-
rameterized as nine binary vectors corresponding to the vowel being
produced during vocalization. Formant, articulatory, and vowel identity
features were lagged 100 ms relative to HG, corresponding to the causal
direction of neural activity generating behavior. This lag was determined
empirically by optimizing model performance over a range of lag values
(
500 ms to 500 ms).

To train and test linear models, we used L1-regularized linear regres-
sion in a leave-one-trial-out cross-validation procedure. We calculated
the correlation between the observed and predicted HG values, averaged
across cross-validations. Electrodes were included in visualizations and
summary statistics only if their performance passed the permutation test
described above for at least one of these models (i.e., formants, kinemat-
ics, vowel identity, or combined). To compare models with different
numbers of parameters, we calculated the adjusted R 2 as follows:

1 � �1 � R2��n � 1/n � p � 1� (2)

Where R 2 is the unadjusted coefficient of determination of the model,
n is the number of observations on which the model was trained, and p is
the number of parameters.

Organization of vowels in behavioral and neural spaces. To examine the
similarity of vowels in behavioral and neural representation spaces, we
used multidimensional scaling (MDS). MDS provides a low-dimen-
sional projection of the data that preserves the relative distances (simi-
larities) between points in a higher-dimensional space. For each feature
set (formants, articulator position, and neural), we extracted the median
value for each vowel from a 200 ms window centered at the midpoint of

the vowel (formants and articulator position) or the onset (neural), and
then z-scored that value across vowels. We applied MDS to the distance
matrix computed on these measurements for each feature set separately.
To measure the differences in the organization of vowels between the
formant, articulator, and neural spaces, we calculated the pairwise dis-
tances between the vowels in each space. We quantified the similarity
between the neural and kinematic or formant spaces by calculating a
bootstrapped correlation between the pairwise distances for each feature
set. We performed agglomerative hierarchical clustering on the pairwise
distances to visually organize the results.

Encoding of kinematic parameters across time. To assess the relative
encoding of different kinematic parameters, we used the measured posi-
tion of each articulator on each trial (X) to derive the velocity (X�), speed
(�X��), and acceleration (X�) of that articulator on that trial. To examine
the encoding of these parameters independent of one another, we
removed the shared variance between these parameters using semipartial
correlation. For each time point, we first used linear regression to predict
the values of one kinematic parameter, y, from a linear combination of
the remaining three parameters, X as follows:

ŷ � �X (3)

Where � are the weights that describe the linear relationship and ŷ is the
model’s prediction of that kinematic parameter. We then calculated the
linearly independent component of the kinematic parameter, yidp, by
subtracting predicted parameter values from the observed as follows:

yidp � y � ŷ (4)

We then used L1-regularized linear encoding models to predict HG ac-
tivity from the kinematic parameters (position, speed, velocity, and ac-
celeration) of the lips, jaw, and tongue. However, instead of including the
entire trial time course in each model, we trained and tested models
within 100 ms nonoverlapping windows that tiled the trial. Articulator
kinematics were lagged 100 ms relative to HG to evaluate the causal
nature of neural activity on behavior. Models were trained and tested
independently for each time window. Performance was measured by
the correlation between the observed and predicted HG values, averaged
across cross-validations. Electrodes were included in visualizations and
summary statistics only if their performance passed the permutation test
described above for at least three contiguous time windows at any point
in the trial.

Decoding of kinematic parameters from vSMC HG. To determine the
degree to which variations in individual articulatory parameters could be
predicted from vSMC population activity, we used linear decoding mod-
els. Similar to the encoding models above, we built L1-regularized linear
models to relate vSMC HG to articulator kinematics within 100 ms time
windows that tiled the trial. However, instead of predicting the HG ac-
tivity at a single electrode from a combination of all articulator parame-
ters, we predicted the trial-to-trial variance of each articulator parameter
from a combination of all vSMC electrodes. As with the encoding mod-
els, articulator kinematic features were lagged 100 ms relative to vSMC
HG, and models were trained and tested independently for each time
window using a leave-one-out cross-validation procedure. The resulting
models thus express how well the vSMC population can predict each
resulting articulator kinematic feature as a function of time within the
vocalization. To simplify visualization, we averaged performance across
subjects and similar articulators.

Description of vSMC HG dynamics. To characterize the major physio-
logical response types in HG dynamics, we used non-negative matrix
factorization (NMF). NMF is a dimensionality reduction technique that
extracts a predetermined number (i.e., rank, k) of bases �B � �mxk� and
weights �W � �nxk� that linearly combine to reconstruct the non-
negative data �A � �mxn�, such that k � min(n, m) under the constraint
that both the bases and weights are strictly non-negative as follows:

A � BWT; B, W � 0 (5)

The solutions B and W are found by solving the (biconvex) constrained
optimization problem as follows:
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B̂, Ŵ � minB,W

1

2
�A � BWT�F

2; s.t. B, W

� 0 (6)

NMF is particularly useful for decomposing
data into “parts” that have interpretable mean-
ings (e.g., transient vs sustained response types)
(Lee and Seung, 1999; Donoho and Stodden,
2004; Bouchard et al., 2016; Leonard et al.,
2016). The HG activity for each vSMC elec-
trode across all participants was averaged
across trials, offset by the minimum value
(such that all values were positive), and NMF
was applied to the matrix of time courses �
electrodes. To determine a parsimonious num-
ber of bases, we calculated the reconstruction
error when projecting the data onto the NMF
bases as follows:

err �
1

2
�A � BWT�F

2 (7)

We then found the number of bases (i.e., rank
k) beyond which reconstruction error only
marginally reduced (i.e., the elbow of the
curve): five bases were used. The first two bases
resembled the transient and sustained activity
observed in Figure 7A. Electrodes with sus-
tained activity were defined as those that had
weighting for basis 1 greater than for basis 2.
The width (HGw) of the HG activity for sus-
tained electrodes was derived as follows:

HGw � argmin��HGe,t � HGe,t�

� argmax��HGe,t � HGe,t� (8)

Where HGe,t is the HG activity at given sus-
tained electrode for a given trial. This measure
was calculated for each sustained vSMC elec-
trode, for each trial. We assessed spatial orga-
nization by measuring the Euclidean distance
between electrodes organized according to
their maximum NMF weight (i.e., transient
or sustained). We compared distributions of
intraparameter distances and cross-parameter
distances with randomized distributions de-
rived by shuffling the labeling of the electrodes.
If the HG dynamic variability across vSMC is
spatially organized, the distribution of intrapa-
rameter and cross-parameter distances should
differ from the distributions of the random dis-
tributions.

Results
Participants produced nine English vow-
els in isolation �a/œ/Z/�/�/I/i/υ/u� (e.g.,
the vowels pronounced as in the following
set of words: “calm,” “cat,” “send,” “fun,”
“heard,” “sit,” “need,” “should,” “boot”)
while neural activity was recorded from
vSMC and the movements of the su-
pralaryngeal articulators were moni-
tored. These vowels span both the
acoustic and kinematic space of all Amer-
ican English vowels, and are a basic and essential component of
all languages. We specifically studied vowels in isolation
for several reasons. First, the associated movements of the speech

articulators consist of a single displacement from rest, to the tar-
get position, and back to rest. This simplicity provides the oppor-
tunity to study isolated movements of the speech articulators free
from the context of surrounding phonemes. The task was also

Figure 1. Experimental setup and articulator monitoring. A, Schematic of the articulatory tracking system. A video camera
placed in front of the subject recorded the movements of the lips while an ultrasound transducer under the jaw captured the tongue
contour. B, Example images of the the video (top) and ultrasound (bottom) imaging during production of the corner vowels /a/, /i/,
and /u/. The lips and tongue contour were extracted from these images, and the resulting binary masks are shown in color on top
of the raw images. C, MRI reconstruction of the brains of the 4 subjects included in the study. Coregistered ECoG electrodes are
plotted on the cortical surface. Dark points indicate electrodes over vSMC.
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Figure 2. Articulatory and acoustic behavior correlates with single electrode vSMC neural activity. A, Prototypical articulator positions for the corner vowels /a/, /i/, and /u/. B, Average (�SEM)
time courses of measured articulator displacements during production of the corner vowels. For illustration, the kinematic parameter of vertical position is shown; however, both vertical and
horizontal measurements are used for subsequent analyses. C, Average formant values (F1–F4) for the corner vowels during the same productions as in B. (Figure legend continues.)
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designed to minimize variability in the
lower vocal tract (e.g., larynx), which we
did not explicitly monitor. Using the re-
corded acoustics, we verified that subjects
produced the vowels with little trial-to-
trial variation in either pitch or intensity.
Additionally, the movements occur at dis-
tinct epochs, allowing us to resolve the
neural representation of the movement to
the target, from the maintenance of that
target, from the return to the resting
configuration.

Articulator tracking during
vowel production
We simultaneously tracked the movements
(Fig. 1A) of the major supralaryngeal artic-
ulators (i.e., lips, jaw, and tongue; Fig. 1B)
while recording neural activity directly
from the cortical surface (Fig. 1C; see
Materials and Methods) (Bouchard et al.,
2016). We first verified that, by extracting
the positions of the articulators, we ob-
served characteristic vocal tract configu-
rations that reflect distinct vowels. For
example, the vowel /a/ is characterized by lowering the front
tongue, raising the back tongue, and opening the lips, whereas the
vowels /i/ and /u/ have different configurations (Fig. 2A). The
measured articulatory movements captured these characteristics
and clearly discriminated vowel categories (Figs. 1B, 2B). We also
used the produced acoustics as a behavioral measure of vowel
discriminability. By extracting the formants from the acoustic
signal, we observed distinct relative patterns of acoustic power for
different vowels. For example, /a/ is characterized by high F1 and
low F2, whereas /i/ and /u/ have different formant profiles (Fig.
2C).

Representation of articulator kinematics in ventral
sensory-motor cortex
These descriptions demonstrate that both articulator kinematics
and acoustic formants provide rich descriptions of the same be-
havior. However, although kinematics and acoustics are causally
related, their relationship is not 1:1 (Atal et al., 1978; Maeda,
1990; Johnson et al., 1993; Gracco and Löfqvist, 1994; Löfqvist
and Gracco, 1999), nor are they perfectly correlated (in the pres-
ent dataset, rhokin,acoust � 0.53 � 0.17). For example, producing
the vowel /uw/ (“hoot”) involves raising the back of the tongue
toward the soft palate while rounding the lips. However, those
movements can be compensatory. The vowel /u/ can be produced
with less pronounced lip movements accompanied by greater
tongue movements, or vice versa (Perkell et al., 1993). Therefore,

we asked whether articulator kinematics or acoustic formants are
the behavioral characterization of vowels represented in vSMC.

First, we quantified how well the positions of speech articula-
tors or vowel formants explain the variance of HG at individual
vSMC electrodes (i.e., encoding strength). We recorded cortical
electrical potentials from a total of 270 electrodes from the sur-
face of vSMC across 4 subjects (Fig. 1C). The HG activity at many
vSMC electrodes was elevated above baseline during the speech
movements and was significantly correlated with the trial-to-trial
position of the speech articulators (Fig. 2D). We observed a clear
relationship between articulator position and HG activity. For
illustration, we identified representative electrodes where activity
was most correlated with a single articulator. For example, the
HG activity of electrode 1 at the time of vowel onset was signifi-
cantly correlated with only the back tongue. Likewise, electrode 2
showed greater activity for higher front tongue positions. Elec-
trode 3 was correlated with the opening of the lips. To examine
whether HG activity at these electrodes was similarly correlated
with the produced acoustics, we binned the activity by formant
values (Fig. 2E). We observed weaker correlations with formants
compared with articulator position, demonstrating more robust
encoding of articulatory representations.

We were specifically interested in whether vSMC activity
is best explained by articulator kinematics, vowel formants, or
vowel identity. We used linear encoding models to predict neural
activity from kinematic or acoustic features, or the vowel identity
(see Materials and Methods). Across electrodes, we found that
articulator kinematics provided significantly better model fits
compared with vowel formants (U � 5.3, p � 1.0e-8; Wilcoxon
rank sum) or vowel identity (U � 8.7, p � 4.1e-18; Wilcoxon
rank sum) (Fig. 3A). We used nested models to examine how
much additional neural variance is explained by predicting HG
from both articulator kinematics and vowel formants. We found
that the joint model explained no more variance than the articu-
lator kinematics alone (U � 0.4, p � 0.7; Wilcoxon rank sum),
suggesting that the performance of the formant models was likely
driven by variance shared with the kinematics. Therefore, we find
no evidence for encoding of vowel formants separate from their

4

(Figure legend continued.) D, HG activity in three example vSMC electrodes. Each electrode was
selected to be representative for the articulator shown in the top subplot (median configura-
tions shown for back tongue, front tongue, and lips). Trials for each electrode are binned by the
displacement of the articulator that best correlates with the HG values at acoustic onset (�100
ms). Yellow bars represent time points of significant difference between the bins (e1: F(2,75) �
5.1, p � 0.01; e2: F(2,102) � 4.9, p � 0.01; e3: F(2,105) � 4.8, p � 0.01; ANOVA) “Scatter plots
show the correlation between HG at acoustic onset and articulator position at the midpoint of
the vowel.” E, HG activity in the same electrodes binned according to formant values (F1/F2
ratio).

Figure 3. vSMC activity primarily encodes speech articulators. A, Performance of encoding models predicting vSMC HG using
vowel identify, acoustic formants, articulator kinematics, or all three. Articulator kinematics explain vSMC activity better than
vowel identity and acoustic formants. ***p � 0.01 (Wilcoxon rank sum). Furthermore, the joint model does not explain more
variance than the kinematic model alone, indicating that the vowel identity and acoustic formant models are likely driven by
variance shared with the kinematics. B, Electrodes over vSMC from 3 right hemisphere subjects were warped onto a common brain
and color-coded according to articulator selectivity. Empty circles represent electrodes with no significant selectivity for any
articulator. Black electrodes are selective for more than one articulator. Blue, red, and green electrodes are selective for front
tongue, back tongue, or lips, respectively.
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articulatory origin. Furthermore, these results demonstrate that
the production of distinct vowels is grounded in direct control of
articulator kinematics.

Across all vSMC electrodes, we found that 27% (74 of 270)
were significantly correlated with movements of one or more
articulators (correlations 	99th percentile of permutation distri-
butions). We observed a clear spatial organization to the articu-
lator correlations, with lips/jaw more dorsal than the tongue (Fig.
3B), consistent with previously described somatotopy (Penfield
and Roberts, 1959; Huang et al., 1988; Brown et al., 2009;
Bouchard et al., 2013; Conant et al., 2014). Within the ventral
region, we observed electrodes that more strongly reflected either
the front or back of the tongue. Both front and back tongue
electrodes were distributed throughout the broader tongue
region. Finally, we observed 45 electrodes that had significant
correlations with multiple articulators, which were distributed
throughout vSMC. Together, these results extend our under-
standing of speech-motor cortex somatotopy by demonstrating
that the dominant encoding scheme in these neural populations
reflects the specific movements of the preferred articulators.

Organization of vowels in vSMC
population activity
To understand how vSMC encoding of ar-
ticulator kinematics contributes to our
ability to produce distinct vowels, we ex-
amined the organization of behavioral
and neural activity in relation to all nine
vowels. In addition to articulator kine-
matic representations at individual elec-
trodes, population activity in vSMC may
reflect the coordinated movements of the
vocal tract that produce vowels. Further-
more, because vowel formants arise from
the relative positions of multiple articula-
tors, it may be the case that, while articu-
lators are most strongly represented at
single electrodes, population activity may
reflect a different, emergent representa-
tion. We examined the organization of
speech representations at the population
level by comparing the relative distances
of vowels in acoustic, articulatory, and
neural space. We performed MDS on
the vowel centroids (see Materials and
Methods) measured by vowel formants,
articulator position, or vSMC neural ac-
tivity across all participants. In this analy-
sis, vowel tokens that are near each other
in MDS space have similar formant, kine-
matic, or HG values. Consistent with
previous behavioral and linguistic de-
scriptions of vowel production, the for-
mant and kinematic MDS projections
replicate the classic vowel space “trape-
zoid” (Fig. 4A–C) (Hillenbrand et al.,
1995; Ladefoged and Johnson, 2011). The
HG neural MDS projection also closely
resembled the acoustic/kinematic organi-
zation of the vowels. For example, the
vowel /a/ (as in hall) is near the vowel /
/
(as in hut), but far from /i/ (as in heat).

To characterize the difference in orga-
nization of vowels across these feature

spaces, we calculated the pairwise distances between the vowels in
MDS space, visualized as confusion matrices (Fig. 4D–F, right). We
additionally performed hierarchical clustering of the pairwise
distances and organized the confusion matrices by the derived
hierarchical organization. The pairwise distances and hierarchi-
cal clustering reaffirm the classic vowel organization but also
highlight the specific differences between the feature spaces. For
example, /i/ is distant from the other vowels in the formant space
but closer in the articulator and neural spaces. We found that the
organization of vowels in vSMC HG activity is significantly more
correlated with the organization of vowels in the articulator space
compared with the acoustic space (U � 9.5, p � 1.3e-21, Wil-
coxon rank sum), although both representations were signifi-
cantly correlated with vowel organization in the HG neural space
(acoustic: r � 0.56, p � 2.8e-4, kinematic: r � 0.73, p � 5.9e-5).

Encoding of articulator kinematic parameters
In the above analyses, we considered the joint encoding of mul-
tiple kinematic parameters for individual articulators. However,
it is unknown whether kinematic encoding reflects particular

Figure 4. vSMC activity reflects articulator kinematic organization of vowels. A–C, MDS representations of (A) acoustic for-
mants, (B) articulator position, and (C) vSMC HG activity. Each letter indicates the position of the median production of the
indicated vowel in MDS space across all subjects. The relative organization of the vowels is similar across spaces. For example, the
low-back vowel /a/ is always near the mid-back vowel /
/, but far from the high-front vowel /i/. D–F, Hierarchical clustering (left)
and confusion matrices (right) derived from the pairwise distances between vowels in the MDS spaces of (D) acoustic formants,
(E) articulator position, and (F) vSMC HG.
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aspects of the articulator movements.
The movements of the articulators can
be described according to a variety of
different kinematic parameters (e.g.,
position, speed or velocity, accelera-
tion). For each kinematic parameter, we
used L1-regularized encoding models to
explain vSMC HG from the moment-
to-moment measurements of position,
speed, velocity, and acceleration. Be-
cause all four kinematic parameters are
correlated with one another, we re-
moved shared variance between the pa-
rameters using semipartial correlations
to better interpret their relative encod-
ing performances.

We found electrodes that significantly
encoded the trial-to-trial variability in po-
sition (Fig. 5A), speed (Fig. 5B), velocity
(Fig. 5C), and acceleration (Fig. 5D).
Speed was the most robustly encoded pa-
rameter at most vSMC electrodes, with
significant encoding at more electrodes
and a higher average correlation compared
with the other parameters (U � 1720 to
2735, p � 3.3e-9 to 1.1e-14; Wilcoxon rank
sum; Fig. 5E).

To understand the timing of kinema-
tic parameter encoding throughout the
production of vowels, we also examined
models that predicted HG neural activity
from the joint combination of all four pa-
rameters simultaneously. These models
were evaluated over a sliding 100 ms win-
dow to characterize the kinematic param-
eter encoding during different phases of
the trial (i.e., movement initiation, target
position, steady-state maintenance, and
movement back to the starting position).
We observed a peak in encoding for most
electrodes around the onset of the move-
ment (91% of electrodes), with some elec-
trodes also showing a peak around the
offset (9%; Fig. 5F). There was no spatial
organization associated with electrodes
that specifically encoded particular pa-
rameters (intraparameter, p � 0.31; cross-
parameter, p � 0.08; see Materials and
Methods), nor was there a significant
relationship between electrodes that en-
coded specific kinematic parameters and
specific articulators (� 2 (9, N � 155) �
9.26, p � 0.4; � 2). Strikingly, encoding during the steady state was
near zero for all kinematic parameters.

To understand how these individual electrode kinematic rep-
resentations relate to the population representations of articu-
lator kinematics and dynamics, we used L1-regularized
decoding models to predict the articulator kinematics from the
population of vSMC HG electrodes. As with the encoding analy-
ses, these models were constructed from a small (100 ms) sliding
window of time, resulting in a description of how much of the
trial-to-trial variability of the articulator position (Fig. 6A), speed
(Fig. 6B), velocity (Fig. 6C), and acceleration (Fig. 6D) can be

explained by vSMC HG activity. The time course of decoding
strength was similar to the encoding models, with peaks around
the onset and offset and near-zero values while the vowel was
being held. Across kinematic parameters, articulator speed was
the best-predicted parameter (U � 2.6 to 3.3, p � 8.1e-3 to
9.0e-4; Wilcoxon rank sum).

Together, these results demonstrate a strikingly sparse repre-
sentation of kinematic parameters across time, despite the fact
that there continues to be trial-to-trial variability in both kine-
matic and neural features throughout vowel (Fig. 5). Only 56% of
time points had significant encoding performance at any elec-

Figure 5. Representations of position, speed, velocity, and acceleration kinematic features over time. A–D, Top, Exam-
ple kinematic parameters of position (A), speed (B), velocity (C), and acceleration (D) for all utterances of /a/ for one
subject. Thin lines indicate individual trials. Thick line indicates the across-trial average. Bottom, Performance of encoding
models predicting vSMC HG from articulator position (A), speed (B), velocity (C), or acceleration (D). vSMC electrodes with
significant performance are marked by red dashes at the time peak encoding performance. A–D, Electrodes are plotted in
order of their peak encoding times in the joint model (F). Vertical black lines indicate the onset (solid) and offset (dashed)
of vowel acoustics. E, Comparison of the number of significant electrodes (black) and average peak performance (gray) of
position, speed, velocity, and acceleration encoding models. Speed is significantly encoded at more electrodes, with a
higher average model performance. ***p � 0.01 (Wilcoxon rank sum). F, Performance of encoding models predicting
vSMC HG from all articulator kinematics jointly. G, Average performance across significant electrodes for the joint and
independent parameter models.
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trode, and individual significant electrodes had an average of
15% (�1) significant time points. In particular, we did not ob-
serve any electrodes that exhibited significant kinematic param-
eter encoding during the steady state of the vowel.

Onset versus steady-state HG activity and kinematic encoding
The temporal sparsity of neural representations described above
is particularly notable given that many electrodes showed sus-
tained HG activity during the steady-state portion of the vowel,
independent of the particular articulatory movements that oc-
curred (Fig. 7A). These electrodes contrast with other HG activity
that is only transiently increased around the onset and/or offset of
the vowel (Fig. 7A). To characterize these response types, we used
NMF to derive basis functions that best describe vSMC HG tem-
poral profiles across all electrodes (Hamilton et al., 2017). Our
motivation for using NMF was not to provide a complete descrip-
tion of HG dynamics, but rather to provide an unsupervised
method of quantifying the transient and onset/offset responses

across electrodes. We found that the first two bases (i.e., the most
important bases) captured the sustained and onset/offset re-
sponse types we observed qualitatively (Fig. 7B). Organizing all
vSMC electrodes by the degree to which their activity is recon-
structed by the first or second NMF bases (i.e., the NMF weights),
we observed a continuum of HG dynamics: some electrodes
showed sustained activity throughout the utterance, whereas oth-
ers showed transient increases in activity only at onset and offset
of the utterance (Fig. 7C). Some electrodes showed a combination of
sustained and transient components. There was no apparent spatial
organization (intraresponse type, p � 0.13; cross-response type,
p � 0.09; see Materials and Methods) or relationship between
response type and the articulators represented at each electrode
(� 2 (3, N � 155) � 2.3, p � 0.5; � 2).

We separately considered electrodes that showed stronger
weights for the sustained NMF basis (basis 1 in Fig. 7B). The average
HG activity at these electrodes indeed showed sustained activity
throughout the vowel; however, there was not a concomitant
sustained encoding of kinematic parameters (Fig. 7D). This dis-
sociation between activity and encoding was apparent even at the
single-trial level (Fig. 8A). Thus, although some electrodes ex-
hibit sustained HG activity throughout the production of the
vowel, there is not a systematic relationship between the trial-to-
trial variability of that activity and the kinematics of the articula-
tors. Instead, encoding of kinematics at electrodes with sustained
activity was prevalent only around the onset and offset of move-
ment. We hypothesized that, although activity during the steady
state does not relate to kinematic variability, it still reflects an
important aspect of the task, namely, the duration of each utter-
ance. Across sustained electrodes, we found that the duration of
the HG time course was significantly correlated with the duration
of the vocalization (Spearman’s � � 0.61, p � 2e-153; Fig. 8B).
Thus, at a minimum, the sustained activity was associated with
vowel production.

Discussion
We report a detailed description of how activity in speech-motor
cortex controls the precise movements of the vocal tract artic-
ulators to produce vowels. By simultaneously measuring the
movements of the articulators, recording the acoustic conse-
quences of those movements, and recording the neural activity in
vSMC, we are able to establish that the dominant representation
in vSMC is articulator kinematics. The precise control of these
movements allows speakers to create specific configurations of
the mouth, which lead to distinct categories of sounds.

Without simultaneous measurements of the articulators, pre-
vious studies of the neural basis of speech production have relied
on approximate, categorical phonemic-based descriptions of
speech behavior (Crone et al., 2001; Fukuda et al., 2010; Kellis et
al., 2010; Leuthardt et al., 2011; Pei et al., 2011; Bouchard et al.,
2013; Bouchard and Chang, 2014; Mugler et al., 2014; Herff et al.,
2015). Although the produced acoustics and categorical vowel
descriptions reflect the ultimate (perceptual) outcome of vocal
tract movements, the many-to-one relationship between kine-
matics and vowels (Atal et al., 1978; Maeda, 1990; Johnson et al.,
1993; Gracco and Löfqvist, 1994; Löfqvist and Gracco, 1999)
means that it was not possible to understand the precise nature of
the neural representation in vSMC. Previous studies have impli-
cated vSMC in articulator kinematic control in several ways.
First, stimulation to sites in vSMC elicits involuntary activations
of the orofacial muscles (Penfield and Boldrey, 1937; Huang et al.,
1988). Second, neurons in these and other sensorimotor regions
are often tuned to movement kinematics (Georgopoulos et al.,

Figure 6. Time course of kinematic parameter decoding. A–D, Performance of decoding
models predicting articulator position (A), speed (B), velocity (C), or acceleration (D) from HG at
all vSMC electrodes. Features are averaged across subjects and within articulators. Black lines
indicate the onset and offset of vowel acoustics.
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1986; Paninski et al., 2004; Arce et al.,
2013). Finally, the spatiotemporal patterns
of HG activity in vSMC are consistent
with the engagement of the articulators
(Bouchard et al., 2013). The present re-
sults confirm these interpretations by
showing directly that kinematic descrip-
tions of speech behavior are more closely
related to neural activity compared with
acoustic or categorical vowel descriptions.
Further, we find no evidence that vSMC
activity encodes either produced acoustics
or vowel category distinct from their cor-
relations with the articulator kinematics.
Crucially, we observed that this encoding
scheme exists both at single electrodes and
across the spatially distributed set of elec-
trodes. For spatially distributed activity
patterns, we demonstrate the neural exis-
tence of the classic vowel “trapezoid,”
which has dominated linguistic descrip-
tions of speech (Harshman et al., 1977;
Alfonso and Baer, 1982; Hillenbrand et
al., 1995).

Furthermore, by characterizing the
movements of the articulators according
to a variety of kinematic parameters (po-
sition, speed, velocity, and acceleration),
we demonstrated that neural activity en-
codes each of the examined parameters
independent of one another. Previous
studies examining arm movements using
analogous parameters have also found
significant encoding of these parameters
(Georgopoulos et al., 1982, 1984; Ashe
and Georgopoulos, 1994; Moran and
Schwartz, 1999; Paninski et al., 2004).
While we find electrodes that significantly
encode each parameter examined, speed
is by far the most robustly encoded pa-
rameter. Furthermore, the dominant
kinematic parameter at individual elec-
trodes was not significantly related to the
articulator representation of those elec-
trodes. The predominance of speed over
other parameters is somewhat surprising;
previous studies of the single-unit repre-
sentation of kinematic parameters during
arm reaching typically find that velocity
and direction are the most commonly en-
coded parameter (Moran and Schwartz, 1999). Similar results
were also observed in a recent ECoG study, which found that
movement speed was predominately represented during arm
reaching in humans (Hammer et al., 2016). The predominance of
speed encoding was interpreted in the context of a model in
which the summed activity of many velocity-tuned neurons with
random directional tuning resembles speed tuning. Thus, it may
be the case that individual vSMC neurons are actually represent-
ing mostly velocity, but the summed activity observed with ECoG
electrodes reflects the magnitude of movement without direction
(i.e., speed).

By studying vowels, we were able to examine the dynamics of
kinematic encoding that are associated with movements to spe-

cific vocal tract articulators. We found that articulator kinematics
were encoded around the time of movement onset and/or offset,
but not while the vocal tract configuration was being held to
maintain the vowel. Encoding of articulator kinematics only dur-
ing movement onset and offset suggests that control of speech
articulators is accomplished primarily through control of changes to
the plant, rather than moment-to-moment maintenance of the
vocal tract configuration. This is consistent with models of
speech production that use changes to the plant as the primary
mechanism by which sensorimotor cortex receives input from,
and sends commands to, the vocal tract (Houde and Nagarajan,
2011; Tourville and Guenther, 2011). Furthermore, these dy-
namics have been observed in studies with analogous behavior

Figure 7. Relationship of vSMC HG dynamics and kinematic encoding. A, HG activity at several example electrodes illustrating
the diverse dynamics during the same behavior, especially during the time period when the vowel is being held. B, The first two
NMF bases extracted from HG dynamics across all electrodes. These bases recapitulate the key differences in dynamics seen in the
example electrodes, and serve as an unbiased quantification of the HG dynamics seen across vSMC. C, HG activity at all vSMC
electrodes ordered by the ratio of NMF bases used to reconstruct their activity ((NMF1 
 NMF2)/(NMF1 � NMF2)). Arrow indicates
the example electrode used in Figure 8. D, Average HG activity across all sustained (NMF1 	 NMF2) electrodes (solid) plotted
alongside the average encoding performance (dashed) across time. During the steady state of the vowel, there is elevated activity,
but almost no significant encoding of articulator kinematics.

Figure 8. Sustained HG activity is related to vowel duration. A, An example electrode that is characterized by sustained HG
activity. Trials are ordered by vowel production duration. Red lines indicate the onset and offset of vowel acoustics. B, The duration
of the sustained HG activity at each trial is plotted against the trial duration for all sustained electrodes. Larger gray markers
indicate observations from the example electrode in A.
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from different body parts, including arm reaching. These studies
have found individual neurons in motor cortex that exhibit tran-
sient firing patterns, where firing rates are high around move-
ment onset and offset (Crammond and Kalaska, 1996; Shalit et
al., 2012; Arce et al., 2013; Shadmehr, 2017).

We also found a subset of electrodes that exhibited sustained
neural activity during the steady-state portion of the vowel,
which was not correlated with any measured kinematic features.
Instead, we found that the duration of the sustained activity cor-
related well with trial-by-trial vowel length. At a minimum, this
suggests that this sustained activity covaries with whether the
subject is vocalizing. One possibility is that sustained activity rep-
resents an articulatory parameter that has little variability in our
task, such as respiration. However, a more intriguing possibility
is that sustained activity may represent a nonspecific signal for
holding the vocal tract configuration, which does not directly
encode the articulatory kinematics, such as position. Such a sig-
nal combined with the onset/offset encoding of kinematics may
provide sufficient information for encoding the observed behav-
ior. Further studies using tasks with more variability in manner of
articulation are necessary to resolve these possibilities.

It is important to emphasize that these analyses focus on the
neural representation of the supralaryngeal articulators. While
the movements of these articulators are critical to the production
of vowels, the lower vocal tract (e.g., larynx, pharynx, and dia-
phragm) is also necessary to produce voiced sounds. It is likely
that subregions of vSMC are involved in the control of the lower
vocal tract (Brown et al., 2009; Bouchard et al., 2013; Conant et
al., 2014), but the limitations of our vocal tract kinematic moni-
toring system and the lack of across-trial variability in pitch and
intensity preclude a detailed examination of the representations
of these articulators in the present experiment.

Further, we are not able to evaluate whether the activity we
observed is due to feedforward signals originating in vSMC, or
sensory feedback signals. Our models performed optimally at a
neural-leading lag of �100 ms, implying that the representations
we observed were driven more by feedforward activity. However,
the relatively simple movements examined here exhibit temporal
autocorrelation, which makes it difficult to dissociate feedfor-
ward activity from feedback. Examining speech tasks with faster,
less stereotyped movements (e.g., naturally produced words or
sentences) would make it possible to disentangle feedforward and
feedback signals, and is an interesting and important future di-
rection (Chang et al., 2013; Greenlee et al., 2013; Kingyon et al.,
2015; Behroozmand et al., 2016; W. Li et al., 2016; Cao et al.,
2017).

Finally, while we observed qualitatively similar results across
patients regardless of the hemisphere in which the electrodes
were implanted, 3 of the 4 participants had grid placements on
the right (nondominant) hemisphere. It is presently unknown
whether there are differences in the representation of articulator
movements between left and right hemisphere, and the results
presented here may not fully address the extent to which such
differences exist.

We found that the representation of spoken vowels in vSMC is
directly explained by the movements of speech articulators. The
encoding of multiple kinematic parameters is present for the ar-
ticulators, most prominently speed. Articulator kinematic en-
coding was primarily observed at the onset and offset of vowel
production and not while the vowel was being held. Together,
these findings provide insight into how neural activity in senso-
rimotor cortex results in the precise production of vowels. Future

work will address how these encoding properties operate in the
context of natural continuous speech.
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