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Abstract of the dissertation 
Understanding the diauxic shift in Saccharomyces cerevisiae and its 

evolutionarily conserved mechanisms of regulation 

 
by 

 
Edwin Hutcheon Gibb 

 

Doctor of Philosophy in Quantitative and Systems Biology 

University of California, Merced, 2018 

Chair: Dr. David Ardell 
 

 The diauxic shift is a change in metabolism in Saccharomyces cerevisiae whereby 

glucose consumption fuels glycolytic fermentation but then shifts to respiration by ethanol import 

upon glucose exhaustion. In comparison, cancer cells have increased aerobic glycolysis and lactic 

acid excretion compared to noncancerous cells. Cancer cells undergo glycolysis upon glucose 

induction, much like yeast cells do. One protein that regulates the diauxic shift is the glucose 

response transcription factor, GCR1. After a high growth state and as glucose becomes limited, 

Gcr1 is deactivated as the cell switches to respiration. By studying the mechanisms and 

metabolism of the diauxic shift, much can be learned about diseases in other organisms that have 

deregulated glycolytic metabolism, such as cancer in humans. 

 First, to model metabolism and to be able to characterize the phenotype of a biological 

system based off of transcriptomic, proteomic, or genomic datasets, condition-specific metabolic 

modeling software was developed. The Algorithm for Simplified Metabolic ANalysIs by Altering 

Networks and Deducing flux Estimates for VIsuaLization (TASMANIAN DEVIL) is comprised 

of four independently functional modules: gene activity determination, genome-scale metabolic 

model importation and simplification to reduce network complexity, robust heuristic model 

building and metabolic flux prediction using steady-state flux balance analysis, and flux 

visualization from a reference network topology. Publically available transcriptomic and 

measured flux datasets for yeast were used to validate the software and assumptions used for 

simplifying networks. TASMANIAN DEVIL is easily installable and can be utilized by 

researchers in many fields.   

 After TASMANIAN DEVIL was developed, it was used to character the metabolism of 

GCR1 mutant transcriptomic studies before and after the diauxic shift. It was modeled that prior 

to the diauxic shift, there is a high rate of metabolic flux through glycolysis, the pentose 

phosphate pathway, and biosynthesis, in part generated by anaplerosis. Upon ethanol import, 

there is a decrease in these pathways and an increase in the citric acid cycle, oxidative 

phosphorylation, and arginine metabolism. The modeling predicted that the upregulation of the 

glycine cleavage complex (GCV1, GCV2, and GCV3 in the mitochondria) by GCR1 creates an 
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efficient way to generate one carbon building blocks for biosynthesis for adenine production 

along with other purines. Gcr1 is deactivated by inositol pyrophosphorylation from 5-

diphosphoinositol pentakisphosphate (5PP-IP5), which is the addition of a phosphate group to a 

prephosphorylated serine residue through a nonenzymatic cleavage. The process is highly 

endergonic, requiring a near physiological level Michaelis constant for ATP. This predicts that 

GCR1 is therefore a regulator of its own deactivation, and it becomes downregulated after a 

previous high growth state. 

 Finally, it was investigated how pyrophosphorylation may be conserved in humans to 

regulate homeostasis. A conserved multi-domain was identified over the residues where 

pyrophosphorylation occurs on GCR1, which may enable pyrophosphorylation to take place. In 

humans, several inositol polyphosphatases contain this domain near their phosphatases, perhaps 

indicating a positive feedback loop for the continued formation of inositol pyrophosphates. GCR1 

and its transcriptional partners were also found to be cyclically expressed. The levels of 5PP-IP5 

are periodically modulated with the cell cycle in mammals, influencing the activities of the 

proteins it pyrophosphorylates and binds to, thus governing cell cycle checkpoints. It has been 

shown that 5PP-IP5 regulates p53-mediated apoptosis upon DNA damage and that it inactivates 

AKT to downregulate glycolytic metabolism. In cancer cells, there are several ways that the 

inositol pyrophosphate pathway can become deregulated. However, focusing on reactivating 

these mechanisms of regulation may provide an effective way to target cancer cells.  
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Chapter 1    Introduction and overview 
1.1 Regulation of the diauxic shift in Saccharomyces cerevisiae 

The diauxic shift in Saccharomyces cerevisiae (S. cerevisiae) is a change in metabolism 

from fermentation to respiration, resulting in a decreased growth rate. Under its fermentative 

state, there is a high glycolytic flux fueled by the uptake of glucose, resulting in the efflux of 

ethanol. This is regardless of the presence of oxygen. This is known as the Crabtree effect [1]. 

The cells grow rapidly, indicating active biosynthetic pathways to produce the biomass (DNA, 

RNA, amino acids, carbohydrates, proteins, and lipids). When glucose becomes depleted, there is 

a switch from glucose to ethanol utilization, whereby the cells begin to respire, as glycolytic flux 

decreases and the tricarboxylic acid (TCA) cycle and oxidative phosphorylation increases [2]. 

Upon the diauxic shift, proteins related to glyoxylate metabolism, gluconeogenesis, alcohol 

import, and oxidative phosphorylation metabolism increase. In addition, the transcription factor 

Rap1 decreases [3]. Rap1 associates with the transcription factors Gcr1 and Gcr2 to upregulate 

ribosomal and glycolytic gene transcription [4]. Gcr1’s protein levels also rapidly decrease at the 

beginning of the diauxic shift, as glycolytic transcription is turned off [5, 6]. A better 

understanding into the mechanism regulating the deactivation of this protein complex as well as 

the system-wide effects that it has on metabolism will better characterize how the diauxic shift 

occurs.         

1.2    Significance for cancer metabolism 
Similar to yeast growth, cancer cells proliferate rapidly and require a metabolic 

reprogramming to allow for increased biosynthesis. In 1924, Otto Warburg discovered many 

tumors have increased aerobic glycolysis and lactic acid production and impaired mitochondrial 

respiration compared to noncancerous cells [7]. This alteration in metabolism has been named the 

Warburg effect. It was later characterized by Herbert Crabtree that cancer cells undergo aerobic 

glycolysis upon glucose induction, regardless of the concentration of glucose [8]. However, 

simply downregulating glycolysis does not usually kill cancer cells. Although cancer cells are 

traditionally thought to rely on glycolysis for energy, this may differ among cells with a tumor. 

Some epithelial cancers can respire by the utilization of lactate through several scenarios 

involving the lactate transporters Mct1 and Mct4 [9]. One of these scenarios is known as 

metabolic symbiosis, whereby hypoxic cancer cells provide lactate to oxidative cancer cells on 

the periphery of the tumor [9–11]. Mutations in tumors in certain tissues may also make this 

transition more favorable. B-Raf mutated melanomas treated with the B-Raf inhibitor, 

vemurafenib, can be metabolically rescued by oxidative phosphorylation. This may occur in part 

due to genomic amplifications of genes related to oxidative phosphorylation in some V600E 

BRAF mutants [12]. Oxidative phosphorylation can occur in response to lactate import in these 

rescued cells that are characterized by slow growth in G1/0 [11, 13]. Inducing oxidative stress in 

these vemurafenib-resistant cells by pharmaceuticals results in apoptosis [13, 14]. Since overall 

metabolism is evolutionarily conserved, a better understanding of the regulation of central carbon 

metabolism and the diauxic shift in relation to the cell cycle in S. cerevisiae can provide insights 

for human metabolism and cancer, which may have inactivated these homeostasis mechanisms. 

This may provide personalized targeted pharmaceutical or multidrug approaches for physicians 

based on a patient’s mutations and chromosomal amplifications.  

1.3    Mathematical approaches to metabolism 
Metabolism is the result of all the upstream components of a system (genes, transcripts, 

proteins, metabolite uptake and efflux) working together to sustain life. Since metabolism is the 

end product of a system, the phenotype is therefore largely determined by metabolism. While the 

most accurate indication of metabolism would come from metabolomics data, this may not be 

available for every lab or system. Therefore, it is important to be able to predict the phenotype of 
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a system from various sources of upstream omics data. Mathematically modeling in silico flux 

has widespread applications, ranging from developing a better method of identifying 

pharmaceutical targets and predicting a pharmaceutical’s effect in different tissue types, to 

optimizing bacterial and yeast strains for biomass production, to characterizing general metabolic 

phenotypes [15–18]. One approach to model metabolic fluxes is metabolic flux analysis (MFA). 

MFA is a deterministic manner of modeling metabolism that determines the best fit for the 

change of modeled metabolite concentrations over time using a system of nonlinear differential 

equations. Metabolite concentrations are measured by using labeled substrates with gas 

chromatography-mass spectrometry (GC-MS) or nuclear magnetic resonance (NMR). Fluxes for 

nutrients into and out of the system also need to be measured. A solution is determined at isotopic 

steady-state when there is no change in growth rate. This approach is limited due to cost and time. 

It is also unavailable for many systems, such as for most applications in human cell lines, due to 

needing to achieve isotopic steady-steady state of labeled substrates. Most applications in MFA 

do not model full genome-scale models due to too many unknown variables compared to the 

number of degrees of freedom of the system [19–21]. Genome-scale modelling allows the 

contextualization of the entire metabolic system. Recently, a similar deterministic approach has 

been developed which does not require isotopic steady-state, known as unsteady flux balance 

analysis (FBA). However, this method does not allow for genome-scale modeling either [22]. 

Another approach is dynamic FBA, which creates time course-dependent kinetic metabolic 

models using a system of differential equations to model the change of metabolite concentrations 

over time. This method relies on the measured initial concentrations of metabolites and the 

kinetic rate constants for reactions, but it is not currently widely used [23]. This method is 

unavailable for many genome-scale problems due to the underlying biochemical data needed. It 

also cannot be used as a general analysis for most omics data sets due to relying on the initial 

concentrations of metabolites. Therefore, a simpler method for predicting metabolism has been 

utilized, which is called steady-state FBA. This is a stochastic method for modeling metabolism; 

it uses a linear optimization problem to predict the flux state. This approach eliminates the 

consideration of time and approximates a solution when there is no change in the concentrations 

of metabolites [24, 25]. It allows for the use of genomics, transcriptomics, or proteomics data to 

predict the metabolic phenotype, providing systematic downstream contextualization. Figure 

1.6.1 demonstrates key differences in approaches to genome-scale metabolic modeling. 

1.4    Approaches to accounting for metabolite loops 
One mathematical problem that arises from a steady-state flux distribution that can distort 

the accuracy of flux results is the presence of metabolite loops, whereby a metabolite cycles back 

to a previous node in a reaction pathway. Many of these fluxes are biologically infeasible due to 

the incorrectly mapped reversibility of reactions or fluxes hitting their extreme upper or lower 

boundary constraints. Although a reaction may theoretically be reversible, often kinetic rate 

constants in one direction of the reaction are much larger in the real system. When fluxes hit 

boundary constraints, this would require a lot of energy and would not be favorable for growth. 

The first methods to account for thermodynamically infeasible loops were based off of 

Kirchhoff’s second law of electrical circuits, whereby a resistor within a loop cannot have a flux 

larger than the voltage entering the pathway [26–28]. Similarly, in a biological system, a flux 

entering a node cannot have a flux within a loop back to that node larger than the flux that entered 

the pathway. More complex methods have been developed to add additional constraints to the 

reactions in the loop to prevent their formation, while simpler methods prevent the flux from 

returning to a node that has already been traversed through changing the boundary constraints and 

then reoptimizing [28–31]. Another approach minimizes the sum of fluxes within a system to 

reduce large flux loops [32]. It is imperative for predicting accurate flux results for FBA that 

loops be reduced. 
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1.5    Dissertation aims and organization 
Biology is increasingly becoming a big data field with the emergence of high-throughput 

sequencing and proteomics. With the increased amount of data available to computational 

biologists, the questions researchers can ask and the significance of the results of experiments can 

be difficult to contextualize without a mathematical model and network-based analysis approach. 

The opportunity is ripe for molecular biology discovery. However, a better methodology of 

connecting enriched biological pathways to help predict mechanisms of regulation is necessary. 

This type of methodology could assist researchers in reverse-engineering metabolic regulation by 

the extrapolation of the metabolome from genomic, transcriptomic, or proteomic data. In this 

dissertation, the goals are first to develop a computational platform to model condition-specific 

metabolism. Next, this software will be used to help elucidate a mechanism controlling the 

diauxic shift in S. cerevisiae, leading to insights of this mechanism’s likely deregulation in cancer 

cells. 

 The following is a summary of the chapters of the dissertation: 

Chapter 1 introduces the central themes for the dissertation.  

Chapter 2 presents TASMANIAN DEVIL, a software package to classify gene expression, 

simplify genome-scale metabolic models to reduce flux loops, model condition-specific 

metabolism using steady-state FBA, and visualize the flux of nutrients through important 

pathways.  

Chapter 3 uses TASMANIAN DEVIL to model metabolism in S. cerevisiae after the deletion of 

GCR1 in glucose-rich and glucose-exhausted conditions to better understand the regulation of the 

diauxic shift.  

Chapter 4 summarizes the dissertation and provides insights for the importance of inositol 

pyrophosphorylation, which regulates Gcr1 deactivation. It also identifies a new protein domain 

on GCR1 that may regulate its dimeric state. While GCR1 may not be conserved in humans, it 

describes how the deregulation of inositol pyrophosphorylation can cause aberrant growth in 

cancer cells.  
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1.5    Figures and tables 
Figure 1.5.1    Approaches to genome-scale metabolic modeling 
A representation of two approaches to model a simple two reaction metabolic network. The 

network can be represented by a stoichiometric network of metabolites and fluxes. For dynamic 

FBA, a system of differential equations is utilized. The change in concentrations of each 

metabolite is described in terms of the rate the metabolite is formed and used. The fluxes can be 

separated into their forward and backwards directions, if they are reversible, by using kinetic rate 

constants. Dynamic FBA relies on measured biochemical data to calculate kinetic rate constants. 

It also requires experimenters to measure the initial concentrations of metabolites. A solution is 

approximated when there is no change in metabolite concentrations over time. In comparison, 

steady-state FBA employs linear optimization to model when the change in metabolite 

concentrations over time (dx/dt), or in other words the stoichiometric matrix of metabolites and 

reactions (S) multiplied by the flux vector (v), is equal to 0. A set of upper and lower boundary 

constraint vectors (lb and ub respectively) are used to define the parameters for possible fluxes. 

An objective function is set (Z), whereby a weighted vector, c, is multiplied by v. Possible 

objective functions include maximizing biomass production or minimizing or maximizing the 

sum of all fluxes. The solution space for the two vectors is shown with the objection function 

solution for the maximization of the sum of fluxes pinpointed.    
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Chapter 2    TASMANIAN DEVIL: a software package for 

classifying gene activity from omics data sets, simplifying 

metabolic networks, and visualizing the estimated phenotypic 

fluxes of nutrients 
2.1    Abstract  

2.1.1    Background 
The integration of experimental data to predict phenotypic changes in genome-scale 

metabolic reconstructions is an active field of research in systems biology. It is imperative to 

develop software that can generate condition-specific models across a wide range of organisms 

and data types. 

2.1.2    Results 
We have developed The Algorithm for Simplified Metabolic ANalysIs by Altering 

Networks and Deducing flux Estimates for VIsuaLization (TASMANIAN DEVIL). There are 

four separate modules that comprise this software package: gene activity determination, genome-

scale metabolic model importation and simplification to reduce network complexity, robust 

heuristic model building and metabolic flux prediction, and flux visualization from a reference 

network topology. All modules can be utilized independently or in conjunction with one another. 

The methods for simplifying models to reduce cofactors and nucleoside phosphate moieties to 

enhance carbon-centered fluxes are novel. To test the validity of making these changes, publically 

available experimentally determined flux calculations from aerobic and anaerobic cultures of S. 

cerevisiae were compared to the modeled fluxes generated by our software from gene activity 

rules derived from paired transcriptomic data sets for these conditions. These simplifications 

produced significantly more accurate flux predictions compared to fluxes from unmodified 

models. The software implementation also significantly outperformed a previous release of the 

model building algorithm in essential reaction determination based off of publically available 

lethal knockout experiments with paired transcriptomic data sets. 

2.1.3    Conclusions 
We have designed software that can import the metabolic reconstruction of any model 

organism and predict and visualize fluxes for a condition based on gene activity rules. We have 

also proposed and tested a paradigm change to metabolic modeling to decrease the inherent 

complexity of the models, which demonstrated to be beneficial for flux predictions. 

Advancements to the model building algorithm enhanced essential reaction determination and 

flux prediction. Predicting condition-specific in silico fluxes has widespread applications ranging 

from engineering bacterial and yeast strains for biomass production, to predicting tissue-specific 

models for drug discovery, to characterizing general metabolic phenotypes for an experiment. 

TASMANIAN DEVIL has the potential to be adopted by a wide spectrum of researchers using 

Linux or macOS platforms and is freely available.
1
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2.2    Background 

2.2.1    Condition-specific metabolic modeling algorithms 
Several algorithms have been developed for steady-state FBA to attempt to generate more 

accurate constraint-based models for tissue-specific or condition-specific problems using 

upstream omics data sets [33–39]. Many of these algorithms differ in what they are trying to 

solve. The Integrated Metabolic Analysis Tool (iMAT) implements user-defined discretized gene 

rules to identify a core set of reactions [40]. Gene Inactivity Moderated by Metabolism and 

Expression (GIMME) requires thresholding of gene expression data to define which genes are 

predicted to be on or off, while the method in Lee et al. uses continuous expression data to weight 

the importance of fluxes for reactions when solving for a flux state [41, 42]. E-Flux actually 

incorporates gene rules or discretized expression of genes directly into the optimization by 

adjusting flux boundaries [43]. Some algorithms require multiple data sets or time course 

experiments to predict flux states [44–46].  Other methods primarily focus on building a model 

from a core set of reactions that are important for a metabolic function rather than on predicting a 

flux state; this type of approach is known as a model-building algorithm (MBA) [47–49]. 

EXploration of Alternative Metabolic Optima (EXAMO), developed by Rossell et al., uses an 

MBA to build phenotypically predictive models with only one data set from a core set of 

reactions using discretized gene rules [32]. However, it was difficult to use the algorithm across 

platforms, to use other metabolic reconstructions, and the algorithm did not always succeed in 

generating a flux result with a given gene rule set. Many of the other algorithms for condition-

specific modeling are also difficult to implement. Some of them have unannotated code without 

example files of how to use the algorithms. Other methodology papers only contain the theory 

rather than the files and software used.  

2.2.2    Reducing metabolite loops through network simplification 
Not all flux loops that exist within a network are large and infeasible. Loops can also 

exist in much smaller proportions in order to facilitate the creation of another metabolite needed 

for biomass productions, serve as a layer of cellular regulation, or dissipate heat [50, 51]. Thus, to 

limit the formation of any loops within a network may create biologically infeasible results. The 

interconnectedness of metabolites in the network in terms of cofactors and nucleoside phosphate 

moieties creates many flux loops to account for the cycling of these metabolites. Nucleoside 

phosphate and cofactor moieties contribute to many of the phosphate or hydrogen transfers in a 

network. One result of FBA when there is such high interconnectedness of metabolites is that the 

predicted fluxes are greater than the physiological fluxes due to the system adjusting for the 

cycling of metabolites. Therefore, it may be beneficial to eliminate these metabolites from 

reactions that do not contribute to biosynthesis. This would focus the fluxes of the network on 

carbon-driven biosynthesis of metabolites in the biomass reaction. This approach is similar to the 

models used in MFA [52–56].  

2.2.3 Inspiration for study  
We have redeveloped the EXAMO software as part of The Algorithm for Simplified 

Metabolic ANalysIs by Altering Networks and Deducing flux Estimates for VIsuaLization 

(TASMANIAN DEVIL) package. It is easily installable and operable via the command. We have 

tested it and validated it using publically available data sets for S. cerevisiae to show that the 

algorithm outperformed the original implementation in gene inclusion and flux accuracy. By 

creating a simplified metabolic network and eliminating cofactors and nucleoside phosphate 

moieties that do not contribute to direct biosynthesis, the modeled fluxes more accurately 

resembled the estimated fluxes.  
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2.3    Implementation 

2.3.1    Software architecture 
TASMANIAN DEVIL is an open source software package developed in Python and 

executed through the command line to generate condition-specific models. It is comprised of four 

modules that can be used separately or in conjunction with one another: one for model importing, 

adaptation, and simplification, another for gene classification of activity, a third for predicting 

fluxes from the gene activity rules, and finally one for visualizing the fluxes through specified 

metabolic networks. A maintained version of the program is available on GitHub, which contains 

detailed protocols for each module.
2
 Figure 2.6.1 demonstrates the general workflow for the 

package and the potential applications. 

2.3.1.1    Model module 

Metabolic reconstructions are generally encoded in Systems Biology Markup Language 

(SBML) and COnstraint Based Reconstruction Analysis (COBRA) models; the model importing 

module is able to import these models, adapt, export, and then use these models for flux 

prediction [57, 58]. This module contains the capability of simplifying the model in several 

different ways if the user desires, such as only including carbon balanced reactions, removing 

metabolites without carbons, and converting all nucleoside phosphate and cofactor moieties into 

commonly shared metabolites. These simplifications focus fluxes on carbon-driven reactions 

contributing to biosynthesis. There are also options within the module to change the upper or 

lower boundary constraints for reactions or to alter the gene-protein-reaction (GPR) associations. 

2.3.1.2    Gene module 

Gene activity rules are often needed for condition-specific modeling programs. In the 

gene classification module, the user loads a numerical data set with genes and values from 

transcriptomic or proteomic experiments. The user chooses upper and lower percent thresholds by 

which to define active and inactive genes, respectively. For example, if there are 904 genes in the 

metabolic reconstruction, like there are for the S. cerevisiae metabolic reconstruction (iMM904), 

the program first filters for those genes in the data set [59]. It then employs the user chosen 

thresholds, such as the top 25% of expressed genes are active and the bottom 25% of genes are 

inactive, to define gene activity. The gene rules can then be used for the flux prediction module to 

predict reaction activity to create condition-specific models. If the user wants to classify gene 

activity in a more sophisticated manner by using differential abundance analysis, the user can 

generate their own gene rules for the flux prediction module.  

2.3.1.3    Flux module 

The flux prediction module contains a robust and updated implementation of the 

EXAMO software [32]. Every generated reduced model in the profile is now solvable itself. An 

additional user-specified option now includes selecting the number of repetitions to build 

functional models from reaction profiles to compare more than one final flux state. Another 

additional option is selecting the order to remove reactions. By first attempting to prune 

extracellular reactions, then extracellular transport reactions, then compartmental transport 

reactions, and then inner-compartmental reactions, more of an emphasis is placed on the 

importance of transport reaction gene activity for defining the metabolic state of the system.  

2.3.1.4    Visualization module 

Fluxes are able to be mapped onto user-generated metabolic pathways designed in 

CellDesigner [60]. The flux files can be used from the results of the flux prediction module, or 

they can be imported from another program using the same file format. In brief, the user creates a 

graphical representation of the reactions of interest using the CellDesigner interface. The pathway 
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is then saved as an SBML file. The module is then executed to make the proper adjustments to 

the pathway file, like broadening the width of the reaction lines to represent fluxes, choosing a 

direction of flux for reversible fluxes, and dimming metabolites and reactions that are predicted to 

be removed from the model. 

2.3.2    EXAMO algorithm and updates 
The flux module contains an updated implementation of the EXAMO algorithm. 

Previously, the algorithm had been comprised of four Python scripts. The first script accepted a 

set of gene rules, and it classified reactions as being highly or lowly expressed (rH or rL, 

respectively) or reactions with undefined expression (rU) based off of the GPR associations. It 

used a mixed integer linear program using the methodology from iMAT to find the optimal 

reaction classification system using flux variability analysis (FVA), whereby the most rH 

reactions and the fewest rL reactions were identified to have a flux [40, 61]. What this equated to 

was a maximization of pathway length to agree with the reaction rules, so that the most favorable 

path was found to achieve biomass production (when the biomass reaction had a nonzero lower 

boundary constraint). Reactions always or never included in the set of most optimal classification 

solutions were classified as high frequency reactions (HFRs) or zero frequency reactions (ZFRs), 

respectively. These reactions were then used as the basis for inclusion or exclusion in the reduced 

condition-specific models using the MBA [47]. ZFRs were removed first from consideration. 

HFRs were preserved and were not able to be pruned from the model. Reactions were 

heuristically removed one-by-one from the model unless a pruned reaction forced any of the 

HFRs to be unable to produce a flux. Any resulting reactions that became inactive along a 

pathway due to the removal of a pruned reaction were also removed themselves. A profile of 

pruned models was thereby created for a user-defined number of repetitions the MBA was to be 

completed. The third script added reactions back one-by-one to the set of HFRs in the order of the 

frequency of the reactions in the model profile, until all of the HFRs were able to produce a flux 

[47]. The fourth script then found a steady-state flux solution for a biomass producing system by 

minimizing the sum of fluxes as the objective function to minimize metabolic feedback loops in 

the system [32]. 

In the new implementation included in this module, the four scripts are adapted into one 

to ensure robustness of minimizing the model and being able to determine a nonzero biomass flux 

solution without failing. Other adaptations to these scripts included preserving GPR parsing to 

account for AND and OR logic gates for proteins in complex or if there are isoforms or separate 

complexes available for a reaction. If a reaction had multiple gene mapping gates, if any of the 

proteins or protein complexes produced a reaction defined to be rH or rU, this was preferred in 

determining reaction activity compared to one that produced a rL, since that reaction would still 

theoretically have enough of the other protein present to enable its enzymatic function. The order 

of pruning reactions in the MBA is also randomized using the Python Cryptography Toolkit to 

prevent each repetition from producing similar results to one another. 

2.3.3    Validation 

2.3.3.1    Model importing, adaptation, and simplification 

To test TASMANIAN DEVIL, the iMM904 metabolic reconstruction with adaptations 

for nicotinamide adenine dinucleotide (NAD) biosynthesis was used as the base model [59, 62]. 

One additional change, in accordance with the recent metabolic reconstruction for Homo sapiens 

(H. sapiens), Recon2, was to make the reaction for mitochondrial formate-tetrahydrofolate ligase 

(FTHFLm) reversible [63]. Another change was adding ADP as a reactant to the biomass 

equation and modifying the stoichiometric coefficients for ADP and ATP to reflect their 

biological ratios to AMP [64]. We performed testing for EXAMO using the model for iMM904 

with NAD adaptations included in the original software distribution; we also tested the software 

using the default model without additional parameters created by TASMANIAN DEVIL for the 
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iMM904 model with NAD adaptations, FTHFLm modification, and adenosine nucleotide 

modifications.  

 A description of all testing parameters for TASMANIAN DEVIL from user-defined 

options is described in Table 2.6.1. A list of the GPR associations changed for extracellular 

metabolite uptake is described in Table 2.6.2, in accordance with only direct experimental 

evidence from the Saccharomyces Genome Database [65]. If one of these genes was mapped to 

many transport reactions, it was generally not included in the mapping. By default, the lower 

boundary constraints were left open as in the original EXAMO study. For each condition, the 

composition of the extracellular media was used to determine the maximum exchange rate. A 

description of the lower boundary constraint changes for extracellular metabolite uptake for each 

condition tested is described in Table 2.6.3. For validation of the flux module, if a set of 

parameters was used for TASMANIAN DEVIL that did not change the lower boundary 

constraints to define metabolite uptake, the lower boundary constraint for the minimum biomass 

production was set to be the maximal biomass production for the default unmodified iMM904 

model (0.2879 millimoles per gram dry weight per hour (mmol/gDW/h)). We used this same 

constraint for biomass production when testing EXAMO as well. This guaranteed nonzero fluxes 

through the system when the objective function was set to minimize the sum of fluxes. The 

cofactor and nucleoside phosphate moiety simplifications are described in Table 2.6.4. Examples 

of simplifications and reduced model files for iMM904 with adaptations for NAD biosynthesis, 

FTHFLm, and adenosine nucleotide modifications, as well as simplifications for the metabolic 

reconstruction for H. sapiens (Recon2), can be found in the test data at the project home page. 

2.3.3.2    Gene specificity and precision 

We tested how well TASMANIAN DEVIL removed reactions from the GEMs for the 

flux module to create biologically meaningful condition-specific models. Gene rules were defined 

from transcriptomic data sets from Gasch et al. for S. cerevisiae cultures grown in glucose and 

ethanol and compared to essential genes based off of gene-deletion mutant studies by Giaever et 

al. and Snitkin et al. in glucose and ethanol, respectively [66–68]. In brief, the microarray data 

sets were downloaded using GEOquery, and the probes were normalized across genes using 

affyPLM in R [69, 70]. The genes in the iMM904 model with expression in the highest and 

lowest 25% of genes were classified as active and inactive, respectively, using the gene module, 

following similar expression thresholds in other studies [34, 42]. These results were compared 

against a negative control, whereby 25% of the genes were randomly assigned active and inactive 

rules.  

The performance of TASMANIAN DEVIL was also compared to EXAMO. 

Combinations of the Table 2.6.1 parameters were used to test the TASMANIAN DEVIL 

package. The detailed concentrations of yeast extract peptone dextrose (YPD) containing glucose 

and yeast extract peptone ethanol (YPEtoh), with the glucose replaced by ethanol, and with 

calculated amino acid and vitamin composition according to the analysis by the manufacturer 

were used as alternative lower boundaries for testing. The nucleotide concentrations in the 

extracts based on a compositional study were also used as alternative lower boundaries [71]. In 

terms of parameters changed for EXAMO, the algorithm was run using the original minimum 

flux threshold (eps) of 1E-3 mmol/gDW/h, as well as with an eps of 1E-10 mmol/gDW/h for the 

final script when optimizing the pruned model. 50 iterations of pruning the models for each 

reaction profile were performed, and the process was repeated 5 times.   

For the gene-deletion mutant studies used as a reference to characterize sensitivity and 

precision, essential genes were classified as homozygous mutants producing slow to no growth. 

True positives (tp) refer to included reactions that were deemed essential and were 

experimentally, false positives (fp) were genes that were deemed essential but were not 

experimentally, and false negatives (fn) were genes that were removed from the model but were 
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actually essential. Sensitivity was calculated to be tp/(tp+fn), and precision was determined from 

tp/(tp+fp). Similar to other studies, genes essential in YPD were not considered for testing when 

determining gene essentiality for YPEtoh, as YPD essential genes were considered to be essential 

in all conditions in the original mutant study due to culture media history [32, 68].  

2.3.3.3    Flux accuracy 

To analyze the accuracy of TASMANIAN DEVIL predicted fluxes, fluxes calculated 

from aerobic and anaerobic transcriptomic data sets were compared to fluxes calculated from 

MFA experiments in the same conditions. Gene rules were defined from microarray experiments 

from Rintala et al. at 20.9% and 0% oxygen concentrations in glucose-limited cultures [72]. The 

microarray data sets were downloaded using GEOquery in R, and the probes across replicates and 

genes were averaged [69]. The 25% expression threshold was again used to define gene activity, 

and these were compared to a negative control which randomly assigned gene activity and 

inactivity to 25% of the genes.  

To compare the flux accuracy of TASMANIAN DEVIL against EXAMO, the same 

experimental groups were utilized as those for the gene sensitivity and precision validation. The 

parameters described in Table 2.6.1 were again used to test flux accuracy for TASMANIAN 

DEVIL. The detailed concentrations of components in the media were used for determining the 

alternative lower boundary constraints for extracellular metabolite uptake when formatting the 

model [73]. 5 repetitions with 50 iterations were executed.  

Fluxes from EXAMO and TASMANIAN DEVIL were compared to fluxes fitted by the 

MFA program METAFoR for a simplified metabolic network using carbon-13 (
13

C) labeled 2D 

NMR tracer experiments for the same strains in the same conditions as in Rintala et al.’s study 

[52, 72, 74]. The total absolute differences in fluxes were calculated for the overlapping reactions 

that appeared in both the iMM904 model and the MFA model to determine accuracy. The flux 

per reaction per pathway was determined by taking the average of the fluxes of the reactions for 

each pathway in which the reaction was not pruned. Since MFA modeling uses 
13

C labeled 

metabolite data and uptake rates for reactions from extracellular media, the condition-specific 

modeling algorithm with the results most similar to these experimentally fitted models produced 

the most accurate flux results.  

2.4    Results 

2.4.1    TASMANIAN DEVIL is robust and achieves high sensitivity for reaction 

inclusion 
We compared gene sensitivity and precision of TASMANIAN DEVIL to EXAMO to 

analyze how well each algorithm removed reactions mapped to genes according to experimentally 

validated essential genes. Figure 2.6.2a and Figure 2.6.2b demonstrate the sensitivity and 

precision of the algorithms and their parameters. TASMANIAN DEVIL was more sensitive than 

EXAMO when an unmodified model was used. The model analyzed in TASMANIAN DEVIL 

(C) without modifications outperformed EXAMO for sensitivity compared to the original model 

(C_orig), increasing the sensitivity by 16.4% ± 1.2% for glucose and by 25.2% ± 8.1% for 

ethanol. The precisions were comparable for these two specifications. The same unmodified 

model used for TASMANIAN DEVIL was not solvable for most of the conditions in EXAMO 

(C_mod and C_mod_eps), as shown by Figure 2.6.2c. All TASMANIAN DEVIL models were 

able to be pruned and were solvable. In contrast, most models from the original implementation 

of EXAMO were able to be pruned, but not all repetitions were solvable. 

When we manipulated the parameters described in Table 2.6.1, sensitivity and precision 

did not increase for many of the parameters that were tested for TASMANIAN DEVIL, although 

there was slight improvement in sensitivity after changing the order the reactions were removed 

from the model (C_Ex and C_g_Ex). Otherwise, for the purpose of predicting essential genes, the 
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unmodified model (C) performed better than most other parameters, having some of the largest 

differences between a condition and the negative control for that condition for both sensitivity 

and precision. C, C_Ex, C_g, and C_g_Ex had greater sensitivities and precision for the gene 

rules created from glucose and ethanol transcriptomic data compared to the negative controls. 

When the lower boundary was adjusted as one of the parameters changed (C_lb, C_lb_Ex, 

C_lb_g, and C_lb_g_Ex), the sensitivities and precisions were comparable between the 

conditions and the negative controls, indicating that the gene rules for each condition were not 

able to create more predictive models compared to randomly assigned genes. When the model 

was reduced to account for nucleoside phosphate moieties, cofactors, and carbon balancing (for 

the sets of parameters including _m_n_c, hereafter referenced as network reduction), there was a 

large drop in sensitivity and precision for the ethanol related models. The results demonstrated 

that while precision was comparable across the packages, TASMANIAN DEVIL was always 

more robust; it was also more sensitive compared to EXAMO when using an unmodified input 

model.  

2.4.2    TASMANIAN DEVIL produced more accurate flux prediction 
Fluxes produced by TASMANIAN DEVIL and EXAMO were compared to MFA 

modeled fluxes for models created from gene rules from aerobic and anaerobic conditions in S. 

cerevisiae. Figure 2.6.3 shows the flux profiles for EXAMO and TASMANIAN DEVIL for the 

different parameters tested in comparison to the MFA fluxes. TASMANIAN DEVIL produced 

more accurate flux states than EXAMO when comparing the total absolute flux difference. The 

aerobic condition with the network reduction parameter selected produced the most accurate flux 

results compared to the MFA simulated fluxes. These modeled gene rules also had more accurate 

flux results than their negative control counterparts. The anaerobic condition had higher total 

absolute flux differences, but the modeled gene rules produced more accurate flux results than the 

negative control as well. Figure 2.6.4a demonstrates that the total absolute flux difference 

between gene rules for the aerobic and anaerobic conditions compared to the negative controls 

were significant for EXAMO when using an eps of 1E-10 mmol/gDW/h and for TASMANIAN 

DEVIL for network reduction models (p < 0.001, using analysis of variance tests (ANOVAs) 

with replicates, but the results were insignificant for TASMANIAN DEVIL when network 

reduction was not adjusted compared to the negative controls. Figure 2.6.4b highlights that the 

total absolute flux differences from TASMANIAN DEVIL were more accurate compared to 

EXAMO, and the difference between the two algorithms was highly significant for both the 

aerobic and anaerobic conditions (p < 0.001).  

The network reduction models in TASMANIAN DEVIL created the most phenotypically 

predictive models. As can be gleaned from Figure 2.6.3, the set of parameters with the lowest 

combined absolute flux difference between TASMANIAN DEVIL and the MFA implementation 

for the aerobic and anaerobic conditions was C_m_n_c_lb_g. Figure 2.6.4c shows that the 

anaerobic condition had larger glycolytic and extracellular fluxes for uptake and excretion, while 

the citric acid cycle and oxidative phosphorylation pathways had greater fluxes for the aerobic 

conditions. These trends matched the fitted MFA results for the two conditions [52].  Figure 

2.6.5 shows a visual representation of the flux network created by CellDesigner using the 

visualization module of TASMANIAN DEVIL for glycolytic-related pathways, the pentose 

phosphate pathway, glycine/serine metabolism, and alanine biosynthesis. Methods were also 

developed to visualize GPR rule determinations and FVA/MBA results in relation to a network, 

as demonstrated in Figure 2.6.6 and Figure 2.6.7, respectively. TASMANIAN DEVIL predicted 

fluxes more accurately than EXAMO; the results also indicated that the network reduction 

models created the most phenotypically predictive fluxes. 
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2.5    Discussion 

2.5.1    Performance comparison to previous software and recommendations for 

parameter usage 
TASMANIAN DEVIL was more robust, more sensitive, and had more accurate flux 

predictions than EXAMO. When unmodified models were used, TASMANIAN DEVIL had 

increased sensitivity in predicting essential genes. If the user is solely focused on predicting 

essential genes, we would recommend using the unmodified model or just changing the order of 

reaction pruning as the only parameter adjusted. The network reduction modifications had lower 

sensitivity and precision, sometimes even resulting in the randomly assigned negative control 

gene rules having better gene essentiality predictions than the gene rules created from the data set 

of interest. TASMANIAN DEVIL also produced more accurate flux predictions than EXAMO 

from the condition-specific models it generated. For the purpose of predicting fluxes, we would 

recommend utilizing simplified models that reduce the complexity of the interconnectedness of 

the network and focus on carbon-centric fluxes, as these simplified models produced the most 

accurate flux results in relation to MFA fitted fluxes. If information is readily available for the 

composition of extracellular media, we would advise making changes to the lower boundary 

constraints as well when creating the model. Finally, because the most accurate flux results were 

generated from the C_m_n_c_lb_g parameter, we would advise checking gene rules for 

extracellular transport reactions as well, as this may influence the results. The flux results 

phenotypically resembled the conditions being modeled. 

2.5.2    Analysis of testing limitations 
We acknowledge that the increased robusticity of TASMANIAN DEVIL was in part due 

to changing eps, but it was also caused by modifying the approach to the MBA. When eps was 

maintained at its original value of 1E-3 mmol/gDW/h, EXAMO was not able to optimize for any 

condition when using the model exported from TASMANIAN DEVIL (C_mod). When eps was 

lowered to 1E-10 mmol/gDW/h, it was able to find a solution for all of the conditions except for 

the gene rules from glucose (C_mod_eps). This may in part be a result of not providing EXAMO 

a degapped model as it states it needs, whereby all dead-end metabolites and reactions have been 

removed, since the degapped model provided with the algorithm was able to produce more 

solutions (C_orig) than C_mod. However, it was also likely that the lower eps threshold played a 

key role in solvability, as the solvable repetitions increased from the higher eps to the lower eps 

for both the original and TASMANIAN DEVIL exported models. Other factors likely affecting 

the increased solvability from EXAMO to TASMANIAN DEVIL were the randomization of 

attempting to remove reactions and checking that models were still solvable after every reaction 

was removed for every iteration of the MBA process. TASMANIAN DEVIL was always able to 

find a solution for every iteration of every repetition; whereas for EXAMO, not every iteration 

created a pruned model and not every repetition was solvable. 

 Additional limitations of the validation of the modeling approaches were that we only 

tested TASMANIAN DEVIL with S. cerevisiae data and did not comprehensively compare it 

against algorithms that reduce inherent flux loops. Although we demonstrated that the software 

generally characterized the correct phenotype for yeast, we have not demonstrated this for other 

organisms. The study was in part conducted in yeast because of the availability of gene 

essentiality results and publically available MFA fluxes under various conditions. Validating the 

software in S. cerevisiae helped contrast the findings with EXAMO, which was also validated 

with the same model organism. S. cerevisiae have a higher correlation of mRNA abundance to 

protein abundance than more complex organisms do, making transcriptional condition-specific 

studies more relevant for phenotypic prediction [75]. For organisms with more transcriptional 

regulation such as H. sapiens, we would recommend using protein abundance data if available. 

Another limitation is that we did not compare the flux results of the network reduction 
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modifications with algorithms which attempt to remove flux loops completely. These other 

algorithms reduce the overall fluxes in the system as well through their methodology, which often 

make the modeled fluxes closer to the physiological fluxes.  

2.5.3    User interface and intended uses 
TASMANIAN DEVIL is easily installable and operational via the command line, 

increasing the number of potential users. The user manual provides documentation about how to 

use each module of the software with the different parameters offered. The package on GitHub 

also provides examples of usage. Figure 2.6.1 highlights some general intended uses. Since each 

module can function independently, the inputs and outputs show what is needed and produced for 

TASMANIAN DEVIL. The package can be used for other modeling purposes, preliminary data 

analysis, and visualization. The model module exports the model as a COBRA file for the 

capability of modeling in other programs. The flux module exports the flux results as .csv files 

which can be further analyzed. The gene module can be used as a first analysis for other 

applications. Finally, the visualization module can illustrate fluxes for predefined pathways from 

flux distributions from other algorithms.   

2.5    Conclusions 
We have developed and tested the Python software package TASMANIAN DEVIL for 

condition-specific metabolic modeling. The package is divided into four separately functioning 

modules: importing, modifying, and simplifying metabolic models; gene activity characterization; 

flux estimation; and flux visualization. We have presented a few applications and validated the 

flux estimation software and modeling assumptions using data from S. cerevisiae. The approach 

to the simplification of metabolic networks for FBA is novel and may be applied for modeling 

purposes outside of the scope of the software. TASMANIAN DEVIL has the potential to be used 

by a wide array of researchers for metabolic modeling purposes.  
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2.6    Figures and tables 

Figure 2.6.1    TASMANIAN DEVIL architecture 
Workflow for TASMANIAN DEVIL demonstrating the interconnectedness and independence of 

the model, gene, flux, and visualization modules. The inputs for each model, the necessary and 

optional arguments from the command line, and the general outputs are shown. 
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Figure 2.6.2    Sensitivity, precision, and solvability of conditions and software 
Sensitivity (a) and precision (b) of reaction inclusion based off of experimental gene knockout 

data were analyzed for the condition-specific models generated from the gene rules for ethanol, 

glucose, and their respective negative controls. For the EXAMO software using the original 

model included in the distribution (shown in light blue) and for the EXAMO software using the 

same model that was tested in TASMANIAN DEVIL (shown in light orange), eps was lowered 

and changed to 1E-10 mmol/gDW/h when solving the reduced network (C_orig_eps and 

C_mod_eps, respectively). TASMANIAN DEVIL was tested using combinations of model 

parameters as described in Table 2.6.1 (shown in light red). If all repetitions of a condition for a 

parameter were not solvable, the sensitivity and precision were 0. (c) A comparison of the 

solvability of pruned models and optimizations.  



16 
 

 

 
 

 

 



17 
 

Figure 2.6.3    Comparison of accuracy of flux profiles 
Simulated fluxes from condition-specific models for aerobic and anaerobic gene rules and their 

negative controls were compared to experimentally modeled flux results using NMR tracer 

experiments under the same conditions. This was performed for both the gene rules for the 

condition and for the negative control gene rules for the condition. The absolute flux difference 

was determined for each reaction between the experimental and simulated results. If a reaction 

corresponded to more than one reaction in the larger metabolic reconstruction, the redundant 

reactions were noted, and the fluxes were added together for those reactions. The absolute flux 

difference for each reaction for the aerobic and anaerobic gene rules was then compared against 

the negative controls, and the difference was plotted by metabolic pathway. Darker cells represent 

measured fluxes by which the gene rules were more accurate than the negative controls. The total 

absolute flux difference of all reactions for a parameter for the aerobic and anaerobic gene rules is 

noted at the top of each column of the heatmaps. 
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Figure 2.6.4    Comparison of flux predictions  
Flux differences were compared for the aerobic and anaerobic conditions versus the negative 

control for each platform (a) and across platforms (b). For TASMANIAN DEVIL, the model 

parameters with network reduction were combined to make a C_m_n_c Cohort, and all model 

parameters excluding network reduction were also combined to make a C_non_m_n_c Cohort. 

For (a), a two-way ANOVA with replicates was performed on the total absolute flux difference of 

the five replicates for each model parameter, comparing the negative control versus each 

condition for a software platform and accounting for each parameter group for the cohorts of 

TASMANIAN DEVIL, shown in light red. A one-way ANOVA with replicates was used for 

testing the difference between the negative control versus each condition for the original 

EXAMO software with the model converted by TASMANIAN DEVIL, shown in light yellow. 

For (b), a two-way ANOVA with replicates was used to compare the total absolute flux 

difference of the original software with the two cohorts for TASMANIAN DEVIL while 

accounting for the model parameter groups. (c) A representation of fluxes per reaction per 

pathway of interest for the aerobic and anaerobic conditions for the C_m_n_c_lb_g parameter 

combination, which produced the least combined total absolute flux difference for the aerobic and 

anaerobic conditions.  
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Figure 2.6.5    Flux maps of central carbon metabolism 
Flux maps were designed in CellDesigner and overlaid with flux profiles for the (a) aerobic and 

(b) anaerobic conditions for the C_m_n_c_lb_g parameter using the visualization module from 

TASMANIAN DEVIL. If a flux or its standard deviation is followed by e_4, such as the flux 

121109e_4 for ENO for the anaerobic condition, this translates to 12.1109, whereas e_4 is 

scientific notation for E-4.    
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Figure 2.6.6    Gene rule maps for central carbon metabolism 
Pathway maps were designed in CellDesigner and overlaid with gene rules for the (a) aerobic and 

(b) anaerobic conditions for the C_m_n_c_lb_g parameter using the visualization module from 

TASMANIAN DEVIL. Genes are described by their Boolean logic, and the rule determination is 

color encoded.  
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Figure 2.6.7    Reaction inclusion consistency maps for central carbon metabolism 
Pathway maps were designed in CellDesigner and overlaid with flux variability analysis (FVA) 

results and model building algorithm (MBA) profiles for the (a) aerobic and (b) anaerobic 

conditions for the C_m_n_c_lb_g parameter using the visualization module from TASMANIAN 

DEVIL. 
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Table 2.6.1    Testing parameters for validation 
The parameters used for testing TASMANIAN DEVIL, as well as the module in which the 

optional parameter is available, the function of the parameter, and the logic behind the change. 

Condition Module Function Logic 

_g Model Change the GPR association Account for additional gene 

associations from literature 

_lb Model Adjust the lower boundary 

constraints 

Adjust model to account for 

extracellular media/uptake 

rates 

_m_n_c Model Account for cofactors and 

nucleoside phosphate moieties, and 

make the model carbon balanced 

Make flux model more carbon-

centered 

_Ex Flux Prune extracellular reactions first, 

then extracellular transport 

reactions, then compartmental 

transport reactions, then inner-

compartmental transport reactions 

More of an emphasis is placed 

on transport reaction gene 

activity 
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Table 2.6.2    Gene-protein-reaction associations for iMM904 modifications 
Gene-protein-reaction changes that were made to the iMM904 metabolic model for validating 

TASMANIAN DEVIL when the option to alter them was selected. 

Reaction Original Gene Mapping Adapted Gene Mapping 

ALAt2r 
(YKR039W or YPL265W or 

YCL025C or YOL020W or YOR348C) 
 

ARGt2r (YKR039W or YEL063C or YNL270C) (YEL063C or YNL270C) 

ASNt2r 
(YKR039W or YCL025C or 

YDR508C or YPL265W) 
YCL025C 

ASPt2r (YFL055W or YKR039W or YPL265W) YPL265W 

CYSt2r 

(YKR039W or YDR508C or 

YBR068C or YDR046C or 

YBR069C or YOL020W) 

YDR046C 

GLNt2r 
(YKR039W or YCL025C or 

YDR508C or YPL265W) 
(YCL025C or YDR508C) 

GLUt2r 
(YFL055W or YDR536W or 

YKR039W or YCL025C or YPL265W) 
YPL265W 

GLYt2r 
(YKR039W or YOL020W or 

YPL265W or YOR348C) 
 

HISt2r 
(YGR191W or YKR039W or 

YCL025C or YBR069C) 
YGR191W 

ILEt2r 
(YBR069C or YKR039W or 

YCL025C or YBR068C or YDR046C) 

(YBR069C or YBR068C or 

YDR046C) 

LEUt2r 

(YBR069C or YKR039W or 

YCL025C or YBR068C or 

YDR046C or YDR508C) 

(YBR069C or YBR068C or 

YDR046C) 

LYSt2r (YNL268W or YKR039W) YNL268W 

METt2r 

(YKR039W or YCL025C or 

YDR508C or YBR068C or YDR046C or 

YGR055W or YHL036W) 

(YGR055W or YHL036W) 

PHEt2r 
(YKR039W or YCL025C or 

YOL020W or YBR068C or YDR046C) 
 

PROt2r (YKR039W or YOR348C) YOR348C 

SERt2r 
(YFL055W or YCL025C or 

YDR508C or YKR039W or YPL265W) 
 

THRt2r 
(YKR039W or YBR069C or 

YCL025C or YDR508C) 
 

TRPt2r 
(YBR069C or YKR039W or 

YOL020W or YBR068C or YDR046C) 
YOL020W 

TYRt2r 

(YBR069C or YKR039W or YCL025C 

or YBR068C or YOL020W or 

YDR046C or YCL025C) 

(YBR069C or YOL020W) 

VALt2r 
(YKR039W or YCL025C or 

YDR046C or YBR069C or YBR068C) 

(YDR046C or YBR069C or 

YBR068C) 
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Table 2.6.3    Lower boundary constraint modifications for iMM904 conditions 
Lower boundary constraint alterations for extracellular uptake reactions that were modified for 

each condition.   

Reaction Original 

lb 

YPD (Glucose) 

lb 

YPEtoh 

(Ethanol) lb 

Aerobic 

lb 

Anaerobic 

lb 

EX_4abz(e) 0 0 0 -0.0002 -0.0002 

EX_ade(e) 0 -0.00767027 -0.00767027 0 0 

EX_ala_L(e) 0 -0.00073 -0.00073 0 0 

EX_arg_L(e) 0 -0.00041 -0.00041 0 0 

EX_asp_L(e) 0 -0.00023 -0.00023 0 0 

EX_chol(e) 0 -0.015 -0.015 0 0 

EX_csn(e) 0 -0.002222703 -0.002222703 0 0 

EX_ergst(e) 0 0 0 -0.01 -0.01 

EX_etoh(e) 0 0 -20 0 0 

EX_glc(e) -10 -20 0 -10 -10 

EX_glu_L(e) 0 -0.00056 -0.00056 0 0 

EX_gly(e) 0 -0.0004 -0.0004 0 0 

EX_gsn(e) 0 -0.032575676 -0.032575676 0 0 

EX_his_L(e) 0 -0.00064 -0.00064 0 0 

EX_ile_L(e) 0 -0.00074 -0.00074 0 0 

EX_inost(e) 0 0 0 -0.025 -0.025 

EX_leu_L(e) 0 -0.00102 -0.00102 0 0 

EX_lys_L(e) 0 -0.0003 -0.0003 0 0 

EX_met_L(e) 0 -0.00089 -0.00089 0 0 

EX_nac(e) 0 -0.006 -0.006 0 0 

EX_o2(e) -2 -2 -2 -2 -0.02 

EX_phe_L(e) 0 -0.00081 -0.00081 0 0 

EX_pnto_R(e) 0 -0.00105 -0.00105 -0.001 -0.001 

EX_pro_L(e) 0 -0.00039 -0.00039 0 0 

EX_ribflv(e) 0 -0.00125 -0.00125 0 0 

EX_ser_L(e) 0 -0.00079 -0.00079 0 0 

EX_thm(e) 0 -0.00021 -0.00021 -0.001 -0.001 

EX_thr_L(e) 0 -0.00062 -0.00062 0 0 

EX_trp_L(e) 0 -0.01667 -0.01667 0 0 

EX_tyr_L(e) 0 -0.00027 0.00027 0 0 

EX_uri(e) 0 -0.005883784 -0.005883784 0 0 

EX_val_L(e) 0 -0.00076 -0.00076 0 0 

EX_xtsn(e) 0 -0.002222703 -0.002222703 0 0 
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Table 2.6.4    Simplifications for cofactors and nucleoside conversions for iMM904 
The listed cofactors and their partners were removed from reactions if a reaction did not lead to 

the cofactor’s direct biosynthesis. In other words, if there were another product and reactant in the 

reaction, the cofactors were removed from that particular reaction. The nucleosides listed in lists 

were converted to their monophosphate versions.  

Simplification Mapping 

Cofactors 

fad_m  fadh2_m, 

nad_c  nadh_c, 

nad_m  nadh_m, 

nad_x  nadh_x, 

nadp_c  nadph_c, 

nadp_m  nadph_m, 

nadp_r  nadph_r 

Nucleoside 

Conversions 

amp_c = [‘adp_c’, ‘atp_c’, ‘damp_c’, ‘dadp_c’, ‘datp_c’], 

amp_m = [‘adp_m’, ‘atp_m’], 

amp_x = [‘adp_x’, ‘atp_x’], 

gmp_c = [‘gdp_c’, ‘gtp_c’, ‘dgmp_c’, ‘dgdp_c’, ‘dgtp_c’], 

cmp_c = [‘cdp_c’, ‘ctp_c’, ‘dcmp_c’, ‘dcdp_c’, ‘dctp_c’], 

cmp_m= [‘cdp_m’, ‘ctp_m’], 

dtmp_c= [‘dtdp_c’, ‘dttp_c’], 

ump_c= [‘udp_c’, ‘utp_c’, ‘dump_c’, ‘dudp_c’, ‘dutp_c’] 
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Chapter 3    Condition-specific metabolic modeling to identify 

mechanisms of regulation: GCR1 autoregulation through the 

transcriptional activation of the glycine cleavage complex to 

initiate the diauxic shift, a case study 
3.1    Abstract 

3.1.1    Background 
One goal in studying gene deletion experiments is to identify biological processes that are 

upregulated. By only examining the processes associated with differentially expressed genes 

through enrichment analysis, systematic mechanisms that activate these processes may not be 

revealed. Creating a condition-specific metabolic model based off of transcriptomic data can 

provide insights for better understanding the system of interest.  

3.1.2    Results 
Gene expression studies were contextualized using previously developed condition-specific 

metabolic modeling software to investigate the mechanisms by which GCR1, a transcriptional 

activator of glycolytic genes in S. cerevisiae, regulates global metabolism in glucose-rich and 

glucose-limited cultures. The modeling demonstrated that under glucose-rich conditions, Gcr1 

promotes the transcription of enzymes controlling fermentation. When glucose becomes limited 

after a previous high growth rate, transcript levels for GCR1 and its transcriptional targets 

decrease and respiration begins. Gcr1 is deactivated by pyrophosphorylation, which is the 

addition of a phosphate group to a prephosphorylated serine residue through a nonenzymatic 

cleavage. The process is highly endergonic, requiring a near physiological level Michaelis 

constant for ATP. The pyrophosphorylation of Gcr1 causes it to disassociate from its transcription 

factor binding partner, Gcr1, causing Gcr1 to lose its glycolytic transcriptional activation.  The 

modeling predicted that the upregulation of the glycine cleavage complex (GCV1, GCV2, and 

GCV3 in the mitochondria) by Gcr1 creates an efficient way to generate one carbon building 

blocks for biosynthesis for adenine production along with other purines. This predicts that Gcr1 is 

therefore a regulator of its own deactivation.   

3.1.3    Conclusions 
The modeling predicted that Gcr1 is an energy sensor and regulates its own activity based off of 

glucose availability and previous growth rate, thus initiating the diauxic shift through its own 

deactivation after a previous state of high growth. The approach used in this study can be used by 

other experimenters to provide insights into regulatory mechanisms in other organisms.    
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3.2    Background 

3.2.1    Metabolic control by Gcr1 
Gcr1 is a glucose response transcription factor in S. cerevisiae that has global effects on 

transcription, affecting a wide variety of genes [76]. Upon deletion of GCR1 (GCR1D) with 

glucose in the media, metabolism changes, whereby there is a decrease in glycolytic fermentation 

and an increase in the TCA cycle and oxidative phosphorylation [77, 78]. There is also an 

increase in carbon storage, such as trehalose. As glucose becomes exhausted and before the wild-

type (WT) cells enters quiescence, they enter the diauxic shift, whereby they transition to a state 

similar to GCR1D [2, 6]. Previously excreted ethanol is imported back into the system, and the 

cells undergo respiration and gluconeogenesis [2, 78, 79]. 

3.2.2    Gcr1 isoforms  
 Gcr1 has two protein isoforms. One is expressed under glucose induction in the 

exponential growth phase (785 amino acids and 89 kilodaltons (kDa)), and the other is 

continually expressed except during quiescence, even during the diauxic, albeit to a lesser degree 

than during exponential growth (847 amino acids and 95 kDa) [6, 79]. Upon glucose exhaustion, 

the first isoform’s RNA is targeted for nonsense-mediated decay by Xrn1 in P-bodies and stress 

granules [79, 80]. The first isoform is formed by splicing of the first and second exon, with the 

first exon being very small [79]. There is a large intron between the first and second exon (739 

nucleotides), which is inefficiently spliced [81]. The second isoform’s start site is encoded within 

the annotated intron, producing a protein that is 62 amino acids longer than the canonical Gcr1 

isoform [6].   

3.2.3    Transcriptional coactivators and regulation of Gcr1 
The two isoforms of Gcr1 associate with different transcription factors to promote 

different pathways. The canonical isoform of Gcr1 can create a heterodimer with Gcr2 [4, 82]. It 

also associates with Rap1 to upregulate ribosomal and glycolytic gene transcription. When target 

genes have both Gcr1 and Rap1 consensus sequences in their promotes, transcription of these 

genes are highly upregulated when Gcr1 is active [83]. Gcr1 can be pyrophosphorylated, and this 

causes the canonical Gcr1 isoform to disassociate from Gcr2 [82]. The expression of the 

canonical Gcr1 isoform is dependent on the Gcr1-Gcr2 heterodimer [84]. Pyrophosphorylation is 

the process by which a phosphate group is added to a prephosphorylated serine residue through a 

nonenzymatic cleavage of phosphate from 5-diphosphoinositol pentakisphosphate (5PP-IP5) [85]. 

The formation of 5PP-IP5 by the inositol hexakisphosphate kinase, KCS1, is a highly endergonic 

reaction, requiring a near physiological level Michaelis constant for ATP [86]. This indicates that 

pyrophosphorylation represses canonical GCR1 transcription, thereby downregulating glycolytic 

flux. Hexakisphosphate kinase (KCS1) mutants, which are incapable of generating 

pyrophosphates, are unable to make the diauxic shift from aerobic glycolysis to oxidative 

phosphorylation, thereby producing more ethanol [82].  

In comparison, the isoform produced from the intron has not been studied in-depth. 

However, it has been predicted to be associated with Skn7, Adr1, Sko1, Hot1, and Rtg2 based on 

transcriptional profiles [79]. The region of the protein encoded by intronic nucleotides contains a 

coiled-coil motif, which contains binding sites for transcription factor partners. These are in 

addition to the coiled-coil motif present within the second exon which present the typical binding 

site for Rap1 [83, 87]. Finally, it has been shown that both isoforms of Gcr1 can form 

homodimers with themselves and heterodimers with each other, creating a diverse capability of 

Gcr1 to correspond to cellular needs [6].       

3.2.4    Inspiration for study 
Most metabolic studies of GCR1 have focused on the canonical GCR1 isoform in 

exponential growth phase with excess glucose. There has not been an in-depth study of the 
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systematic changes to metabolism upon the initiation of the diauxic shift. Previous metabolic 

studies on GCR1 have also not emphasized side pathways that are affected, such as serine, 

glycine, and one carbon metabolism, or how these pathways work in tandem to promote growth 

and regulate proliferation. This study will model the metabolic difference between exponential 

growth with glucose, driven by the canonical Gcr1 isoform, contrasted with the beginning of the 

diauxic shift, when the canonical Gcr1 isoform is downregulated and the intronic version is still 

expressed. The TASMANIAN DEVIL software package, which has been previously validated in 

S. cerevisiae, will be utilized to predict the condition-specific metabolism.   

3.3    Methods 

3.3.1    Culture conditions and transcriptomic analyses 
To determine the primary metabolic roles of Gcr1 in S. cerevisiae, transcriptomic data 

was compared during the exponential growth phase with excess glucose and during the diauxic 

shift. For exponential growth, the laboratory of Henry Baker cultured S150-2B (MATa leu2-3,112 

his3Δ trp1-289 ura3-52) and isogenic GCR1 and GCR2 null mutants in YP media with 2% 

lactate and 2% glycerol. 2% glucose was added, and the cells were harvested 4 hours later in the 

log-growth phase at an optical density (OD) of 600nm equal to 1. RNA was isolated and reverse 

transcribed, as previously described [77]. Microarray analyses were performed on Affymetrix 

GeneChips and processed using MAS5 normalization for biological triplicates. MAS5 scales data 

globally by fitting a linear regression line to a trimmed data set for the top and bottom 1% of 

expressed genes. The algorithm then subtracts each value by the intercept of the regression line 

and then divides that value by the slope [88]. The methods were identical to a study published by 

Baker, but the samples were run on a newer microarray chip [77]. The laboratory of Tracy 

Johnson cultured BY4742 (MATa his3Δ1 lue2Δ0 lys2Δ0 ura3Δ0) and the isogenic GCR1 null 

mutant in YP media with 2% glucose. RNA was isolated post log-growth phase around the 

diauxic shift at an OD of 600nm near 2.8 [6]. Samples were run on the SOLiD platform at the 

Sanford Consortium for Regenerative Medicine. Samples were aligned using BFAST and 

transcripts were analyzed using Cufflinks as previously described [89–91]. 

3.3.2    Differential expression analyses and gene rule classification 
 Statistically differentially expressed genes were used to define the gene activity rules for 

TASMANIAN DEVIL. Bioconductor in R was used to determine differential expression and 

pathway enrichment [92]. The analysis of Baker’s microarray data employed Limma, which is an 

Empirical Bayes approximation for normally distributed data [93]. edgeR was used to determine 

differentially expressed genes using a Fisher’s exact test for the negative binomial distributed 

RNA-Seq samples from Johnson’s study [94, 95]. The Benjamini-Hochberg correction was used 

for both methods to adjust for false discovery rates [96]. GOstats was used to test Gene Ontology 

pathway enrichment for functional inference and as a way to check the results of the metabolic 

modeling [97, 98]. For gene rules, genes that were very lowly expressed (less than 10 fragments 

of kilobase of exon per million fragments (FPKM) when all samples were added together for both 

conditions), were assigned to be inactive, regardless of differential expression. Genes that were 

differentially expressed for a condition were defined to be active. Genes that were differentially 

expressed in the opposing condition for an experimenter and were not in the top 20% of highly 

expressed genes were defined to be inactive. All other genes were undefined in the gene rules.  

3.3.3    Metabolic modeling 

3.3.3.1    Adjustments to the modeling parameters 

The same starting model was used for S. cerevisiae which produced the lowest combined 

error compared to the actual fluxes in the TASMANIAN DEVIL study. GPR associations for 

extracellular uptake were changed, and modifications were made to account for cofactors, 

nucleoside phosphate moieties, and making the model carbon balanced. The lower boundary 
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constraints were adjusted according to Table 3.6.1, which were adapted from the YPD lower 

boundary constraints used in the TASMANIAN DEVIL study. When glucose was induced in the 

media, glycerol and lactate import were repressed [77]. Ethanol was allowed to be imported for 

Johnson since it was beginning the diauxic shift. One other change that was implemented to the 

GPR associations was that the gene for alcohol dehydrogenase 1 (ADH1) was also assigned to 

ethanol transport (ETOHt). There is no gene directly responsible for the import/export of ethanol. 

This change was made such that ethanol could be exported and the transport reaction would not 

be pruned if ADH1 was active. For Baker, the upper boundary constraints of the extracellular 

transport reactions were limited to 0.2 mmol/gDW/h for every reaction except ethanol export to 

ensure that ethanol export was used to carbon balance the model instead of other excreted 

metabolites. 

3.3.3.2    Adjustments to the gene rules 

 Some minor modifications to the gene rules were necessary to insure that metabolic 

changes were observed for pathways with the greatest enrichment. Since the gene rules for the 

glycine cleavage complex consists of 4 genes and the model required that all 4 genes must be 

active, and the same 3 genes were differentially expressed in both Baker and Johnson’s data for 

when GCR1 was active (GCR1A), the fourth gene that was not differentially expressed (LPD1) 

was forced to be active. LPD1 is a lipoamide reductase that also functions as a disulfide 

oxidoreductase, priming the glycine cleavage system to add a carbon from glycine to 

tetrahydrofolate to form methylenetetrahydrofolate [99]. This change allowed for flux to go 

through the glycine cleavage system. The other modification to the gene rules was for the minor 

arginine transporter, ANP1. It was modified from being defined as active to undefined for 

Johnson for GCR1A. This was because upon testing, it was identified that if it were active, this 

would mean the flux through arginine biosynthesis and the urea cycle would not occur and 

arginine could instead be imported to reduce the sum of fluxes in the network. Arginine 

biosynthesis and the urea cycle were two of the most differentially expressed pathways for 

GCR1A Johnson, as shown in Table 3.6.2. 

3.3.3.1    Additional TASMANIAN DEVIL flux module options and adjustments to the growth rate 

50 iterations were run with 5 replicates for each condition for each experimenter in 

TASMANIAN DEVIL to account for variability between pruned models. The biomass 

production rate for GCR1A Baker was set to be equal to the rate measured by Zampar et al. for S. 

cerevisiae cultured with excess glucose (approximately 0.305 mmol/gDw/h) [2]. For GCR1A 

Johnson, glucose was modeled as being exhausted and ethanol was the primary carbon source. 

Biomass production was set to be equal to the rate measured by Zampar et al. under similar 

conditions at the beginning of the diauxic shift (0.06 mmol/gDW/h) [2].  

3.4    Results 

3.4.1    Gcr1 promotes glycolysis and biosynthesis prior to switching to oxidative 

phosphorylation after the diauxic shift 
 First, it was investigated what the differentially expressed genes indicated based off of 

pathway enrichment using Gene Ontology pathway analysis. GCR1A Baker showed enrichment 

for alcohol metabolism and glycolytic fermentation, while GCR1A Johnson was enriched for 

glycolytic fermentation, glycolysis, as well as gluconeogenesis, as highlighted in Table 3.6.2. 

Both GCR1A Baker and GCR1A Johnson showed increased serine, glycine, and one carbon 

biosynthesis gene expression compared to the GCR1 null mutants. GCR1A Johnson was enriched 

for the regulation of cellular respiration as well as mitochondrial respiratory chain complexes II-

IV. GCR1A Johnson was also upregulated for arginine and urea metabolism, related to the 

nitrogen cycle. Finally, GCR1A Baker was enriched for phosphatidylinositol biosynthesis, while 

GCR1A Johnson was enriched for inositol biosynthesis. 
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Next, it was determined whether the modeled fluxes from the differentially expressed 

gene rules resembled the statistically enriched metabolic pathways. It was predicted that in 

general, GCR1A Baker had more flux through glycolysis and the pentose phosphate pathway than 

for GCR1A Johnson, whereas GCR1A Johnson had more flux through the citric acid cycle and 

oxidative phosphorylation (Figures 3.6.1a). Since it was predicted that GCR1A Baker did not 

have as much oxidative phosphorylation occurring, this was contrasted by an increase in 

anaplerosis to fuel biosynthesis. GCR1A Baker also had increased biosynthesis in general, which 

was demonstrated by a greater flux through glycine and serine metabolism and purine and 

pyrimidine biosynthesis. GCR1A Johnson also had increased arginine and proline metabolic flux, 

which matched the enriched pathway analysis. 

 Individual fluxes were analyzed to determine other key differences between the models. 

Glucose was the primary carbon source for GCR1A Baker and ethanol was the primary 

metabolite excreted to manage carbon balancing (Figure 3.6.1b). In contrast, GCR1A Johnson 

consumed ethanol, and it was predicted that urea was used as a carbon sink to balance the model 

through arginine metabolism. GCR1A Baker utilized glycolysis to advance biosynthesis, as 

observed by the enolase flux, and pyruvate carboxylase was used to convert pyruvate into 

oxaloacetate, diverting flux into the citric acid cycle for anaplerosis. GCR1A Johnson relied on 

gluconeogenesis, as demonstrated by the reversed enolase flux. This was predicted to be 

produced primarily from oxaloacetate being converted into phosphoenolpyruvate by 

phosphoenolpyruvate carboxykinase. GCR1A Jonson had greater mitochondrial oxidative 

phosphorylation, as shown by the mitochondrial fumarase flux. Figure 3.6.1b also demonstrates 

the differences in the modeled biomass flux assumptions, as described in the methods. 

3.4.2    The glycine cleavage complex promotes one carbon biosynthesis 
Next, it was analyzed how Gcr1 upregulated biosynthesis. The glycine cleavage complex 

genes (GCV1, GCV2, and GCV3) were all differentially expressed for GCR1A Baker and 

GCR1A Johnson compared to GCR1D (Figure 3.6.2a and Figure 3.6.2b). When GCR2 was 

deleted (GCR2D) for Baker, the reductions in expression of GCV1, GCV2, and GCV3 were 

almost identical to GCR1D Baker compared to when GCR2 was active (GCR2A), as shown in 

Figure 3.6.2c. The glycine cleavage complex (GLYCLm) transfers a carbon from glycine to 

5,10-methylenetetrahydrofolate in the mitochondria. Figure 3.6.2d demonstrates how GLYCLm 

functions as a system of four genes: GCV1, GCV2, GCV3, and LPD1. A carbon is cleaved off 

glycine by Gcv2 through decarboxylation, producing carbon dioxide as a product. The 

decarboxylated moiety of glycine becomes attached to the lipoate attached to Gcv3. Gcv2 then 

degrades the moiety further, and a methylene is donated to tetrahydrofolate to generate 5,10-

methylenetetrahydrafolate. Lpd1 then reoxidizes the lipoate attached to Gcv3 by nicotinamide 

adenine dinucleotide [100, 101]. 

 The glycine cleavage complex provides an efficient way to maximize one carbon 

production from glycine. For general serine metabolism, two of the carbons of serine are 

converted into glycine, while a methylene is donated to tetrahydrofolate to generate 5,10-

methylenetetrahydrafolate. This methylene can eventually go into one carbon biosynthesis for the 

generation of purines. Glycine itself is also used as a two carbon building block for the generation 

of purines. Figure 3.6.2e shows that GCR1A Baker had greater flux through these pathways than 

GCR1A Johnson as demonstrated in Figure 3.6.2f, but both relied on the glycine cleavage 

complex to maximize one carbon production. The modeling predicted that anaplerosis involving 

threonine produced most of the glycine for GCR1A Baker, whereas serine produced from 

gluconeogenesis generated most of the glycine for GCR1A Johnson.  

3.4.3   GCR1 expression is downregulated upon the diauxic shift  
GCR1 had indeed been successfully repressed in GCR1D Baker and was statistically 

different than GCR1A Baker (p ≤ 0.01, using an Empirical Bayes approximation), as shown in 
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Figure 3.6.3a. However, GCR1 was not differentially expressed for Johnson, even though no 

transcripts of GCR1 were detected by RNA-Seq for GCR1D Johnson, as demonstrated in Figure 

3.6.3b. However, this is only for the canonical annotated isoform of Gcr1, and not the isoform 

with the start site beginning from the intron that remains expressed during the diauxic shift [6, 

79]. This suggested that the canonical GCR1’s transcription was being turned off in GCR1A 

Johnson as the diauxic shift began.  

3.5    Discussion 

3.5.1   Analysis of modeling results and limitations 
 The modeled fluxes embodied the phenotypes portrayed by the statistical enrichments of 

the differentially expressed genes. GCR1A Baker was upregulated for glycolytic fermentation 

and one-carbon metabolism, and GCR1A Johnson was upregulated for gluconeogenesis, one 

carbon metabolism, oxidative phosphorylation, and arginine and urea metabolism. This is in 

general agreement with the pathways upregulated before and after the diauxic shift [2]. GCR1A 

Baker had increased biosynthesis fueled by glycolysis to promote the greater biosynthetic state. 

GCR1A Johnson exhibited oxidative phosphorylation and gluconeogenesis from ethanol import, 

which previously had been exported during exponential growth. Ethanol was predicted to be the 

carbon sink for glucose for GCR1A Baker, and urea was predicted to be the carbon sink for 

ethanol for GCR1A Johnson. Follow up experiments should be conducted to confirm if urea is 

indeed produced from arginine during the diauxic shift, or if perhaps another TCA cycle 

byproduct is excreted due to ethanol import.   

 While the studies by Baker and Johnson were carried out upon glucose induction before 

and after the diauxic shift, the direct effect on metabolism by each isoform of GCR1 remains 

unclear. Mutants in both studies were lacking both isoforms. While the canonical Gcr1 protein 

expression has been shown to upregulate glycolysis and fermentation, it is not clear what the role 

of the second isoform is. While putative binding partners include Skn7, Adr1, Rtg2, Sko1, and 

Hot1, it has not been verified which if any of these precipitate with the second isoform of Gcr1 

[79]. However, there is evidence that these partners would promote respiration fueled by ethanol 

import. Adr1 promotes the transcription of ADH2, which converts ethanol to acetaldehyde [102]. 

Skn7 is responsible for the transcriptional activation of oxidative response genes, while Rtg2 is a 

sensor of mitochondrial dysfunction [103, 104]. More experiments should be conducted to 

determine the specific role of the second isoform of Gcr2. 

3.5.2   The regulation of GCR1 expression influences its metabolic activity 
The protein levels of Gcr1 have been shown to decrease rapidly during the diauxic shift 

around an OD of 2.8, which was when the samples were collected for GCR1A Johnson [5, 6]. It 

had been shown by Szigyarto et al. that Gcr1 can be pyrophosphorylated, causing Gcr1 to 

disassociate from it transcriptional binding partner, GCR2 [82]. Sasaki et al. proposed that the 

transcriptional activation of GCR1 depends on the Gcr1-Gcr2 heterodimer, given that GCR2 null 

mutants repressed GCR1 expression [84]. Evidence for the upregulation of pyrophosphorylation 

would indicate that the canonical isoform of GCR1 is being downregulated.  

Pyrophosphates are produced by Kcs1, and KCS1 mutants are unable to make the diauxic 

shift from glycolysis to oxidative phosphorylation [82]. The rate-limiting enzyme of inositol 

phosphate biosynthesis is Ino1, the first reaction in inositol metabolism branching from glucose-

6-phosphate from glycolysis to produce myo-inositol-1-phosphate [105]. INO1 expression is 

almost completely eliminated in a KCS1 null mutant, and it had been proposed that inositol 

pyrophosphates themselves activate expression of INO1. Therefore, a significant overexpression 

of INO1 signifies a state in which inositol pyrophosphates have been produced [106]. Another 

mechanism by which INO1 is regulated is from the amount of inositol present within the cell. 

When there is an excess of inositol, INO1 is repressed, as Opi1 localizes to the nucleus to repress 
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INO1’s transcriptional activator, INO2. INO1 is upregulated when there is only limited inositol, 

as Opi1 is tethered to the nuclear membrane [107]. INO1’s expression is also upregulated when 

the pH becomes more acidic, as the bond between Opi1 and phosphatidic acid is weakened by 

protons, resulting in the delocalization of Opi1 from the plasma membrane to the nucleus [108]. 

If there is limited glucose, such as for GCR1A Johnson, INO1 is transiently upregulated, driving 

inositol generation and other downstream targets in the inositol phosphate pathway. GCR1A 

Johnson’s gene expression levels show a decrease in canonical GCR1 expression and an increase 

in INO1 expression, compared to GCR1A Baker, indicating that GCR1 is being down-regulated 

by inositol pyrophosphates, as shown in Figure 3.6.3a and Figure 3.6.3b. Inositol biosynthesis is 

also upregulated in GCR1A Johnson, as shown in Table 3.6.2. This portrays that the system is 

indeed in the diauxic shift and has switched from glycolysis to oxidative phosphorylation, which 

is in agreement with the modeling results.  

Kcs1’s homologues in humans have an extremely high Km for ATP (1000-1700 µM), and 

they have therefore been proposed to be ‘energostats’, requiring a high amount of ATP to 

catalyze the formation of 5PP-IP5 [86]. KCS1 mutants had a much higher ATP concentration and 

lower ADP and AMP concentrations compared to WT [82]. If the ATP barrier for KCS1 catalysis 

is overcome though, the reaction would lower the ATP concentration, thereby rebalancing the 

ATP/ADP and ATP/AMP ratios [86]. The similar transcriptional profiles of GCV1, GCV2, and 

GCV3 under the deletion of GCR1 and GCR2 could indicate that Gcr1 and Gcr2 act as a 

heterodimer to activate the expression of these genes involved in the glycine cleavage complex, 

and that the loss of either GCR1 or GCR2 would constitute reduced one carbon biosynthesis and 

the adenosine phosphate pool through the inability to efficiently catabolize glycine. It is proposed 

that Ino1 is a nutrient sensor and has a direct effect on the energy sensor, Gcr1. If there is enough 

ATP to generate 5PP-IP5, the canonical isoform of Gcr1 is pyrophosphorylated, thereby 

disassociating it from Gcr2 and downregulating its transcriptional activation, thus beginning the 

diauxic shift. Figure 3.6.4 demonstrates an overview of this mechanism in relation to the 

modeled metabolic fluxes. 

3.5    Conclusions 
In this study, metabolism upon glucose induction has been modeled before and after the 

diauxic shift in S. cerevisiae. Gene knockout studies of GCR1 were conducted, and differentially 

expressed genes were used to characterize gene rules and to determine enriched pathways. Gcr1 

promoted glycolytic biosynthesis and fermentation during exponential growth. Upon glucose 

exhaustion, the diauxic shift began, and the canonical isoform of Gcr1 was downregulated. The 

glycine cleavage complex was identified as being upregulated by GCR1, and it played an 

important role in producing one carbon building blocks and adenosine phosphates. It is proposed 

that the glycine cleavage complex helps form enough ATP from efficient carbon utilization of 

glycine to later prime GCR1 for deactivation upon pyrophosphorylation by Kcs1. The approach 

in this study can be used to model other metabolic factors in S. cerevisiae and other systems.   
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3.6    Figures and tables 

Figure 3.6.1    Modeled fluxes of GCR1 conditions 
(a) Pathway fluxes per the number of unpruned reactions remaining in the pathways. (b) Average 

fluxes for key reactions. Abbreviations are as follow: EX_glc(e): D-glucose exchange, 

EX_etoh(e): ethanol exchange, EX_urea(e): urea exchange, ENO: enolase, PC: pyruvate 

carboxylase, PPCK, phosphoenolpyruvate carboxykinase, and FUMm: fumarase mitochondrial.  
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Figure 3.6.2    The role of the glycine cleavage complex 
Transcriptomic profiles for genes mapped to the glycine cleavage system mitochondrial 

(GLYCLm) reaction for (a) mutant GCR1 for Baker, (b) mutant GCR1 for Johnson, and mutant 

GCR2 for Baker. (d) Schematic of the modeled glycine cleavage complex mechanism with 

proteins scaled to their metabolic weights. (e) Glycine and serine metabolism for GCR1A Baker. 

(f) Glycine and serine metabolism for GCR1A Johnson. The symbols * and ** denote p ≤ 0.01 

and p ≤ 0.001, respectively. For Baker’s data, an Empirical Bayes approximation was employed. 

For Johnson’s data, a Fisher’s exact test was used.     
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Figure 3.6.3    Expression profiles for inositol regulation of GCR1 
Rate limiting inositol biosynthesis enzyme and GCR1 expression for the experiments by (a) 

Baker and (b) Johnson.  The symbols * and ** denote p ≤ 0.01 and p ≤ 0.001, respectively. For 

Baker’s data, an Empirical Bayes approximation was employed. For Johnson’s data, a Fisher’s 

exact test was used.         
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Figure 3.6.4    General overview of the regulation of the canonical isoform of Gcr1 
Overview of mechanisms controlled by and controlling the canonical isoform of Gcr1 in relation 

to its metabolic function (a) before and (b) after the initiation of the diauxic shift. The fluxes are 

scaled to those modeled for GCR1A Baker and GCR1A Johnson. OD and AU stand for optical 

density and absorbance units.  
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Table 3.6.1    Lower boundary constraint adjustments for modeling GCR1 conditions 
Lower boundary constraint alterations for extracellular uptake reactions that were modified for 

each condition.   

Reaction Original 

lb 

YPDGL Baker 

lb 

YPD Johnson 

lb 

EX_4abz(e) 0 0 0 

EX_ade(e) 0 -0.00767027 -0.00767027 

EX_ala_L(e) 0 -0.00073 -0.00073 

EX_arg_L(e) 0 -0.00041 -0.00041 

EX_asp_L(e) 0 -0.00023 -0.00023 

EX_chol(e) 0 -0.015 -0.015 

EX_csn(e) 0 -0.002222703 -0.002222703 

EX_etoh(e) 0 0 -20 

EX_glc(e) -10 -20 0 

EX_glu_L(e) 0 -0.00056 -0.00056 

EX_gly(e) 0 -0.0004 -0.0004 

EX_glyc(e) 0 0 0 

EX_gsn(e) 0 -0.032575676 -0.032575676 

EX_his_L(e) 0 -0.00064 -0.00064 

EX_ile_L(e) 0 -0.00074 -0.00074 

EX_lac_L(e) 0 0 0 

EX_leu_L(e) 0 -0.00102 -0.00102 

EX_lys_L(e) 0 -0.0003 -0.0003 

EX_met_L(e) 0 -0.00089 -0.00089 

EX_nac(e) 0 -0.006 -0.006 

EX_o2(e) -2 -2 -2 

EX_phe_L(e) 0 -0.00081 -0.00081 

EX_pnto_R(e) 0 -0.00105 -0.00105 

EX_pro_L(e) 0 -0.00039 -0.00039 

EX_ribflv(e) 0 -0.00125 -0.00125 

EX_ser_L(e) 0 -0.00079 -0.00079 

EX_thm(e) 0 -0.00021 -0.00021 

EX_thr_L(e) 0 -0.00062 -0.00062 

EX_trp_L(e) 0 -0.01667 -0.01667 

EX_tyr_L(e) 0 -0.00027 0.00027 

EX_uri(e) 0 -0.005883784 -0.005883784 

EX_val_L(e) 0 -0.00076 -0.00076 

EX_xtsn(e) 0 -0.002222703 -0.002222703 
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Table 3.6.2    Enrichment of metabolic pathways 
Statistical enrichment for metabolic pathways using a one-tailed Fisher’s exact test. The genes 

from Baker’s experiments were tested at a threshold of p ≤ 0.01 and the genes from Johnson’s 

experiments were tested at a threshold of p ≤ 0.001. Statistically enriched genes for each 

condition are displayed in the columns prior to the p values. Pathways with p < 0.05 are shaded in 

gray. 
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Chapter 4    Conclusions and future directions 
4.1    Conclusions about metabolic modeling 
 In the second chapter, a condition-specific metabolic modelling software called 

TASMANIAN DEVIL has been developed. It allows for importing any model organism 

reconstruction in either SBML or COBRA format. The software was constructed upon previously 

designed libraries and algorithms. Its modeling assumptions and performance were validated 

using publically available datasets in S. cerevisiae. It introduced a novel modeling approach to 

FBA that is similar to MFA to reduce the interconnectivity of metabolites and complexity of the 

network. It is easily installable and available for Python 2 and 3, which increases its potential user 

base and allows for continued development from the community in the future. 

4.2    Conclusions about Gcr1 and the influence of inositol pyrophosphorylation 

4.2.1   Pyrophosphorylation deactivates the canonical Gcr1 isoform, and this may be 

catalyzed by a domain within Gcr1 
It has been concluded from the third chapter that Gcr1 controls the diauxic shift. The 

switch from aerobic glycolysis and fermentation through glucose consumption to oxidative 

phosphorylation by ethanol import is triggered by the pyrophosphorylation of Gcr1. 

Pyrophosphorylation of Gcr1 would only occur if enough ATP has been generated and the system 

is switching from a glucose-rich to a glucose-limited state. Pyrophosphorylation has been 

characterized as a nonenzymatic event that donates a phosphate as a posttranslational 

modification to particular proteins. A pyrophosphorylation consensus sequence across proteins 

does not exist, and it is unclear how phosphates are donated from inositol pyrophosphates to 

specific proteins. It has also been difficult to identify which proteins are pyrophosphorylated, as a 

pyrophosphate affinity reagent is not yet publically available [109, 110]. However, it has been 

shown that proteins across eukaryotes are phosphorylated by 5PP-IP5.[111]  

This led to the investigation that perhaps Gcr1 is somehow able to catalyze its own 

pyrophosphorylation. The canonical isoform of Gcr1 is 785 amino acids long, as illustrated by 

Figure 4.5.1a. The DNA binding domain is at the C-terminus of the protein. Gcr1 is 

pyrophosphorylated between amino acids 509-518, where there are several serine residues and 

ambiguous phosphorylation patterns [82, 112]. To predict the structure of the Icp4 domain, this 

region of Gcr1 was modeled after the protein structure 3zxa using MODELLER, which had a 

similar secondary structure according to mGenTHREADER (p = 1e-4 using confidence 

estimation for identifying a false positive) and whose structural compatibility was checked with 

Verify3D [113–116]. This domain appears to be shaped like a hand with a hinge, as shown in 

Figure 4.5.1b. When Gcr1 becomes pyrophosphorylated, it is possible that the faces of the 

protein are no longer able to interact with other proteins, thus disrupting the Gcr1-Gcr2 

heterodimer complex [82].  

Over the region where Gcr1 is pyrophosphorylated is a conserved multi-domain with 

structural similarity to the herpes simplex virus gene, ICP4 (with an E-value = 0.04, calculated by 

DELTA-BLAST, which is the number of chance alignments predicted with a score as high). Icp4 

has been identified to be involved in lytic gene expression [117]. This Icp4 multi-domain is 

conserved across eukaryotes according to DELTA-BLAST, an enhanced domain lookup method 

that uses a predefined set of position score matrices (PSSMs) constructed from NCBI’s 

Conserved Domain Database (CDD) to find distant homologues of queried proteins [118]. It is 

possible that this Icp4 similar region of Gcr1 catalyzes Gcr1’s own pyrophosphorylation, and that 

this domain might be able to catalyze other proteins to pyrophosphorylate themselves or bind 

inositol pyrophosphates. Three other genes were found to be significantly similar for this domain 

in S. cerevisiae (PPZ1, TUS1, and SEC31) [118, 119]. Pyrophosphorylation occurs on a 

prephosphorylated serine residue [85]. Therefore, PhosphoPep, a database of phosphorylation 
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sites in yeast, worms, flies, and humans, was used to see if phosphorylated serine residues 

occurred near the GCR1 pyrophosphorylation site in the other proteins [112]. All three proteins 

contained peptides with phosphorylated serine residues that were unable to be digested. The most 

significantly similar protein, Ppz1, contained an ambiguous phosphorylation pattern similar to 

Gcr1. Figure 4.5.1c summarizes these results.  

4.2.2   The relation of Gcr1 and pyrophosphorylation to the cell cycle and nutrient 

limitation 
GCR1 and RAP1 are highly periodically expressed, and this may be dictated by the level 

of inositol pyrophosphates. Based on the cell cycle transcription profiles on Cyclebase, GCR1 

and RAP1 are only expressed at certain times in the cell cycle (p = 3.68E-05 and p = 9.38E-07, 

respectively, using a Fourier score for periodicity of expression). They have similar 

transcriptional profiles that become the most enriched in G2, when a high amount of biosynthesis 

is needed, although RAP1 peaks its expression at the end of S. GCR2’s expression peaks as well 

in G2. Similarly, GCV1, GCV2, and GCV3 are all at their highest expression levels following 

GCR1’s peak expression [120].  

Pyrophosphorylation may also further influence the cell cycle beyond deactivating Gcr1. 

When the KCS1 homologue, IP6K1, was deleted in mouse embryonic fibroblasts (MEFs), there 

was an increased number of cells in G2 that were hypodiploid under DNA damage and fewer 

cells in G1. With this came an increase of cells undergoing apoptosis in G2. In comparison, under 

DNA damage in wild-type IP6K1 MEFs, there was about an even population of cells stalled in 

G1 and G2 [121]. When 5PP-IP5 levels increased in 1,5bis-diphosphoinositol tetrakisphosphate 

(1,5PP2-IP4) deficient mutants in colorectal cancer cells, there was also a slowed G1/S transition 

[122]. 5PP-IP5 has twice the relative concentration in G1 compared to S for in vitro rat mammary 

tumor cells. 5PP-IP5 peaks in the middle of G1. Then there is a gradual decrease until a spike in 

5PP-IP5 concentration at the G2/M barrier, depending on which protocol is used to measure 5PP-

IP5 [123]. This evidence indicates that perhaps pyrophosphorylation inhibits the G1/S transition 

and that it advances the G2/M transition.  

Pyrophosphorylation may further regulate the cell cycle and cellular homeostasis by 

nutrient sensing through Ppz1. The most significantly similar protein of the Icp4 domain to that of 

Gcr1 in yeast is Ppz1, which is a serine/threonine phosphatase that regulates salt tolerance, 

making yeast more sensitive to toxicity under high salinity conditions [124]. It can do this in part 

by inhibiting the G1/S transition. When PPZ1 is overexpressed, cells exhibit a slow-growth 

phenotype and cannot make the transition from G1 to S [125].  Hal3 binds to Ppz1 and inhibits it 

from acting upon its targets. When the genomic region containing the Icp4 domain was deleted in 

PPZ1(Δ1-344), Ppz1 coprecipitated more with its phosphatase inhibitor Hal3 [126]. It was also 

demonstrated that when HAL3 expression was blocked in a conditional mutant upon doxycycline 

induction, Ppz1 inhibited potassium import through the Trk1 receptor. This resulted in potassium 

starvation, which mimicked the effects of phosphate starvation, resulting in the upregulation of 

PHO gene expression to import extracellular phosphate primarily through the proton/phosphate 

symporter Pho84 [127]. Pho84 is a high affinity transporter that brings both protons and 

phosphates into the cell [128]. PHO gene expression is mediated by inositol pyrophosphate 

1,5PP2-IP4 generation by Vip1, a heptakisphosphate kinase [127]. Inositol pyrophosphate binds 

allosterically to the Pho85-Pho80-Pho81 kinase complex, inactivating it and allowing PHO genes 

to be expressed [129, 130]. Taken together with the assumption that Ppz1 is able to be 

pyrophosphorylated, this could indicate that inositol pyrophosphorylation disassociates Ppz1 from 

Hal3 similar to how Gcr1 is disassociated from Gcr2 by pyrophosphorylation, and that this 

upregulates PHO gene expression to import phosphates and protons. This could provide links 

between pyrophosphorylation and the diauxic shift to glucose, phosphate, and/or potassium 

exhaustion.  
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4.3    Relations to cancer 

4.3.1   The role of inositol pyrophosphate deregulation  
Inositol pyrophosphates have been identified as key regulators in cellular homeostasis 

and cell-cycle regulation in yeast. It was investigated whether inositol pyrophosphates became 

deregulated in cancer cells to promote aberrant growth. Homology for the putative Icp4 multi-

domain revealed that several inositol polyphosphatases contained the domain in H. sapiens near 

their phosphatase domains [118]. If the Icp4 multi-domain is a self-phosphorylating 

pyrophosphate kinase, this could indicate a positive feedback mechanism that promotes the 

continued formation of inositol pyrophosphates and inhibits inositol pyrophosphatases from 

reducing the inositol pyroyphosphates to their lower phosphate versions. Also intriguing is that 

human brain cells had been shown previously to be particularly enriched for 5PP-IP5 [111]. Most 

of the genes that were not inositol pyrophosphatases with homology to this domain were 

characterized as being related to brain function [118].  

5PP-IP5 formation in cancer cells is disrupted by mutations, deletions, and protein 

inhibition. In humans, 5PP-IP5 is formed by Ip6k1, Ip6k2, and Ip6k3 [131, 132]. IP6K1 knockout 

mice are sensitive to insulin and are resistant to becoming obese, IP6K2 knockout mice are more 

susceptible to developing tumors, whereas IP6K3 null mice develop neurological defects [133–

137]. IP6K2 overexpression promotes apoptosis in cancer cells in vitro, while knockdown 

prevents IP6K2 from initiating cell death [138, 139]. While IP6K2 is the isoform most associated 

with cancer, single nucleotide polymorphisms in IP6K1, IP6K2, and IP6K3 were demonstrated to 

have an increased risk in developing renal cell carcinoma [140]. In addition, 8.3% of B-cell 

chronic leukemia patients have chromosomal deletions of IP6K2 [141]. Although only a few 

cancers may directly downregulate the synthesis of 5PP-IP5 at a genomic level, Ip6k2 activity is 

inhibited on a broader scale by Hsp90. Hsp90 binds to Ip6k2 and inhibits its kinase activity. It is 

estimated that 30-50% of cellular Ip6k2 protein is bound to Hsp90 in cell culture analyses of 

immortalized noncancerous cells [142]. Hsp90 is upregulated in many cancer cells, as it plays 

roles into most of the hallmarks of cancer, thereby potentially increasing its inhibition of Ip6k2 

[143, 144].  

While all of the isoforms of the inositol hexakisphosphate kinases in humans are able to 

produce 5PP-IP5, Ip6k2 may confer selectivity for cancer-related targets and signaling cascades 

based off of the isoform being in complex with other proteins that it either pyrophosphorylates or 

donates 5PP-IP5 to for binding. One example is that Ip6k2 is in complex with Tti1 and Tel2, 

which are targets for phosphorylation of CK2. Upon DNA damage, CK2 binds allosterically to 

5PP-IP5, which then phosphorylates Tti1 and Tel2, promoting the proteins to be in complex with 

ATM and DNA-PKcs. ATM/DNA-PKcs phosphorylate p53, promoting apoptosis [135]. Ip6k2 is 

necessary for p53-mediated apoptosis [145]. P53 is a master regulator of genomic stability and 

the cell cycle; it determines whether the cell repairs its DNA and continues proliferating or 

induces apoptosis after DNA damage has occurred [146–149]. TP53 is the most mutated gene in 

cancer with over 25,000 point mutations, with over 75% of these mutations resulting in the loss of 

WT p53 function [150, 151]. Not accounting for deletions, it has been estimated that 17% of all 

cancers have p53 mutations [152, 153]. In many other cancers with a functional p53 protein, 

Mdm2 is upregulated, which inhibits the transactivation domain of p53 [154]. Ip6k2 deregulation 

is another mechanism of p53 inactivation. While Ip6k2 and pyrophosphates may be important to 

prevent tumor formation, it has also been shown that Ip6k2 is activated downstream of the 

WNT/β catenin pathway as part of the epithelial to mesenchymal transition (EMT) [155]. One 

way it promotes oncogenesis in tandem with IP7 is by sequestering the tumor suppressor Lkb1 in 

the nucleus so that it cannot act on its cytosolic targets [135]. It is important to determine what 

proteins are pyrophosphorylated and bind to particular pyrophosphates to better understand the 
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mechanisms by which pyrophosphates inhibit and promote tumorigenesis so that more specific 

pharmaceuticals targeting the inositol pyrophosphate pathway can be developed.  

4.3.2   Insights into cancer metabolism 
 In yeast, high amounts of 5PP-IP5 trigger a switch from glycolysis to respiration, and 

there appears to be a similar mechanism conserved in mammals. When KCS1 is deleted in yeast, 

there is a 4-fold increase in ATP concentration, a 3-fold increase in ethanol production, and 

respiration decreases. Similarly, when IP6K1 is deleted in MEFs, there is a 3-fold increase in 

ATP concentration and respiration decreases [82]. 1,5PP2-IP4 has been demonstrated to be 

important for glycolytic metabolism as well in colorectal cancer cells. 1,5PP2-IP4 is produced by 

the two isoforms of PPIP5K, the homologs of Vip1, which add an additional pyrophosphate to 

5PP-IP5. When the PPIP5K isoforms are deleted, there is a modest but significant increase in 

ATP, an increase in glycolysis and lactate production, but also an increase in oxygen 

consumption. Surprisingly, when PPIP5K was deleted, there was a 3-fold increase in 5PP-IP5 

levels, which is 25-fold greater than the amount of 1,5PP2-IP4 lost. The authors did not 

investigate this mechanism of how 5PP-IP5 synthesis was upregulated, but it indicates that 

1,5PP2-IP4 may play a signaling role that downregulates the production of 5PP-IP5. It was also 

shown in this study that 5PP-IP5 levels are directly proportional to ATP levels, signifying that 

5PP-IP5 is a metabolic sensor as had been hypothesized before due to the high Km of the Ip6ks 

[86, 122].  

 Both Ip6k1 and Ip6k2 are responsible for generating 5PP-IP5 in cancer cells, but it is 

unclear to what degree and how much this varies among tissues. There may even be variability 

within a tumor. It has been demonstrated that in the same colorectal cancer cell line, HCT119, it 

can become divergent depending on cell culture conditions and cell lineage history, expressing 

varying degrees of IP6K1 and IP6K2 [156]. It has also been demonstrated that in HCT116 cells 

either IP6K1 or IP6K2 deletion can almost completely decimate 5PP-IP5 levels depending on cell 

lineage [145, 157]. Similarly, 1,5PP2-IP4 levels vary widely depending on cell linage in HCT119, 

which would also influence 5PP-IP5 levels [122, 156].  

IP6K1 mutants in MEFs have exhibited similar effects on metabolism to KCS1 mutants 

in yeast, which has implications for cancer metabolism [82]. By inhibiting IP6K1 kinase activity 

in MEFs by N2-(m-Trifluorobenzyl), N6-(p-nitrobenzyl)purine (TNP), an IP6K inhibitor, AKT 

activity is increased, thus promoting energy expenditure by glycolysis through glucose 

consumption [158]. 5PP-IP5 binds to AKT and inhibits Pdk1-mediated AKT phosphorylation, 

thereby inactivating AKT [133, 159]. AKT is a known oncogene that stimulates aerobic 

glycolysis in cancer cells [160]. Thus 5PP-IP5 may potentially inhibit aerobic glycolysis in cancer 

cells through Ip6k1 by inactivating AKT. Studies have not yet demonstrated which IP6K isoform 

is responsible for this metabolic phenotype in cancer cells. However, it appears that 5PP-IP5 

produced by Ip6k1, which binds to and inactivate AKT, is a regulator of glycolytic homeostasis, 

much like 5PP-IP5 formed by Kcs1 in yeast is to pyrophosphorylate and inactivate Gcr1.  

4.4    Future directions 

4.4.1   Software development  
There are a few software enhancements that would be desirable to add to TASMANIAN 

DEVIL. One of these would be introducing manually specified parallelization across computer 

cores for optimization to make the models more operable on a supercomputer. This would make 

performing optimizations on larger stoichiometric models like Recon2 more feasible. This update 

to parallelization from processes being forked would also allow the package to be executed on 

any operating system, as the forking in Python is not permitted in Windows. Another 

enhancement would be to add multiple linear solvers to the flux module to allow for user 

preference. These changes would increase the user base and increase capabilities for complex 

modeling.  
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4.4.2   Metabolic model simplification analysis compared to loop correction software 
The effectiveness of the metabolic simplifications implemented in TASMANIAN DEVIL 

should be compared to loop correction software. The Monte Carlo hit-and-run techniques that 

many of these loop correction studies utilize focus on a subset of flux loops, frequently 

identifying and correcting for loops that are short in pathway length [28, 29]. It should be more 

closely investigated whether all of the large cofactor loops are accounted for in these 

optimizations. A comprehensive study should be conducted comparing these loop correction 

techniques to better portray the benefit of the reduced network reduction models. It should also be 

analyzed if there are additional benefits for accuracy when using a loop algorithm in addition to 

implementing network reduction models.  

4.4.3   Flux balance analysis  
 With the increased use of GC-MS for metabolomics analysis, the field is more apt to 

utilize MFA for contextualizing systems deterministically than it had been in the past. However, 

this approach is not applicable for every system, such as for human metabolism, in which it is 

difficult to achieve isotopic steady-state. For systems like this, unsteady FBA may be more 

appropriate if GC-MS is available. If GC-MS is unavailable, or if the desire is to model genome-

scale metabolism, researchers should employ some type of FBA method. The network reduced 

condition-specific modeling presented in this dissertation is an appealing approach for estimating 

phenotypic fluxes. An improvement that could be made in general to FBA is to adjust the 

biomass equation. The concentrations of biomass metabolites do not always remain in constant 

proportions, and the proportions vary among organisms. Determining the ratios of biomass 

metabolites to each other for a particular cell line would generate more accurate flux predictions.        

4.4.4   Validation of the glycine complex genes in S. cerevisiae in relation to GCR1 
The glycine cleavage complex upregulated by Gcr1 transactivation was predicted to be 

important for energy generation to fuel ATP generation. Prior evidence showed that the glycine 

cleavage system was involved in one carbon metabolism for the generation of purines and 

pyrimidines, and it was utilized preferentially in highly proliferative cells, such as cancer cells 

[100, 161–163]. However, it has not been directly validated if Gcr1 binds to and promotes GCV1, 

GCV2, and GCV3 transcription. ChIP-Seq experiments would be able to determine this, as well 

as if this interaction decreases upon the initiation of the diauxic shift and the inactivation of the 

canonical Gcr1 isoform. Through mutant studies of GCV1, GCV2, and GCV3, it could also be 

determined the effect they have on ATP production, growth rates, and GCR1 transcript levels. 

Demonstrating the importance of the glycine cleavage complex in relation to high growth could 

also have an impact on studying cancer, due to cancer cells possibly relying on the glycine 

cleavage complex for greater ATP generation.   

4.4.5   Icp4 domain validation as a protein pyrophosphorylation domain 
 The Icp4 domain was identified as a conversed domain according to DELTA-BLAST, 

with organisms containing this domain ranging from viruses to mammals. In Gcr1, this domain 

contains a site that is pyrophosphorylated. The mechanism by which a protein becomes 

pyrophosphorylated is unclear as well as why certain proteins are targeted. Phosphoproteome data 

indicated that the other proteins in yeast with this domain had similar phosphorylation patterns on 

peptides in the region of where pyrophosphorylation potentially could occur, with the most 

statistically significant protein being Ppz1. It should be validated if Ppz1 can indeed be 

pyrophosphorylated. If so, it should also be determined what the structure of this domain is and 

how the mechanism of pyrophosphorylation occurs. If this domain does characterize a protein 

region that becomes pyrophosphorylated by 5PP-IP5, this would have profound impacts for 

studying proteins that have this domain. It would also allow for the better understanding of the 
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influence that pyrophosphorylation by 5PP-IP5 has. In addition, when a pyrophosphorylation 

reagent becomes publically available, this will be able to clearly identify all proteins that are 

pyrophosphorylated [110]. In addition, the community should strive to create a better method to 

determine which proteins bind 5PP-IP5 and 1,5PP-IP4 to fully understand the interplay of the 

proteins that associate with these high energy metabolites.      

4.4.6   Analysis of pyrophosphates on cancer metabolism 
Inositol pyrophosphates help regulate cellular homeostasis mechanisms and the cell 

cycle, which is why they become deregulated in cancer cells to allow for uncontrolled growth. 

5PP-IP5 targets many cancer-related proteins. 5PP-IP5 inactivates AKT, thereby downregulating 

glycolytic metabolism, and it promotes the phosphorylation of p53 upon DNA damage, thereby 

triggering apoptosis [133, 135]. However, inositol pyrophosphates may also have oncogenic 

potential, as they upregulate the EMT [155]. Studies need to better demonstrate the functions of 

IP6K isoform in cancer cells, if these functions vary across tissue type, and if these roles differ 

among cells within a tumor.  

4.4.7   Drug targets related to inositol pyrophosphates 
Once the field has a more complete understanding of the role of inositol pyrophosphates, 

as well as their roles in preventing tumor formation and later in tumorigenesis, pharmaceuticals 

can be developed to better target the pathway. One target may be Hsp90, since it binds to and 

inactivates IP6k2. There have been 18 drugs that have entered clinical trials that have targeted 

Hsp90. None of these drugs have entered a phase 3 clinical trial. Currently, only 5 remain in 

clinical trials [164]. By upregulating 5PP-IP5 levels in HCT119 cells by deleting PPIP5K and 

preventing 1,5PP-IP4 formation, cellular proliferation slowed, as most of the cells became stalled 

in G1 [122]. If 5PP-IP5 can be upregulated and the cellular machinery which regulates apoptosis 

can be reactivated, then the tumors can be destroyed. However, there are likely many ways in 

which some tumor cells use 5PP-IP5 to promote tumorigenesis and various ways that the 

apoptotic machinery has become inactivated based upon a patients’ mutational and copy-number 

differences.  

5PP-IP5 has been demonstrated to be a master regulator of cell cycle control and 

homeostasis. Preventative research could also be performed to use 5PP-IP5 or an earlier formed 

inositol phosphate pathway derivate to target cancer cells early and inhibit tumorigenesis. If 

studies are successful in animal models, the metabolite could be introduced in a clinical trial. 

Unless intellectual property is developed around targeting cancer cells specifically though, it is 

unlikely that such a study would be undertaken by a drug company, as generic drugs would 

undercut the market. Thus a multicompany federally sponsored approach would be necessary, but 

such a large-scale study would be unlikely.  
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4.5    Figures and tables 

Figure 4.5.1    Gcr1 structure and similar proteins to the Icp4 domain  
(a) Domains and regions of the Gcr1 protein. The Icp4 domain is highlighted by the red box. (b) 

Modelled structured of Icp4 domain. (c) Icp4 domain alignment and phosphorylation sites. 

Reference proteins below the significance threshold of 0.05 for DELTA-BLAST identified as 

aligning to Gcr1 (from 340-640 amino acids). The Icp4 conserved multi-domain (from 362-589 

amino acids) is highlighted by the red box. Phosphorylation patterns close to the peptide 

containing the pyrophosphorylation site of GCR1 are from PhosphoPep and indicated by the gray 

box.   
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