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ABSTRACT OF THE DISSERTATION 

Design and Analysis of Spectrum Scanners Based on Passive, Linear Periodically Time-Varying 

Circuits 

by 

Neha Sinha 

Doctor of Philosophy in Electrical Engineering 

University of California, Los Angeles, 2017 

Professor Sudhakar Pamarti, Chair 

 

Spectrum sensing finds its use is many applications. With modern communication systems 

moving towards Cognitive Radios (CRs) to better utilize the available spectrum, spectrum sensing 

is a key enabling functionality that allows the detection of primary users and interferes to support 

spectrum sharing. Spectrum sensing can also be useful in security applications that require a certain 

degree of RF spectrum awareness. In addition, it can be used for built-in self-test like transmitter 

tuning by measuring the output spectrum to allow spur reduction and digital predistortion.  

To be useful, the spectrum scanners used for sensing should be able to handle large blockers 

and detect weak signals at the same time. Thus both good linearity and high sensitivity are desired. 

In addition, these scanners need to be highly programmable and selective while incurring a low 

power cost.  

In this research we have addressed the issues that plague traditional spectrum scanners by using 

the recent technique of Filtering by Aliasing (FA). The FA-based spectrum scanner is a passive 

structure that uses simple but linear, periodically time-varying (LPTV) RC circuits. This LPTV 
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circuit is shown to provide a high spurious-free dynamic range, precise resolution bandwidths 

while still consuming very low power.  

In this dissertation, the FA technique is briefly explained, and the design considerations and 

implementation of a spectrum scanner IC that achieves excellent linearity and low power as 

compared to state-of-the-art designs is presented. In addition, a theoretical analysis of some of the 

limiting factors of the passive LPTV scanner is presented together with some circuit and/or signal-

processing solutions.  

Chapters 2 and 3 of this dissertation are the reprint of a paper that is to be published in full in 

the IEEE Journal of Solid-States Circuits (JSSC). The dissertation author is the primary 

investigator and Professor Sudhakar Pamarti supervised the research which forms the basis for this 

paper. Dr. Mansour Rachid and Professor Shanthi Pavan from IIT, Madras collaborated on this 

work as well.  

Chapters 4 and 5 of this dissertation are the reprint of a paper under preparation to be submitted 

in part or in full to the IEEE Transactions of Circuits and Systems-1 (TCAS-1). The dissertation 

author is the primary investigator and Professor Sudhakar Pamarti supervised the research which 

forms the basis for this paper. By the virtue of being independent papers, there is a slight degree 

of content overlap between Chapters 2-3 and 4-5.   
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Chapter 1  

Introduction 

Spectrum sensing is a key enabling technology for efficient use of the electromagnetic 

spectrum. The spectrum information provided by the scanners can find widespread use in military 

applications, automotive industry employing self-driving cars or for on-chip built-in self test [1], 

to name a few. One of most important application of spectrum sensors is perhaps their use as part 

of Cognitive Radios (CRs) [2]. As shown in Fig. 1.1, CR networks are envisioned to tackle the 

problem of low spectrum utilization by exploiting spectral opportunities in time, frequency, and 

space. The basic idea of CRs is to enable license-exempt (secondary) users to utilize the vacant 

spaces in the licensed spectrum as and when they become available. The aim is to help increase 

the spectrum efficiency and alleviate the crowding of unlicensed spectra. A spectrum scanner can 

help identify these opportunities by detecting the primary users and interferes and enable the best 

use of the available spectrum by allowing spectrum sharing.  

 

Fig. 1.1: Example Cognitive Radio Network depicting primary and secondary users [3]. 
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1.1. Key System Requirements 

To be useful, the spectrum scanners have certain key requirements as listed below: 

1. Wideband operation and high selectivity – Since most applications of interest cover a wide 

frequency span, the spectrum scanner needs to provide wideband local oscillator (LO) 

tunability to scan through the entire spectrum. In addition to this, to cater to varying spectrum 

scenarios and standards, the resolution bandwidth (RBW) needs to be programmable as well. 

The bandwidth programmability can also help on-the-fly trade-off between the analog and 

subsequent digital RBW based on the available hardware and system requirements. Sharp 

filtering would also be desired to reliably isolate and detect the signals of interest. 

2. High linearity – Non-linearity in the system creates additional, undesired tones that can lead to 

false detection. For instance, two out-of-band tones when subjected to a non-linear scanner can 

produce a third-order intermodulation tone that may fall in the band of interest. Hence a good 

scanner needs to be highly linear. Since most practical circuits are dominated by third-order 

non-linearity, this translates to having a high 3rd order input-intercept point (IIP3). 

3. High sensitivity – The scanners should be able to detect extremely weak signals. Thus it is 

important to ensure that the scanner circuitry doesn’t add too much noise of its own to the 

signal band of interest. It should be noted that unlike traditional receivers, since the scanners 

need to detect only the presence or absence of a signal in most cases, a trade-off exists between 

the scanner sensitivity and sensing time. A higher sensing time can help detect weak signals, 

with the limit to the detection provided by the “SNR-wall” [4], [5], i.e. beyond a certain signal-

to-noise ratio (SNR), the signal cannot be detected even if infinite number of samples are used. 
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Signal processing techniques to lower the SNR-wall have been employed in some spectrum 

scanners [6]. 

4. Low sensing time – Since the spectrum being sensed maybe dynamically changing, it is 

important to ensure that the sensing time of the scanner is low. In addition, the sensing time 

presents a tradeoff with the system throughput wherein increased sensing time can lead to 

lower throughput [7]. 

5. Low power – Spectrum scanners will form part of bigger systems and hence should incur a 

low power overhead.  

 

1.2. Prior Art 

1.2.1 Conventional Techniques  

Conventional spectrum sensing involves either a serial or parallel spectrum scan [8], [9], [12], 

wherein the LO is swept in the analog and the energy of each band is detected in the digital after 

being digitized using an Analog-to-Digital converter (ADC). This energy is then compared to a 

specified threshold (specified for a desired probability of detection and false alarm) to determine 

the presence or absence of a signal [5]1. Two of the general conventional approaches are described 

below:  

 

                                                           
1 This is for the simple energy detector. More complicated detection techniques can also be used providing 
different detection SNR vs sensing trade-offs. 
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ADC + Digital FFT  

One approach to spectrum scanning would be to use a Nyquist-rate ADC followed by an FFT 

block, as shown in Fig. 1.2. This approach reduces the scan time for the spectrum, and can easily 

provide programmable RBWs but would require a prohibitively large aggregate ADC sampling 

rate (proportional to the input spectrum span) and a large dynamic range. For instance, in the 

example spectrum shown in Fig. 1.2 the ADC’s need to run at 2𝐹𝑆 which can be very high for a 

wideband spectrum. This would in turn incur a very high power cost making it impractical to 

implement since analog-to-digital converter performance is improving far too slowly [14]. 

 

 

Fig. 1.2: ADC + FFT for direct digital spectrum capture. 
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Analog FFT  

Another approach to spectrum scanning is to employ a receiver-like structure [8], [9], [12], 

like the one shown in Fig. 1.3. A low noise amplifier (LNA), a down-conversion mixer, an analog 

low-pass anti-aliasing filter, and an ADC are typically employed to isolate and digitize a narrow 

spectral bin for subsequent FFT-based energy detection and thresholding [5]. The mixer’s local 

oscillator (LO) frequency is swept to scan the spectrum. However, since the LO is typically a 

square wave, the conventional spectrum scanner suffers from poor harmonic rejection (i.e. 

suppression of signals that mix with the LOs harmonics). Moreover, since the low-pass filter needs 

to be very linear and have a sharp response, it is usually realized using active components. These 

requirements translate into an increased power dissipation to achieve a desired dynamic range.  

 

Fig. 1.3: Spectrum analyzer employing a receiver-like structure - Analog FFT. 
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1.2.2 Compressive Sampling-based Scanner  

Compressive sampling (CS) relies on the assumption that the spectrum to be sensed is sparsely 

populated. In this case, the information bandwidth is much smaller than the total signal bandwidth 

and hence sub-Nyquist sampling can be used to recover the signal. Incoherent measurements are 

obtained by mixing the wide-band (but sparse) RF signal with independent, unique pseudorandom 

noise sequences, as shown in Fig. 1.4, that fold the RF signal into narrowband baseband channels. 

These scanners then rely on complex digital signal processing to identify the active bins from these 

samples. A CS-based scanner was demonstrated in [15], [16]. This approach to spectrum sensing 

significantly reduces the scan time, but does not really provide a fair comparison to the traditional 

approaches for the following reasons: 

i. It only works for sparse spectrum, a scenario which will not always hold true.  

ii. When pushing to minimize the required sampling rate, CS requires sharp filters [17] 

that incur a high power cost. The solution in [15] relies on additional off-chip filtering 

after the PN sequence mixing to achieve this.  

iii. The signal processing needed for signal recovery in CS adds a huge power overhead as 

compared to the FFT-based energy detection. For instance, the solution in [15] 

estimates the power consumption to double if the DSP processing is included. 

However, it should be noted that due to their significantly lower scan time requirement 

than traditional approaches, this work can lead to a lower energy consumption. It should 

also be noted that these numbers have assumed only 3 active bins among the 50 bins in 

the desired spectrum span.  
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Fig. 1.4: Example architecture for a compressing sensing based spectrum analyzer. 
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Chapter 2  

Passive, Linear, Periodically Time-Varying Filter based 

Spectrum Scanner 

We propose to use a passive, linear periodically time-varying (LPTV) filter based approach to 

spectrum sensing that can ensure linear, sharp and programmable filtering. At the heart of our 

spectrum scanner is a passive LPTV circuit shown in Fig. 2.1. It is a square wave mixer followed 

by a simple 1st order RC circuit whose capacitor voltage is sampled uniformly at a rate, 𝐹𝑆  =

 1/𝑇𝑆. The primary innovation is that the resistor 𝑅 is varied periodically with a period 𝑇𝑆 i.e. 

𝑅(𝑡)  =  𝑅(𝑡 + 𝑇𝑆). As shown later in this chapter, with the square wave mixer disabled i.e. with 

𝑝(𝑡) = 1, this sampled LPTV RC circuit realizes an equivalent low-pass filter (LPF) with a very 

sharp frequency response; with the square wave mixer enabled, it realizes true band-pass filters 

(BPF) with inherent harmonic rejection. In contrast, time-invariant passive filters, especially those 

without inductors, can only achieve limited filter sharpness whereas conventional active filters 

consume high power and are not as linear.  

C

+ x(t)

- x(t)

R(t) = R(t + TS)

R(t) = R(t + TS)

@t=nTs

@t=nTs

+ y[n]

- y[n]

Passive mixer

p(t) = p(t + TS)

p(t) 

 

Fig. 2.1: LPTV RC filter. 
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The central idea behind these periodically time-varying RC filters was first described in signal 

processing terms in [18] where the technique was referred to as “Filtering by Aliasing” (FA). Early 

proof of concept sharp LPTV filters were shown in [19]. Note that LPTV circuits are not 

fundamentally new. Mixers, continuous-time delta-sigma modulators, and even the humble 

periodic sampler are technically LPTV circuits. This work is different, however, in the sense that 

it investigates and advocates the use of time-varying circuit components. 

 

2.1 Operation of the LPTV RC Filter 

For simplicity, we start by considering the low-pass version, i.e. Fig. 2.1 without the upfront 

passive mixer i.e. with 𝑝(𝑡) = 1. The output of the linear time-varying system can then be written 

as 

𝑦(𝑡) =  ∫ ℎ(𝑡, 𝜏)𝑥(𝑡 − 𝜏)𝑑𝜏
∞

0
   (2.1) 

where ℎ(𝑡, 𝜏) is the two-dimensional impulse response of the circuit; specifically, ℎ(𝑡, 𝜏) is the 

response at time "𝑡" for an impulse applied at time "𝑡 − 𝜏". For an LPTV system that varies with a 

period 𝑇𝑆, like the one in Fig. 2.1, ℎ(𝑡, 𝜏) is periodic i.e. ℎ(𝑡, 𝜏) = ℎ(𝑡 + 𝑇𝑆, 𝜏). The samples of the 

output, 𝑦(𝑛𝑇𝑆), are therefore given by 

𝑦(𝑛𝑇𝑆) =  ∫ ℎ(𝑛𝑇𝑆, 𝜏)𝑥(𝑛𝑇𝑆 − 𝜏)𝑑𝜏
∞

0
= ∫ ℎ𝑒𝑞(𝜏)𝑥(𝑡 − 𝜏)𝑑𝜏
∞

0
|
𝑡=𝑛𝑇𝑆

 (2.2) 

where ℎ𝑒𝑞(𝜏) ≝ ℎ(𝑛𝑇𝑆, 𝜏) = ℎ(0, 𝜏). In other words, sampling the output of a 𝑇𝑆-periodic LPTV 

network periodically at 𝑇𝑆 may be thought of as sampling the output of an equivalent LTI network 

with impulse response, ℎ𝑒𝑞(𝜏), as shown in Fig. 2.2. 
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LPTV 
varying @ FS

x(t)
y(t)

nTS

y[n]

LTI 
Heq(jΩ) yeq(t)

nTS

y[n]x(t)

 

Fig. 2.2: Sampled LPTV system and the equivalent LTI system. 

The equivalent LTI filter impulse response, ℎ𝑒𝑞(𝜏), can be derived using the “adjoint” of the 

circuit, as described for general sampled LPTV circuits in [20]. In our case, the circuit is simple 

enough that ℎ(𝑡, 𝜏) and hence, ℎ𝑒𝑞(𝜏) = ℎ(0, 𝜏), can be directly evaluated with ease. As shown in 

Appendix 2.3.1,  

ℎ𝑒𝑞(𝜏) =
1

𝑅(−𝜏)𝐶
exp (−∫

𝑑𝑢

𝑅(−𝑢)𝐶

𝜏

0
)   (2.3) 

Note that if 𝑅(−𝜏) is held constant, we get an exponentially decaying impulse response and just a 

simple LPF with 1st order roll-off as expected. In contrast, it turns out that periodically varying 𝑅 

allows us to design ℎ𝑒𝑞(𝜏)  in such a way that the equivalent LPF has a sharp characteristic, as 

shown in Fig. 2.3. Note from (2.2.) that whenever 𝑅(−𝜏) is large (or small), ℎ𝑒𝑞(𝜏), will be 

accordingly small (or large). Consequently, the example sharp LPF’s impulse response can be 

realized by varying 𝑅(−𝜏) as shown in Fig. 2.3(b), where it can be noted that 𝑅(−𝜏) is large for 

𝜏 ≈ 0 and 𝜏 ≈ 𝑇𝑆 but small at intermediate values. Thus, when compared to using a fixed resistor, 

a much sharper filter response is achieved. In addition, now the resistor variation can also be used 

to provide programmability in terms of both stop-band attenuation and filter roll-off, as illustrated 

later.   
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Fig. 2.3: (a) Example impulse response ℎ𝑒𝑞(𝜏) for a sharp low-pass filter; (b) Resistor variation 

resulting in the desired ℎ𝑒𝑞(𝜏). 

An intriguing and insightful alternative explanation can be obtained by considering the circuit 

operation, again without the passive mixer, in frequency domain. First note that, essentially, a 

variable current, 𝑖(𝑡), is integrated onto a capacitor: 

𝑖(𝑡) =
𝑥(𝑡)−𝑦(𝑡)

𝑅(𝑡)
;     𝑦(𝑡) =

1

𝐶
∫ 𝑖(𝜏)𝑑𝜏
𝑡

−∞
  (2.4) 

The signal processing operations are depicted in Fig. 2.4(a), including the subsequent sampling 

operation. Momentarily ignore the discharging current, 𝑦(𝑡) 𝑅(𝑡)⁄ , for ease of explanation, as 

shown in Fig. 2.4(b). This assumption is reasonable at least for signals well outside the passband 
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of the LPF. The role of 𝑅(𝑡) is now clear: it effectively serves as a variable gain, 1 𝑅(𝑡)⁄ . The 

discharging current, 𝑦(𝑡) 𝑅(𝑡)⁄ , is, of course, not negligible, particularly for in-band signals. 

Section 2.2 derives the accurate filter response and design equations including the discharging 

current. The central intuition described below remains valid.  

R(t)-1

@t=nTs

1
C
  x(t)

R(t)-1

y(t)
y[n]

R(t)-1

@t=nTs

1
C
  x(t)

y(t)
y[n]

(a) (b)
 

Fig. 2.4: (a) Equivalent signal processing operations for the LPTV RC circuit; (b) Approximate 

model for intuitive understanding. 

The effect of the periodically time-varying resistor, 𝑅(𝑡), is to essentially “spread/mix” the input 

with a periodic signal, 𝑑(𝑡) ≈ 1/𝑅(𝑡), prior to filtering (integration) and subsequent sampling. 

Consider the frequency domain operations illustrated in Fig. 2.5. The figure shows an example 

spectrum 𝑋(𝑓) of  𝑥(𝑡), example Fourier Series coefficients 𝐷𝑚 of the periodic 𝑑(𝑡), and the 

integrator response, 𝐻(𝑓). As shown, spreading by 𝑑(𝑡) produces several, frequency-translated 

copies of the input spectrum that are weighted by 𝐷𝑚. These copies are further selectively weighted 

by the integrator. Subsequent sampling causes these various copies to alias into the 

[−0.5/𝑇𝑆, +0.5/𝑇𝑆) frequency band. The various 𝐷𝑚 (and hence 𝑑(𝑡)) can be chosen such that 

the in-band signals are un-attenuated whereas the aliases of the out-of-band signals cancel each 

other out or are heavily suppressed. Hence the moniker, Filtering by Aliasing [18]. Note that the 

frequency selectivity of the integrator is essential to the FA concept. Without it, the subsequent 
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aliasing would affect all the signals equally, and it would be impossible to make the copies of the 

in-band signal alias constructively while making those of the out-of-band signal alias destructively. 

Note also that, in a general FA system, the integrator can be replaced by other simple, but 

frequency selective, filters such as 1st or 2nd order RC filters etc. 

X(f)

0 FS

f

D(f)

0 FS

-FS
f

0 FS-FS

*

f f

H(f)

Spread and filtered 
spectrum

0
ω 

|Y(ejω)| 

Sampling @ FS

Filtering by Aliasing

Signal

Blocker

-FS

0 FS-FS

f

 

Fig. 2.5: Frequency-domain operations of the FA technique using an example input spectrum, 

𝑋(𝑓) and spreading signal, 𝐷(𝑓). Please note that just a simple example is used here for 

illustration purposes. 
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2.1.1 LPTV RC Filter with Upfront Passive Mixer 

Consider the LPTV RC filter shown in Fig. 2.1 again, but now with the passive mixer enabled 

and driven by a binary waveform, 𝑝(𝑡). Assume that 𝑝(𝑡) is also periodic and has the same period 

as 𝑅(𝑡) so that we still have a sampled LPTV system with the sampling and repetition period, 𝑇𝑆, 

as before. Proceeding just like before, but using 𝑥(𝑡)𝑝(𝑡) instead of 𝑥(𝑡) in (2.1) and (2.2), an 

equivalent sampled LTI system can be readily derived with effective impulse response given by  

𝑔𝑒𝑞(𝜏) =
𝑝(−𝜏)

𝑅(−𝜏)𝐶
exp (−∫

𝑑𝑢

𝑅(−𝑢)𝐶

𝜏

0
) = ℎ𝑒𝑞(𝜏)𝑝(−𝜏)  (2.5) 

The upfront mixer i.e. the choice of 𝑝(𝑡) allows an additional degree of freedom in the design 

of sharp filters. Foremost, notice from (2.3) that ℎ𝑒𝑞(𝜏)  ≥  0. The binary (±1) waveform 𝑝(𝑡) 

allows 𝑔𝑒𝑞(𝜏) to be positive or negative thereby allowing even sharper filters, if required2. More 

importantly, the passive upfront mixer allows realizing very sharp band-pass filters using an LPTV 

RC LPF, as described next. 

Bandpass Filters without Harmonic Images  

Suppose that resistor variation 𝑅𝐿𝑃(𝑡) realizes a sharp equivalent LPF with impulse response, 

ℎ𝑒𝑞(𝜏)  =  ℎ
𝐿𝑃(𝜏)  ≥  0. Setting 𝑝(𝑡) = 𝑠𝑔𝑛(cos(2𝜋𝐹𝐶𝑡)) where 𝐹𝐶 is an integer multiple3 of 𝐹𝑆, 

results in an equivalent LTI filter response, 𝐺𝑒𝑞(𝑓), that contains copies of the sharp LPF response, 

𝐻𝑒𝑞(𝑓), translated to 𝑓 = ±𝐹𝐶 effectively realizing sharp BPFs. This makes intuitive sense owing 

                                                           
2 There may be an attendant in-band signal loss, and for the sake of simplicity, this option is not considered anymore 

in this paper. 

 
3 𝐹𝐶 does not have to be an integer multiple of 𝐹𝑆 for band-pass operation. However, it is assumed to enable 

harmonic rejection as described. 
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to the similarity with mixer-first approach. However, since 𝑝(𝑡) also contains the harmonics of 𝐹𝐶, 

such square-wave mixing results in undesired band-pass images at the harmonics, just like in 

conventional mixer-first approach. 

Interestingly, these harmonic images can be eliminated in the LPTV RC filtering technique 

using a simple trick. What is desired is true sinusoidal multiplication of the input, 𝑥(𝑡). Since the 

square-wave mixer only multiplies by the “sign” of the sinusoid, 𝑝(𝑡) =  𝑠𝑔𝑛(cos(2𝜋𝐹𝐶𝑡)), we 

appropriately weigh the input according to the envelope of the sinusoid using the variable 𝑅(𝑡). 

Specifically, we choose a new resistor variation, 𝑅(𝑡), such that ℎ𝑒𝑞(𝜏) =  |cos(−2𝜋𝐹𝐶𝜏)|ℎ
𝐿𝑃(𝜏). 

It follows that the impulse response of the equivalent LTI filter is  𝑔𝑒𝑞(𝜏) = ℎ𝑒𝑞(𝜏)𝑝(−𝜏) =

cos(−2𝜋𝐹𝐶𝜏) ℎ
𝐿𝑃(𝜏). Consequently, 𝐺𝑒𝑞(𝑓)  =  0.5 ∙ [𝐻

𝐿𝑃(𝑓–𝐹𝐶)  +  𝐻
𝐿𝑃(𝑓 + 𝐹𝐶)], a true band-

pass filter without harmonic images. Fig. 2.6 illustrates the effective BPF with harmonic 

suppression. 

R(t) = R(t + TS)

Realizes |cos(ωct)|heq(t)
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C

+ x(t)

- x(t)

RLP(t) = RLP(t + TS)

p(t) = sgn(cos(ωct))
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- y[n]
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C
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Fig. 2.6: Band-pass filters with sine-wave mixing for harmonic rejection using the LPTV RC 

filter, and its equivalent model. 

 

2.2 Design of the LPTV RC Filter 

Previous sections, especially equation (2.3), do not readily suggest how to quantitatively 

choose 𝑅(𝑡) so as to achieve a desired impulse response ℎ𝑒𝑞(𝜏). Towards this purpose, we restrict 

our attention to the practical case where 𝑅(𝑡) 𝑎𝑛𝑑 𝑝(𝑡) are varied in time-steps4 of 𝑇𝐶𝐿𝐾 

where 𝑇𝐶𝐿𝐾 ≪ 𝑇𝑆. Accordingly, suppose that 𝑅𝜂 is the repeating sequence of resistor values with 

period 𝐾 = 𝑇𝑆/𝑇𝐶𝐿𝐾 that determines the periodic resistor variation 𝑅(𝑡) i.e. 𝑅𝜂 =

𝑅(𝜂𝑇𝐶𝐿𝐾) where 𝜂 = 0,1,2, …. Similarly 𝑝𝜂 represents the binary mixer control waveform5. For 

                                                           
4 It is possible to realize 𝑅(𝑡) as a continuously varying resistor, perhaps using a transistor in triode region of 

operation. However, from a linearity point of view, it may be easier and preferable to vary it in a discrete manner, 

using a switchable bank of resistors as described in Chapter 3. 

 
5 While not necessary, we discretize the mixer switching waveform, 𝑝(𝑡), at the same rate as (and in sync with) the 

resistor variation, 𝑅(𝑡). This avoids synchronization errors between 𝑝(𝑡) and 𝑅(𝑡), which may otherwise degrade 

filter performance including harmonic rejection. 
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instance, for a BPF at 𝐹𝐶, 𝑝𝜂 = 𝑠𝑔𝑛(cos(2𝜋𝐹𝐶𝜂𝑇𝐶𝐿𝐾)) where 𝐹𝐶 is an integer multiple of 𝐹𝑆. 

Below, we derive an expression for the equivalent filter response, 𝐺𝑒𝑞(𝑓), in terms of 𝑅𝜂 and 𝑝𝜂. 

Since both 𝑅(𝑡) and 𝑝(𝑡) are varied in steps of 𝑇𝐶𝐿𝐾, it follows from (2.3) that both ℎ𝑒𝑞(𝜏) and 

𝑔𝑒𝑞(𝜏) can be closely approximated by a zero-order hold interpolation of their respective samples, 

ℎ𝑒𝑞,𝜂 ≝ 𝑇𝐶𝐿𝐾ℎ𝑒𝑞(𝜂𝑇𝐶𝐿𝐾) and 𝑔𝑒𝑞,𝜂 ≝ 𝑇𝐶𝐿𝐾𝑔𝑒𝑞(𝜂𝑇𝐶𝐿𝐾) = 𝑝𝜂ℎ𝑒𝑞,𝜂. For example,  

𝑔𝑒𝑞(𝜏) ≈ ∑ 𝑝𝜂ℎ𝑒𝑞,𝜂
∞
𝜂=0 𝑔0(𝜏 − 𝜂𝑇𝐶𝐿𝐾)  𝑤ℎ𝑒𝑟𝑒 𝑔0(𝜏) = {

1 𝑇𝐶𝐿𝐾⁄ , 0 ≤ 𝜏 < 𝑇𝐶𝐿𝐾
0, 𝑒𝑙𝑠𝑒

 (2.6) 

Fig. 2.7 illustrates this using an example low-pass ℎ𝑒𝑞(𝜏) variation. From (2.2.), the samples ℎ𝑒𝑞,𝜂, 

can be readily shown to be: 

ℎ𝑒𝑞,𝜂 = 
𝑇𝐶𝐿𝐾

𝑅−𝜂𝐶
𝑒−∑ 𝛼𝑘
𝜂−1
𝑘=0 = 𝛼𝜂∏ 𝑒

𝜂−1
𝑘=0  

–𝛼𝑘  ≈ 𝛼𝜂∏ (1 − 𝛼𝑘)
𝜂−1
𝑘=0 , ∀ 𝜂 = 0, 1,2, …  (2.7) 

where, 𝛼𝑘 = 𝑇𝐶𝐿𝐾/𝑅−𝑘𝐶  and  𝑅−𝜂 = 𝑅𝐾−𝜂 as it is periodic. Here, we have assumed that  𝑇𝐶𝐿𝐾 ≪

𝑅−𝑘𝐶. While technically not required, this would be the most likely scenario.  

 

 

 

 

heq(τ)

τ

Zero-order hold 
approximation

heq,η+1

heq,η 

heq,η+2

 

Fig. 2.7: Example ℎ𝑒𝑞(𝜏) waveform showing the zero-order hold approximation. 

From the periodicity of 𝑅, it follows that ℎ𝑒𝑞,𝜂+𝐾 =  𝛽ℎ𝑒𝑞,𝜂, where  𝛽 = ∏ (1 − 𝛼𝜂)
𝐾−1
𝜂=0 . It can 
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be shown that the sequence of samples, 𝑔𝑒𝑞,𝜂, represent a discrete-time IIR filter with frequency 

response 

𝐺𝑒𝑞(𝑒
𝑗𝜔) ≝ ∑ 𝑔𝑒𝑞,𝜂𝑒

−𝑗𝜔𝜂∞
𝜂=0 = ∑ 𝑝𝜂ℎ𝑒𝑞,𝜂𝑒

−𝑗𝜔𝜂∞
𝜂=0 ≅

∑ (𝑝𝜂𝛼𝜂)(∏ (1−𝛼𝑖)
𝜂−1
𝑖=0 )𝑒−𝑗𝜔𝜂𝐾−1

𝜂=0

1−(∏ (1−𝛼𝜂)
𝐾−1
𝜂=0 )𝑒−𝑗𝜔𝐾

 (2.8) 

Now, using (2.2.), the LPTV RC system has an equivalent LTI filter frequency response given by:  

𝐺𝑒𝑞(𝑗𝛺) ≈ 𝐺𝑒𝑞(𝑒
𝑗𝛺𝑇𝐶𝐿𝐾) ∙ 𝑠𝑖𝑛𝑐 (

𝛺𝑇𝐶𝐿𝐾

2
)  (2.9) 

The LPTV RC filter can therefore be equivalently represented by the model shown in Fig. 2.8. The 

figure also shows the relationship between 𝑅𝜂, 𝑝𝜂 and the impulse response of the equivalent 

filter, 𝑔𝑒𝑞,𝜂. Filter design can now proceed using traditional means by determining 𝑅𝜂 and 𝑝𝜂 

needed to realize desired 𝐺𝑒𝑞(𝑒
𝑗𝜔) and hence, 𝐺𝑒𝑞(𝑗Ω).  

𝐺𝑒𝑞 (𝑒
𝑗𝛺𝑇𝐶𝐿𝐾 ) ∙ 𝑠𝑖𝑛𝑐  

𝛺𝑇𝐶𝐿𝐾
2
  

𝛼𝜂 𝑒
−𝛼𝑘

𝜂−1

𝑘=0

 1/𝑅(−𝜂𝑇𝐶𝐿𝐾) 𝑇𝐶𝐿𝐾 𝐶⁄  𝛼𝜂  𝑔𝑒𝑞 ,𝜂  

𝑥(𝑡) 
𝑦(𝑡) 

𝑦[𝑛]  
@𝑡 = 𝑛𝑇𝑆 

𝛼0 

𝛼𝐾−1 

𝑝(−𝜂𝑇𝐶𝐿𝐾) 

 

Fig. 2.8: (Top) Equivalent frequency response of the LPTV RC filter; (Bottom) Signal 

processing operations needed to obtain the 𝜂𝑡ℎ sample (𝜂 =  0,1, … ) of the impulse response of 

𝐺𝑒𝑞(𝑒
𝑗𝜔), where 𝑅(𝑡)  =  𝑅(𝑡 + 𝑇𝑆) and 𝑝(𝑡)  =  𝑝(𝑡 + 𝑇𝑆)  are the periodic resistor and mixer 

control variations respectively. 
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Two things are of note. Firstly, the denominator of 𝐺𝑒𝑞(𝑒
𝑗𝜔) represents 𝐾 poles that are 

equidistant from the origin and evenly distributed from 0 to 2𝜋 in the z-plane, creating an 

approximate all-pass response for reasonably large 𝐾 as shown in Fig. 2.9. So, the denominator’s 

effect on the filter suppression or sharpness is not critical.  
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Fig. 2.9: Pole locations (left) and the corresponding filter response (right) due to just the IIR part 

of the filter response (Eq. 2.8) for an example filter. 

 

Secondly, a BPF with harmonic rejection can be realized by setting 

𝑝𝜂 = 𝑠𝑔𝑛(cos(2𝜋𝐹𝐶𝜂𝑇𝐶𝐿𝐾))  and ℎ𝑒𝑞,𝜂 = ℎ𝑒𝑞,𝜂
𝐿𝑃  ∙ |cos(−2𝜋𝐹𝐶𝜂𝑇𝐶𝐿𝐾)| (2.10) 

where ℎ𝑒𝑞,𝜂
𝐿𝑃  is the impulse response of an LPF. A detailed design procedure is presented after a 

discussion of practical considerations in the implementation of the LPTV filter.  

Fig. 2.10 shows example low-pass and band-pass filters with their impulse responses and the 

corresponding resistor variations and filter responses. It can be seen how the resistor variation for 

harmonic rejection (HR) differs from its low-pass counterpart. Now for each center frequency, a 
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new resistor (and mixer) waveform can be used to scan different frequency bins in a given 

frequency span.  
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Fig. 2.10: (a) (Left to right) Impulse responses for two example LPF, corresponding R(t) 

variations and their frequency responses; (b) (Left to right) Impulse response for example BPF at 

200MHz and 310MHz, corresponding R(t) variations and their frequency responses with 

harmonic rejection. 

Note that the equivalent LTI filter transfer function can be obtained by other means as well. 

For instance, as we originally suggested in [18], the integro-differential equations that govern the 

LPTV RC circuit could be directly discretized using an appropriate integration formula. An 

alternative, and perhaps more intuitive (to the circuit designer) approach involves a direct time-

domain analysis of the simple 1st order RC circuit during each time-step, 𝑇𝐶𝐿𝐾. Assuming that the 

input is constant during this small time-step, it is easy to show that 

𝑦(𝜂𝑇𝐶𝐿𝐾) = 𝑝𝜂 ∙ 𝑥(𝜂𝑇𝐶𝐿𝐾)(1 − 𝑒
−𝛼𝜂) + 𝑦(𝜂𝑇𝐶𝐿𝐾 − 𝑇𝐶𝐿𝐾)𝑒

−𝛼𝜂    (2.11) 
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where 𝑦(𝑡) is the voltage on the capacitor and the two terms in the right-hand side correspond to 

the simultaneous charging and discharging of the capacitor during the 𝜂𝑡ℎ  𝑇𝐶𝐿𝐾 time-step. Similar 

expressions for 𝐺𝑒𝑞(𝑒
𝑗𝜔) can be obtained by repeated application of this equation over successive 

time-steps.  

 

2.2.1 Practical Considerations 

Since the LPTV resistance, 𝑅(𝑡), is assumed to be varied only at a finite rate, 𝐹𝐶𝐿𝐾 = 1/𝑇𝐶𝐿𝐾, 

it will cause filter images to appear at integer multiples of this frequency as shown in Fig. 2.11(a). 

This is also evident from (2.2.) where 𝐺𝑒𝑞(𝑒
𝑗𝛺𝑇𝐶𝐿𝐾) is periodic. Ideally, the switching frequency, 

𝐹𝐶𝐿𝐾, should be as high as possible but practical considerations like power consumption, 

technology node, etc. limit how high it can be. The images, however are attenuated by the sinc 

filtering (2.2.). It should be noted that since the capacitor voltage is the result of an RC operation 

and not a perfect sampled-and-held signal, the images at multiples of 𝐹𝐶𝐿𝐾 are not perfectly nulled. 

They are however, greatly suppressed. For instance, as shown in Fig. 2.11(a), the first image is 

nulled by ~50dB. Practical implementations will also inevitably result in less-than-abrupt jumps 

in 𝑅(𝑡) resulting in additional filtering of the switching images, just as in any digital-to-analog 

converter. Note also that the resistance values can only be varied in finite steps meaning they need 

to be quantized. Fig. 2.11(b) shows the effect of resistor quantization on the filter response. As can 

be seen, 10-bit resistor quantization is sufficient to achieve ~70dB stop-band attenuation together 

with a transition bandwidth that is 4x the filter BW.  
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Fig. 2.11: (a) Finite-rate of resistor variation resulting in sinc-shape; (b) Effect of resistor 

quantization on filter response. 

The mean square noise voltage across the capacitor of the LPTV RC filter, and hence, in its 

output samples is kT/C, just as in an LTI RC filter. Appendix 2.3.2 mathematically proves this, 

and measurements of the prototype IC described in Chapter 3 confirm it. As an example, consider 

a sharp LPTV RC filter with a −3dB bandwidth of 7MHz. With 𝑅(𝑡) variation chosen such that 

the 𝑚𝑖𝑛(𝑅(𝑡) + 𝑅𝑆) = 30Ω, a capacitor value, 𝐶 = 470pF gives the desired sharp filter shown 

in Fig. 2.12 and results in an output noise of 3μV𝑟𝑚𝑠. In comparison, a 1st order RC filter needs 𝐶 =

910pF with a constant resistance of 25Ω to give a filter with the same −3dB bandwidth. This has 

lower noise, but only a 20dB/dec roll-off. A 2nd order RC-RC filter can achieve close to 40dB/dec 
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roll-off (as shown in Fig. 2.12), but needs much lower output capacitance, 𝐶2 which leads to higher 

noise. Compared to this, the LPTV RC filter has better sharpness, lower noise, and less total 

capacitance. A thorough discussion of the benefits offered by LPTV filters in the context of filter 

sharpness vs noise trade-off, compared to other passive filters, is the subject of another work.  
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Fig. 2.12: Comparison of noise-sharpness tradeoff between passive LPTV and LTI RC filters. 

Additionally, from a noise tradeoff perspective, in the presence of resistor quantization, the 

series resistance, 𝑅𝑆 also affects the dynamic range requirements for 𝑅(𝑡) for different capacitance 

values. Fig. 2.13 shows two example resistor variations for the same filter. As can be seen, the 

lower capacitance relaxes the number of bits needed to cover the required resistance variation 

range.   
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Fig. 2.13: Filter capacitance vs resistor dynamic range requirements in the presence of 𝑅𝑆. 

 

2.1.1.1 Input Impedance 

It is worthwhile to note that the scanner presents high impedance at its input. It is a time-varying 

resistance in series with a capacitor. In order to derive the exact expression for the input impedance, 

we resort to the conversion matrix based analysis of LPTV circuits used in [21].   

We start with the differential circuit in Fig. 2.14 with the mixer disabled for the low-pass filter. 

Similar to the notations used in [21], let us define a frequency vector for the output current, 𝑖2(𝑡) 

as 𝐼2(𝜔) = [𝐼2(𝜔 −𝑚𝜔𝑆)    𝐼2(𝜔 − (𝑚 − 1)𝜔𝑆)   ⋯    𝐼2(𝜔 +𝑚𝜔𝑆)]
𝑇  for 𝜔 ∈ (

−𝜔𝑆

2
,
+𝜔𝑆

2
], 

where 𝐼2(𝜔) is the Fourier Transform of the signal 𝑖2(𝑡), 𝑇𝑆 =
2𝜋

𝜔𝑆
 is the fundamental period of the 

𝑅 variation in the circuit, and 𝑚 → ∞ is a large positive integer. Similarly, frequency vectors 

𝑉2(𝜔), 𝑉1(𝜔) and 𝐼1(𝜔) can also be defined for the output voltage 𝑣2(𝑡) and input voltage 𝑣1(𝑡) 
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and input current 𝑖1(𝑡), respectively. Since 𝑅(𝑡) is a periodic signal, it can be expressed using its 

Fourier Series, resulting in the following Fourier Transform: 𝑅(𝜔) = ∑ 𝑅𝑙𝛿(𝜔 − 𝑙𝜔𝑆
∞
𝑙=−∞ ); 

where 𝑙 is an integer and 𝑅𝑙 is the coefficient of 𝑒𝑗𝑙𝜔𝑆𝑡 in the Fourier Series expansions.  

As shown in [21], circuit laws can be applied to LPTV systems as well, in the frequency 

domain. Let 𝐑 denote the conversion matrix for the periodically time-varying resistance 𝑅(𝑡). In 

this case, it is easy to see that the voltage frequency vector, 𝑉2(𝜔) is given by 

𝑉2(𝜔) = 𝐙𝐋𝐼2(𝜔)                 (2.12) 

𝐙𝐋 = [𝟐𝐑 − 𝑗𝐶
−1𝛀−𝟏(𝜔)]   

𝐑 =

[
 
 
 
 
𝑅0 𝑅−1 ⋯ ⋯ 𝑅−2𝑚
𝑅1 ⋱ 𝑅−2𝑚+1
⋮ 𝑅0 ⋯

⋮ ⋮ ⋱ ⋮
𝑅2𝑚 𝑅2𝑚−1 ⋯ ⋯ 𝑅0 ]

 
 
 
 

 ;  𝛀 = 𝑑𝑖𝑎𝑔{[𝜔 −𝑚𝜔𝑆     ⋯     𝜔    ⋯     𝜔 + 𝑚𝜔𝑆]} 

where, 𝑅0, 𝑅1… are the Fourier Series coefficients of the time-varying resistance and 𝜔𝑆 = 2𝜋 𝑇𝑆⁄ .  
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Fig. 2.14: LPTV RC filter with the upfront passive mixer showing the relevant frequency vectors 

and conversion matrices. 
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For the low-pass with the mixer disabled, 𝑉2(𝜔) = 𝑉1(𝜔) and 𝐼2(𝜔) = 𝐼1(𝜔) and therefore 

the input impedance matrix, 𝐙𝐢𝐧 is equal to 𝐙𝐋. Since impedance, by definition, relates the voltage 

in a given band, 𝑉1(𝜔 +𝑚𝜔𝑆) to current in the same band 𝐼1(𝜔 +𝑚𝜔𝑆), the input impedance of 

the circuit is given by the diagonal entries of 𝐙𝐋. Fig. 2.15 shows the input impedance obtained 

from both the calculation (using Matlab) and Cadence Spectre PSS-PAC simulation.  As expected, 

the impedance is dominated by the capacitance at low frequencies and is equal to the 𝑚𝑒𝑎𝑛(𝑅(𝑡)) 

at high frequencies. For the example shown, the 𝑚𝑒𝑎𝑛(𝑅(𝑡)) = 1.68𝑘𝛺.  

For the band-pass filter, with the mixer enabled, we have two additional conversion matrices. 

The mixer switches in the through- and cross- paths can be modelled as time-varying 

conductances, 𝐆𝟎 and 𝐆𝟏 as shown in Fig. 2.14. Just as in [21], KVL and KCL can now be used 

to determine the relationship between the voltage and current frequency vectors 𝑉1(𝜔) and 𝐼1(𝜔) 

and hence the input impedance. Using conductance matrices for ease of computation, we have  
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Fig. 2.15: Input impedance for the low-pass LPTV RC filter showing single-ended impedance. 

𝐼1(𝜔) =
(𝑮𝟎+𝑮𝟏)

𝟐
𝑉1(𝜔) −

(𝑮𝟎−𝑮𝟏)

2
𝑉2(𝜔)  (2.13) 

(𝑮𝟎−𝑮𝟏)

2
𝑉1(𝜔) = (

(𝑮𝟎+𝑮𝟏)

𝟐
+ 𝐘𝐋)𝑉2(𝜔)      (2.14) 

with 𝐘𝐋 = 𝐙𝐋
−𝟏 and  

𝐆𝟎 = 

[
 
 
 
 
 
𝐺0,0 𝐺0,−1 ⋯ ⋯ 𝐺0,−2𝑚
𝐺0,1 ⋱ 𝐺0,−2𝑚+1
⋮ 𝐺0,0 ⋯

⋮ ⋮ ⋱ ⋮
𝐺0,2𝑚 𝐺0,2𝑚−1 ⋯ ⋯ 𝐺0,0 ]

 
 
 
 
 

;  𝐆𝟏 = 

[
 
 
 
 
 
𝐺1,0 𝐺1,−1 ⋯ ⋯ 𝐺1,−2𝑚
𝐺1,1 ⋱ 𝐺1,−2𝑚+1
⋮ 𝐺0,0 ⋯

⋮ ⋮ ⋱ ⋮
𝐺1,2𝑚 𝐺1,2𝑚−1 ⋯ ⋯ 𝐺1,0 ]

 
 
 
 
 

 

where 𝐺0,0, 𝐺0,1… etc. are the Fourier Series coefficients of the two switching conductances 

representing the passive mixer. Eliminating 𝑉2(𝜔) from (2.13) and (2.14) above, the input 

impedance matrix is given by  
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𝐙𝐢𝐧 = 𝐘𝒊𝒏
−𝟏 = 

(𝑮𝟎+𝑮𝟏)

𝟐
−
(𝑮𝟎−𝑮𝟏)

2
(
(𝑮𝟎+𝑮𝟏)

𝟐
+ 𝐘𝐋)

−1 (𝑮𝟎−𝑮𝟏)

2
  (2.15)  

From (2.15) above, the input impedance of the LPTV RC filters with the upfront passive mixer is 

thus given by the diagonal entries of the matrix 𝐙𝐢𝐧. Fig. 2.16 shows the input impedance for a 

BPF at 100MHz obtained from both calculation (using Matlab) and Spectre PSS-PAC simulation. 

For these results 𝑅𝑂𝑁 = 0.1𝛺 and 𝑅𝑂𝐹𝐹 = 1𝑀𝛺 is used for the mixer switches with 𝑚 = 4000. 

As can be seen, the impedance away from the LO is ~𝑚𝑒𝑎𝑛(𝑅(𝑡)) = 3.17𝑘𝛺 and is capacitive 

close to the LO. At LO and frequencies very close to the LO (a few kHz), the capacitor behaves 

as a switched-capacitor resistor and that can be seen from the zero-phase around 100MHz. It should 

be noted that this resistance value is still very high. The 𝑚𝑒𝑎𝑛(𝑅(𝑡)) = 3.17𝑘𝛺 for this filter. The 

high input impedance for both the LPF and BPF results in the 𝑆11 being high as confirmed by the 

measurements shown in Chapter 3. 
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Fig. 2.16: Input impedance for the band-pass LPTV RC filter at 100MHz showing single-ended 

impedance. 

   

2.2.2 Design Procedure 

The design procedure is now illustrated using an example filter design. To enable the scan of 

a 1GHz spectrum with a 10MHz RBW, we start by choosing 𝐹𝐶𝐿𝐾 = 2GHz and design a LPF with 

bandwidth, BW = 5MHz. 𝐹𝐶𝐿𝐾 is chosen to be 2GHz since filter images appear at this frequency, 

as mentioned in Section 2.2.1. The LPF bandwidth is chosen to be half the desired RBW. The 

output sampling rate, 𝐹𝑆 for these filters is chosen to be 2 ∙ BW. Assume that 𝐶 is chosen large 

enough to render the sampled output noise variance, 𝑘𝑇/𝐶, small enough. Assume that the source 

has a differential source resistance 𝑅𝑆. This can be included in the design as 𝑅(𝑡) ≝ 𝑅𝑆 + 𝑅′(𝑡), 

where 𝑅(𝑡) = 𝑅(𝑡 + 𝑇𝑆) is the total periodically varying resistance. 
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1) Design Kth-order FIR LPF, ℎ𝑒𝑞,𝜂
𝐿𝑃 ≥ 0, with bandwidth, BW, where 𝐾 = 𝐹𝐶𝐿𝐾/𝐹𝑆; e.g., 𝐾 =

200.  

2) Set 𝑝𝜂 = 𝑠𝑔𝑛(cos(2𝜋𝐹𝐶𝜂𝑇𝐶𝐿𝐾)) and ℎ𝑒𝑞,𝜂 = ℎ𝑒𝑞,𝜂
𝐿𝑃  ∙ |cos(−2𝜋𝐹𝐶𝜂𝑇𝐶𝐿𝐾)| where 𝐹𝐶 is the 

desired center frequency for the BPF. 

3) Use (2.7) to compute 𝛼𝜂 recursively from 𝜂 = 0. It can be shown that 𝛼𝜂 = ℎ𝜂∏ 𝑒𝛼𝑘
𝜂−1
𝑘=0 . 

4) Calculate the resultant 𝑅𝜂, given 𝛼𝜂. If 𝑚𝑖𝑛(𝑅𝜂)  ≤  𝑅𝑆, it is not realizable. So, reduce 𝐶 

and repeat this step, or go to Step 1 and design a relaxed filter. 

5) Quantize to chosen number of bits.  

Note that the minimum possible 𝑅𝜂 imposes a tradeoff between the minimum noise and 

achievable stop-band attenuation for a given number of bits. Hence, a few iterations may be 

required to achieve target performance. Note also that once an RDAC has been chosen (i.e. number 

of bits, minimum 𝑅𝜂), the capacitance 𝐶 needs to be varied with varying bandwidths.  

In this work, convex optimization [22] and spectral factorization [23] are used to find the 

optimal squared magnitude |𝐻𝑒𝑞
𝐿𝑃(𝑒𝑗𝜔)|2, and the corresponding minimum phase 𝐻𝑒𝑞

𝐿𝑃(𝑒𝑗𝜔) and  

ℎ𝑒𝑞,𝜂
𝐿𝑃 . The same LPF is used for all the bins while 𝐹𝐶 is swept and accordingly new ℎ𝑒𝑞,𝜂, 𝑅𝜂, and 

𝑝𝜂 are calculated. Note that for band-pass filters with HR, ℎ𝑒𝑞,𝜂 can become very small for some 

𝐹𝐶. Correspondingly, 𝑅𝜂 can be very large. However, a 10-bit 𝑅(𝑡) variation is sufficient to get 

good harmonic rejection.  
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2.3 Chapter Appendix 

2.3.1 LPTV RC Equivalent LTI Filter 

Recall that ℎ(𝑡, 𝜏) is the response of the circuit at time "𝑡" for an impulse applied at time "𝑡 − 𝜏". 

With 𝑥(𝑡) = 𝛿(𝑡 − 𝜏), the initial voltage on the capacitor is related to the resistance value at that 

instance and given by 𝑦0 = 1 [𝑅(𝑡 − 𝜏)𝐶]⁄ . This voltage will then decay through varying time-

constants as the resistance changes from 𝑅(𝑡 − 𝜏) to 𝑅(𝑡). Applying KCL at the capacitor node, 

𝑦𝐶(𝑡) we have 

𝑦𝐶(𝑡)

𝑅(𝑡)
= −𝐶

𝑑

𝑑𝑡
𝑦𝐶(𝑡)    (2.16) 

Solving the above differential equation and using the initial condition, 𝑦0, we get 

ℎ(𝑡, 𝜏) =
1

𝑅(𝑡−𝜏)𝐶
exp (−∫

𝑑𝑢

𝑅(𝑡−𝑢)𝐶

𝜏

0
)  (2.17) 

The equivalent LTI impulse response is simply ℎ𝑒𝑞(𝜏) = ℎ(0, 𝜏) = ℎ(𝑇𝑆, 𝜏). 

 

2.3.2 Noise in a Time-Varying RC Circuit 

As shown in [24] and summarized here, even with a time-varying resistance, the mean square 

noise voltage on the capacitor of the LPTV RC circuit is kT/C, and it is independent of when it is 

sampled. We start with the autocorrelation of the thermal noise input of the resistor, 

𝐸[𝑥(𝑡)𝑥(𝑡 + 𝑣)] = 2𝑘𝑇𝑅(𝑡)𝛿(𝑣), where 𝑘 is the Boltzman constant, 𝑇 is the temperature in 

Kelvin and 𝑅(𝑡) is the resistance value at a given instance. Then for the output noise power we 

have, 
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𝜎𝑦(𝑡)
2 = 𝐸[𝑦(𝑡)2] = ∫ ℎ2(𝑡, 𝜏

∞

0
)2𝑘𝑇𝑅(𝑡 − 𝜏)𝑑𝜏  (2.18) 

Replacing ℎ(𝑡, 𝜏) in (2.18) with equation (2.17) from Appendix 2.3.1, and substituting 𝑢 =

∫
𝑑𝑣

𝑅(𝑡−𝑣)𝐶

𝜏

0
, it follows that:  

𝜎𝑦(𝑡)
2 = ∫ 2𝐾𝑇

1

𝐶

∞

0
𝑒𝑥𝑝(−2𝑢)𝑑𝑢 =

kT

𝐶
   (2.19) 
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Chapter 3  

Spectrum Scanner IC and Measurement Results 

In this chapter, circuit details and design considerations of the LPTV filter based spectrum 

scanner IC are described and the measurement results presented. The block diagram of the 

designed spectrum scanner IC which was implemented in TSMC 1P6M 65nm CMOS process is 

shown in Fig. 3.1.  

FCLK

Flipflops

Reg -based 
Dig Memory

Vout(t)

+

FCLK

Odd Mem

Even Mem
FS

MUX

1 10

Vin+

Vin-

RDAC w/ integrated 
mixer 

Address 
Counters

/K

Mixcont

FCLK/2

FCLK/2

FCLK/2

FSby2
Ping-pong 

sampling clocks
K

C
C

Rcont<9:0> FSby2

FSby2 FSby2

FSby2

TS

IC

Mixcont Rcont<9:0>

FSby2

FSby2

/2

p(t) R(t)

 

Fig. 3.1: Block diagram of the fabricated spectrum scanner IC. 

The main components of the chip are a resistor digital-to-analog converter (DAC) with an 

integrated mixer, capacitor banks, clock generation circuitry and digital blocks for the resistor and 

mixer control and for static programmability. In the following sections, each of them is described 

in detail. 
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3.1 Circuit Design 

3.1.1 Resistor DAC with integrated mixer 

A straightforward implementation of a resistor DAC (RDAC) with a passive mixer is shown in 

Fig. 3.2(a) and was realized in [19]. This simple structure suffers from two drawbacks: 1) the 

upfront mixer switches are subjected to the entire input signal swing which degrades filter linearity, 

and 2) the high parasitic capacitance associated with the mixer switches leads to unwanted charge 

loss paths that degrade both stop-band attenuation and HR.  The second effect is a result of the 

mixer switches being sized up so as to not limit the minimum achievable resistance in 𝑅(𝑡). 

A better RDAC structure with an integrated mixer, shown in Fig. 3.2(b), resolves both issues. 

This RDAC is implemented differentially and consists of two nominally matched 10-bit resistor 

ladders. The RDACs consist of binary-weighted rppoly resistors in series with transmission gate 

switches. The switch in each branch is scaled with the resistance in the branch: smaller switches 

in series with larger resistors. The RDAC is designed to have a minimum resistance of 33Ω with 

the switch in each branch sized to have an ON-resistance that is 10% of the poly resistance.  

The desired resistor variation, 𝑅(𝑡) and mixer control, 𝑝(𝑡) is obtained by driving the RDAC 

switches using the 10-bit resistor control, 𝑅𝑐𝑜𝑛𝑡〈9: 0〉 and 1-bit mixer control, 𝑀𝑖𝑥𝑐𝑜𝑛𝑡 respectively 

from the digital block. These controls are generated at 𝐹𝐶𝐿𝐾 that is nominally set at 2GHz to scan 

a 1GHz frequency span. The switch in each branch of this new RDAC is controlled by a logical 

AND between the mixer control, 𝑀𝑖𝑥𝑐𝑜𝑛𝑡 and the resistor control 𝑅𝑐𝑜𝑛𝑡〈9: 0〉. This way, depending 

on the mixer control, either a through- or cross- branch of the RDAC is activated.  For example, a 

filter at 𝐹𝐶 = 𝐹𝐶𝐿𝐾/2 has 𝑀𝑖𝑥𝑐𝑜𝑛𝑡 = ⋯+ 1,−1,+1,−1, …,  turning ON the through- and cross- 
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branches of the RDAC alternatively. A 1.2V supply drives these controls to maximize linearity 

with the provided DC bias of 0.6V. 

R

R
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Fig. 3.2: (a) Naïve RDAC and mixer implementation [19]; (b) Superior RDAC with integrated 

mixer offering better linearity. 
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3.1.1.1 Circuit Parasitics    

Fig. 3.3 shows the single-ended RDAC circuit modified to explicitly show the switch and wire 

parasitics. There is also the parasitic capacitance to substrate associated with the rppoly resistors 

as well. The parasitics modify the equivalent LTI filter impulse response 𝑔𝑒𝑞(𝑡) thereby degrading 

the filter response. A brief qualitative/intuitive overview of the circuit parasitics is provided here, 

with a detailed analysis deferred to Chapter 4.    

R/2N

R

2NCds

Cds

TG switch

Cgd CgsCW

CW

 

Fig. 3.3: Single-ended RDAC structure with parasitics. 

Parasitic Capacitance 𝑪𝒅𝒔 

In the naïve RDAC implementation [19], the achievable stop-band attenuation is significantly 

limited by the 𝐶𝑑𝑠 capacitance of the transmission gate switches. Since the 𝑅 − 𝐶𝑑𝑠 cut-off 

frequency in the OFF-branches is significantly higher than the frequencies of interest, the RDAC 

structure in [19]Fig. 3.3 can be reduced to the one shown in Fig. 3.4(a), where the 𝐶𝑑𝑠 of the OFF-

portion provides a conductive path that could bypass the ON-portion, especially for small values 

of 𝑛.  
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Fig. 3.4: (a) Equivalent differential structure with 𝐶𝑑𝑠 capacitance for the naïve implementation 

of the RDAC [19]; (b) Equivalent schematic showing 𝐶𝑑𝑠 capacitance for the improved RDAC 

with integrated mixer. 

In the proposed RDAC with an integrated mixer, the effect of 𝐶𝑑𝑠 is reduced as shown in Fig. 

3.4(b). With the mixer incorporated in the RDAC switches, based on the resistor control code 𝑛 

and the mixer control, either some of the through- branches and all the cross- branches of the 

RDAC are OFF or vice-versa. Then, as illustrated with the example in Fig. 3.4(b), the presence of 

additional 𝐶𝑑𝑠 capacitances in the OFF cross- path help cancel some of the parasitic currents in the 

through- path. Now for smaller values of 𝑛, most of the parasitic currents cancel out. However, 

for large values of 𝑛, the net parasitic capacitance increases, but its parallel resistance decreases 

(unlike the structure in Fig. 3.4(a)), and hence the error introduced in the output voltage is reduced. 

As shown in Fig. 3.5, this helps reduce the impact of 𝐶𝑑𝑠 on the filter response. Note, however, 

that  𝐶𝑑𝑠 is not cancelled completely and hence there is still some worsening of the stop-band 

attenuation. When realizing band-pass filters, the change in the filter coefficients due to 𝐶𝑑𝑠 also 

causes distortion in the envelope of the sinusoid, and hence adversely affects harmonic rejection 

as well.  
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Fig. 3.5: Simulated effect of switch parasitics on filter suppression and harmonic rejection. 

Parasitic Capacitance 𝑪𝒈𝒔, 𝑪𝑾 and 𝑪𝒈𝒅 

The 𝐶𝑔𝑠 capacitance shown in Fig. 3.3 is always present in parallel with a much larger (~ 2-3 

orders of magnitude) capacitor 𝐶 and hence does not have an impact on the filter response. 𝐶𝑔𝑑 

and 𝐶𝑊 (wire) capacitances on the other hand, manifest themselves in a rather complicated manner. 

Based on the resistor branches that turn ON from one instance to the next, variable amount of 

parasitic 𝐶𝑔𝑑 and 𝐶𝑊 capacitances share charge with the load capacitor 𝐶. This time-varying charge 
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sharing alters the output voltage on the capacitor from its nominal value leading to degraded stop-

band attenuation and harmonic rejection (HR). 

HR relies on perfect sinusoidal mixing through the accurate realization and timing of the resistor 

value changes and the sign-switching events. This leads to harmonic rejection being much more 

sensitive to the presence of parasitic capacitances in the RDAC. The simulated effect of the 𝐶𝑔𝑑 

(and 𝐶𝑊) parasitic capacitances from the RDAC on HR and stop-band attenuation of the filters is 

shown in Fig. 3.5.  

Input capacitance 𝑪𝑷 

The effect of the input parasitic capacitance, 𝐶𝑃, is best understood using the equivalent circuit 

shown in Fig. 3.6, obtained using source transformations. Firstly, the input voltage source is low-

pass filtered which lowers the in-band gain of BPFs with high center frequencies, as demonstrated 

in Section 3.2. Secondly, the harmonic rejection is further degraded as it relies on a perfect input 

source with constant resistance to achieve accurate sinusoidal envelope tracking. Another intuitive 

perspective is that the upfront low-pass filter formed by the frequency dependent input source 

impedance affects the relative gain of the harmonic images being rejected by the FA circuit.  

RS

Vin CP C

R(t) = R(t + Ts) RS||(1/sCP)
Vin

C

R(t) = R(t + Ts)

f
2πRSCP 

1

 

Fig. 3.6: Equivalent circuit in the presence of source resistance 𝑅𝑆 and input capacitance 𝐶𝑃. 

 



40 
 

3.1.1.2 Circuit non-linearity 

The non-linearity of the filter is dominated by the switches used for the RDAC, more 

specifically by their non-linear resistance and capacitance. The use of transmission gates with a 

DC bias that is half the supply voltage, helps mitigate some of the non-linearity. As mentioned 

previously, the removal of explicit upfront mixer switches helps improve the linearity by ~ 9dB 

compared to our work in [19]. This is because, as shown in Fig. 3.2(b), the presence of series poly 

resistors with resistance that is 10x the ON-resistance of the switches, helps shield the RDAC 

switches from the large input signal swings.  

3.1.2 Capacitor Banks  

The RDAC is followed by ping-pong output capacitor banks, 𝐶, allowing one capacitor’s 

output to be read while the other is used in the filter. As noted in Chapter 2, Section 2.2, since the 

resulting IIR poles of the apparent filter response (denominator of 𝐺𝑒𝑞(𝑒
𝑗𝜔) in (2.8)) have minimal 

effect on the filter suppression, the ping-pong operation is used for ease of circuit implementation 

and chosen to demonstrate successful Filtering by Aliasing using simple sampling elements. The 

capacitor banks can be statically programmed to allow additional filter programmability. They are 

5-bit binary-controlled MIM capacitors as shown in Fig. 3.7 and have a tuning range from 6.5pF 

to 201.5pF. A differential capacitor implementation was chosen to help with a 4X reduction in 

capacitance area compared to a pseudo-differential implementation (at the cost of no common-

mode filtering). Binary weighted NMOS switches were used for the static control. The parasitics 

associated with these control switches of the capacitor banks have no effect on the filter response. 
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Fig. 3.7: 5-bit binary weighted capacitor banks. 

 

3.1.3  Digital Control Unit and Clock Generation 

The resistor sequence bits, 𝑅𝑐𝑜𝑛𝑡〈9: 0〉, and the mixer-switching bit, 𝑀𝑖𝑥𝑐𝑜𝑛𝑡, are periodic with 

𝐾 = 𝐹𝐶𝐿𝐾/𝐹𝑆 and stored in register-based memory. They are generated offline using Matlab for 

the desired frequency bin and loaded on-chip. Since the sequence is read at the input rate (𝐹𝐶𝐿𝐾 =

𝐾𝐹𝑆), the memory is split into equal halves corresponding to odd and even periods of 𝐹𝐶𝐿𝐾. A half-

input-rate clock 𝐹𝐶𝐿𝐾/2, repeats a counter (counting from 1 to 𝐾/2) to provide addresses to 

sequentially read these memory registers. A 2:1 MUX running on 𝐹𝐶𝐿𝐾/2 toggles between the odd 

and even halves. This arrangement is chosen to allow for the high input rate operation with a 

minimal power cost. The 11 bits are then buffered to control the switches in the RDAC. The output 

sampling clock, 𝐹𝑆, is generated by dividing 𝐹𝐶𝐿𝐾 by 𝐾. Since the bandwidth of the designed filters 

is 𝐹𝑆/2, bandwidth programmability is enabled by changing the division ratio 𝐾. 𝐹𝐶𝐿𝐾 is itself 

generated from an off-chip differential clock signal buffered on chip. The digital and clock 

generation circuitry run on a 1V supply.  



42 
 

3.2  Measurement Results 

The chip measurements were made using two setups, as shown in Fig. 3.8: 1) Using a 50Ω 

source that is directly AC-coupled to scan a 1GHz spectrum and 2) using an upfront external 

demodulator (LTC5585) to extend the input scanning range. When using the external demodulator, 

two separate FA IC’s were used for the I and Q paths. Since the output of the filters is a sampled 

and held signal at rate 𝐹𝑆, any input signal frequency greater than 𝐹𝑆/2 (around the carrier 

frequency of the filter) gets attenuated and aliases back into the 0 to 𝐹𝑆/2 band. Hence, unlike 

conventional continuous time systems, the filter responses are generated by providing tonal inputs 

and measuring the aliased signal acquired at baseband after sampling. For example, with 𝐹𝑆 =

10MHz, for any center frequency, an input at 101MHz when passed through the LPTV RC circuit 

gets suppressed and aliases back to 1MHz, whereas an input at 106MHz would alias back to 4MHz. 

Off-chip buffers are used to drive these filtered outputs.  

I/Q 
Demod

IC

IC
Q

Input

FCLK

ADC

@10MSps

ADC

DSPI

 

Fig. 3.8: System setup for testing. 

On IC-startup, the RDAC is calibrated to a 9b level and the measured values are used to 

generate the filter responses using a resistance value vs resistor code look-up-table. The measured 

resistance values are shown in Fig. 3.9.  
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Fig. 3.9: Measured resistance vs resistor control code. 

Programmability in the capacitor bank helps account for any global changes in these measured 

resistance values. Fig. 3.10 shows the normalized measured frequency response as the resistor 

sequence and mixer control, and hence the center frequency is varied to scan across the different 

frequency bins using the baseband setup. Similar responses were obtained with the demodulator 

setup as well. A representative measured filter response at 100MHz is shown in Fig. 3.11, 

indicating an analog resolution bandwidth (RBW) of 10MHz with an in-band ripple of ~1.5-2dB 

and a sharp transition bandwidth of 20MHz making it an equivalent 6th order BPF. Resolution 

bandwidth could be programmed by changing the output sampling frequency and the filter 

capacitance. 
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Fig. 3.10: Measured 10MHz filters at different center frequencies (normalized). 
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Fig. 3.11: Representative measured filter at 100MHz showing the harmonic response and stop-

band attenuation. 

Fig. 3.12 plots the worst case spurious images as the center frequency is varied. The measured 

stop-band attenuation is close to what was expected based on circuit parasitics. The harmonic 



45 
 

rejection, however, is lower than predicted due to an unexpected on-board capacitance, 𝐶𝑃 at the 

chip input in addition to the circuit parasitics. As shown in Section 3.1, this parasitic capacitance 𝐶𝑃 

also causes a first-order gain roll-off as the filter center frequency, 𝐹𝐶 is swept across the 1GHz 

span. Furthermore, as mentioned previously, the inherent filter sinc shape also causes a systematic 

gain-variation of ~3dB across the 1GHz band. While the effect of the sinc shape is known at filter 

design time, 𝐶𝑃 is readily estimated and both effects are corrected for digitally. Fig. 3.13 shows 

the gain variation as the center frequency is varied. Note that the residual out-of-band signals (due 

to limited stop-band attenuation and/or harmonic rejection) can alias back in-band, leading to false 

detection.  
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Fig. 3.12: Worst-case spurious image vs filter center frequency, 𝐹𝐶. 
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Fig. 3.13: Gain vs filter center frequency, 𝐹𝐶. 

 

Fig. 3.14 and Fig. 3.15 show the out-of-band (OOB) IIP3 and sensitivity of the FA scanner 

respectively, both by itself and with the external demodulator. The results with the demodulator 

are for the upper-sideband with the demod-LO set at 1850MHz. Similar results were obtained for 

the lower-sideband as well. The FA scanner is highly linear with an OOB IIP3 of > +31dBm 

across the band. The Pin vs Pout curves for two example FA filters is also shown in the figure. 

The measured OOB IIP3 is at least +21dB higher than any other comparable spectrum scanner 

prior art; [25] presents a very linear filter as well, however it only performs low-pass filtering. In 

the presence of the external demodulator, the IIP3 worsens due to the limited linearity of the 

demodulator used. Based on the LTC5585 datasheet, the demodulator has a linearity of ~ +

25dBm in the measured frequency range. 
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Fig. 3.14: (a) OOB-IIP3 vs center frequency of the FA Scanner with and without the external 

demodulator; (b) Pout vs Pin for two example filters. 
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 The measured sensitivity (assuming a 0dB SNR) of the FA scanner by itself is better than 

−142dBm/Hz and matches the expected value for the 32.5pF capacitance used with the output 

sampling rate of 10MHz. The upward trend in the scanner sensitivity as the filter center frequency 

is increased is related to the gain plot in Fig. 3.13. Due to the passive structure, the filter loss 

directly translates to reduced sensitivity.  
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Fig. 3.15: Sensitivity vs center frequency of the FA Scanner with and without the external 

demodulator for 0dB SNR. 

Power consumption is weakly dependent on 𝐹𝐶  with worst case observed for 𝐹𝐶~ 𝐹𝐶𝐿𝐾/2: the 

switch drivers draw 2.1mA from 1.2V while the digital and clock generation blocks draw 4mA 

and 1.4mA respectively from 1V for a total power consumption of 8mW. For a 1MHz digital RBW 

(combined with a 20MHz analog RBW), the scan time for a serial scan of the 1GHz spectrum is 

50us. Hence, this scanner is just a variant of the conventional scanners as far as the spectrum scan 
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time is concerned.  The 𝑆11 measurement for the scanner is shown in Fig. 3.16. It should be noted 

that at high frequencies the board capacitance 𝐶𝑃 mentioned previously affects the 𝑆11 as well. 
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FA 5MHz Low-pass Filter

FA 10MHz Band-pass Filter at 100MHz

FA 10MHz Band-pass Filter at 300MHz

FA 10MHz Band-pass Filter at 500MHz

Constant RC Filter with -3dB BW of ~12kHz 

 

Fig. 3.16: Measured |𝑆11| for the passive LPTV scanner. 

Table 3.1 summaries the results for the FA scanner and compares it to other state-of-the-

art designs. As can be seen, the LPTV RC scanner is a passive solution that provides the best 

linearity and lowest power compared to other designs. Although some solutions offer better 

sensitivity than this work, their spurious-free-dynamic range and power draw is significantly 

higher. The scan time for the proposed scanner is the same as for all the conventional scanners and 

as expected, higher than the CS-based scanner. Fig. 3.17 shows the chip micrograph. The active 

die area is 1.68mm2 and is dominated by the capacitor banks.  
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Table 3.1: Performance Summary and Comparison to Prior Art 

 
This work Goel [8] Alink [9] Ingels [12]-[13] Yazicigil [15] 

Technology 65nm 130nm 65nm 40nm 65nm 

Architecture 
Filtering by 

Aliasing 

Dual 

Up/Down 

Conversion 

Cross-

Correlation 

Digital and 

Analog Multi-

band Sensing 

Compressive 

Sensing 

Circuit Implementation Passive Active Active Active Active 

Supply (V) 1.2(A), 

1(D) 
1.8 1.2 1.1 1.1 

Frequency Span (GHz) 0 - 1 0.1 - 6 0.3 - 1 0.5 – 2.5 2.7 - 3.7 

Power (mW) < 8a 227 36-61 33-99 81 

OOB IIP3 (dBm) > +31 +10 +5b -16 N/R 

OOB IIP2 (dBm) +70 +40 N/R +53 N/R 

Sensitivity (dBm/Hz)c < -142 -145 -158d N/R -142e 

NF (dB) 26 N/R 10 7 N/R 

SFDR in 1MHz RBW (dB) 75 63 69 61 N/R 

Worst-case Spurious 
Image (dB) 

-24 N/R -27f N/R N/R 

Analog RBW (MHz) 10,20g 0.4-11 20 0.2-20 10,20 

Scan Time for 20MHz 
Analog RBW and 1GHz 
Spanh (us) 

50 50i 50 50 4.4j 

Spectrum Occupancy 
Constraints 

None None None None Sparse (6%)j  

Active Die Area (mm2) 1.68k 14.43 0.15 5.2 1.96 

 
a Excluding output buffer, and ADC; b IB/OOB not specified; c specified for 0dB SNR; d -172dBm/Hz 

using cross-correlation with maximum sensing time; e Measured using 80 samples with a PD = 90% and 

PFA < 15% ; f  Obtained from [26] which expands on [9]; g  Measured BWs, others achievable using 

programmable resistor waveforms; h 1MHz digital RBW; i 20MHz analog RBW not supported; j For a 

maximum of 3, 20MHz bins in 1GHz span; k 0.5mm2 area is occupied by the extra capacitance added 

for debug 
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Fig. 3.17: Chip micrograph. 
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Chapter 4  

Factors Affecting LPTV RC Filter Performance 

In the previous chapters, a linear, periodically time-varying (LPTV) filter-based spectrum 

scanner based on the “Filtering by Aliasing” technique was demonstrated, that was programmable, 

had +21dBm better OOB-IIP3 than prior art and consumed very low power.  However, as seen 

from the filter measurement results in Section 3.2, the stop-band attenuation and harmonic 

rejection were lower than what was predicted for the 10-bit RDAC. This was because the 

performance was mainly limited by the parasitic capacitances present in the resistor DAC (RDAC) 

used to implement the periodically time-varying resistance.  

In this chapter, some of the limiting factors affecting the filter performance are discussed. A 

theoretical analysis of the various circuit parasitics associated with the RDAC and the upfront 

input capacitance that affect the LPTV RC filters is presented. While some effects are 

fundamentally limiting, others can be significantly improved with better circuit/board design, or 

need systematic circuit or signal processing solutions.  

4.1 Non-ideal Integration 

The passive implementation of the LPTV RC filter is essentially a lossy integrator, with the 

amount of charge deposited and discharged from the capacitor being determined by the 

periodically time-varying resistance. The exact expressions describing this behavior were shown 

in Section 2.2 where the exponential terms in (2.7) describe the charge lost from the output 

capacitor(and hence the lossy integration). Now, if we had an ideal integrator, the discrete-time 
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filter obtained using digital filter design techniques would result in a continuous-time filter with 

an exact zero-order hold on the filter taps in each time-step (of course with different expressions 

for ℎ𝜂 as well). The amount of current integrated onto the capacitor in a given time-step would 

then only be a function of the input and the time-varying resistance in that time-step. However, 

due to the lossy integration, we do not have an exact zero-order hold on the filter taps in a given 

time-step, as was shown in Fig. 2.7 for an example low-pass filter and is shown in Fig. 4.1 for an 

example band-pass filter. The zero-order hold was used merely to approximately model the filter 

in the continuous-time domain. While this approximate zero-order hold resulting from the non-

ideal integration in the time-step 𝑇𝐶𝐿𝐾 does not affect the overall envelope of the effective filter 

impulse response and hence the stop-band attenuation, it does impact the achievable harmonic 

rejection. 

0.48 0.5 0.52 0.54 0.56 0.58 0.6
-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5
x 10

-3

time normalized to T
S

A
m

p
lit

u
d

e 
(l

in
ea

r)

 

 

Actual impulse response

Impulse response with
ideal zero-order hold

0.53 0.535 0.54 0.545 0.55

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

x 10
-3

time normalized to T
S

A
m

p
lit

u
d

e 
(l

in
ea

r)

 

 

Actual impulse response

Impulse response with
ideal zero-order hold

 

Fig. 4.1: Actual impulse response for an example band-pass filter showing the ideal zero-order 

hold as well. 
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The amount of deviation from an ideal zero-order hold is resistor dependent: larger resistor 

values cause smaller droop whereas smaller ones cause a larger droop. So for a bandpass impulse 

response, where the low-pass impulse response is multiplied by a sinusoid, while the values close 

to the zero-crossings of the sinusoid have a smaller/negligible error, the ones around the peak 

(corresponding to larger values of 𝛼𝜂 and hence smaller values of R (2.7)) have larger errors. In 

addition, the error terms experience alternating phases in each half cycle of the LO, which leads 

to odd harmonics.  Another intuitive way to think about this is in the frequency domain. Recall 

from Section 2.1.1, that harmonic rejection is achieved if the spectrum of the square wave, 𝑝(𝑡) 

convolved with the magnitude of the sinusoid perfectly cancels the harmonics. For this to happen, 

both the square-wave and the magnitude function need to be subjected to the same frequency 

operations. However, while the square-wave mixer, by design sees the ideal zero-order hold every 

𝑇𝐶𝐿𝐾, the non-ideal integration means that the magnitude of the sinusoid can be broken into two 

parts: ideal zero-order hold plus an error term. This error term distorts the magnitude spectrum, 

leading to residual harmonics, even in the presence of infinite resistor quantization. This is shown 

in Fig. 4.2, where the filter response with an ideal zero-order hold on the magnitude of the impulse 

response (shown in Fig. 4.2) and the actual filter response with infinite resistance quantization is 

also shown. 

To get a quantitative idea of this effect, we start with the understanding that an ideal zero-order 

hold would result in perfect harmonic suppression, i.e. the filter taps would be ≈ 𝛼𝜂∏ (1 − 𝛼𝑘)
𝜂−1
𝑘=0  

(as shown in 2.7) in the entire 𝜂𝑇𝐶𝐿𝐾 time-step. In reality however, there is a droop caused by the 

discharge through the resistor 𝑅𝜂, leading to a value of ≈ 𝛼𝜂∏ (1 − 𝛼𝑘)
𝜂
𝑘=0  at the end of the 𝜂𝑇𝐶𝐿𝐾 

time-step. Therefore, the maximum error in each time-step is given by 
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𝑒𝑛𝑖,𝜂 ≅ 𝛼𝜂∏ (1 − 𝛼𝑘)
𝜂−1
𝑘=0 − 𝛼𝜂∏ (1 − 𝛼𝑘)

𝜂
𝑘=0 = 𝛼𝜂 ∙ 𝛼𝜂∏ (1 − 𝛼𝑘)

𝜂−1
𝑘=0     (4.1) 
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Fig. 4.2: Filter response highlighting the effect of non-ideal integration on harmonic rejection. 

From (4.1) it is clear that the error is proportional to the tap-values as mentioned earlier. To get 

a bound on how this error affects harmonic rejection, we assume this error to be a square-wave 

with peak-to-peak value ≅ 𝑒𝑛𝑖,𝜂
∗ /2, where 𝑒𝑛𝑖,𝜂

∗  is the error caused by the minimum value of 𝑅(𝑡). 

Also, to account for the bell-shaped impulse response, we truncate the error terms near the tail-

ends. Then the 3rd harmonic of this square-wave error provides an upper-bound estimate on the 

harmonic rejection. This is shown in Fig. 4.3 for an example filter with 𝑚𝑖𝑛(𝑅(𝑡)) 𝐶 = 9𝑛𝑠 and 

𝑇𝐶𝐿𝐾 = 500𝑝𝑠. Two things must be noted here: 1) In reality, the error terms have a more sinusoidal 

shape since they arise from a sinusoid and hence the harmonic content is lower than that predicted 

by the above and 2) Due to the (1 − 𝛼𝑘) terms in (4.1), the minimum value of 𝑅(𝑡) may not 

correspond to the maximum value of 𝑒𝑛𝑖,𝜂. Also, from (4.1) it can be seen that since the error is 

proportional to 𝛼𝜂, for a similar 𝑅𝐶 product, the error and hence the harmonic rejection worsens 
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with increasing 𝑇𝐶𝐿𝐾. 
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Fig. 4.3: (a) Actual error impulse response due to non-ideal integration  and square-wave error 

estimate; (b) Frequency response of the actual error and the error estimate showing a coarse 

upper bound on harmonic rejection. 

4.2 Circuit Parasitics 

After describing the effect of the non-ideal sinc filtering on the filter response, we move onto 

the effect of circuit parasitics on the filter performance. To model their influence, we resort to the 

original, simple discrete-time domain model used in [27]. For sake of completeness, we first 

describe the ideal model below. 

Fig. 4.4(a) shows the passive LPTV RC filter with an upfront mixer and the periodically time-

varying resistance 𝑅(𝑡)  =  𝑅(𝑡 + 𝑇𝑆). Momentarily ignoring the passive mixer and applying 

Kirchoff’s Voltage Law (KVL) to this simple circuit, the input and output at any time is given by 

𝑥 − 𝑦 = (𝑅(𝑡) + 𝑅𝑆)𝐶
𝑑𝑦

𝑑𝑡
       (4.2) 

For the purpose of filter design, we focus our attention to the practical case where the resistance 
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is varied in finite time-steps of 𝑇𝐶𝐿𝐾 = 1/𝐹𝐶𝐿𝐾, as shown in Fig. 4.4(b), such that 𝑇𝑆/𝑇𝐶𝐿𝐾 = 𝐾 ≫

1 and 𝑅𝜂 =  𝑅(𝜂𝑇𝐶𝐿𝐾) = 𝑅𝜂+𝐾. Then, assuming the input is constant during this small time-step 

and the frequencies of interest are < 𝐹𝐶𝐿𝐾/2, it is easy to show that the differential equation in 

(4.1) can be directly discretized using an appropriate integration formula to give,  

𝑦𝜂 = 𝛼𝜂𝑥𝜂 + (1 − 𝛼𝜂)𝑦𝜂−1     (4.3) 

where 𝛼𝜂 = 𝑇𝐶𝐿𝐾 (𝑇𝐶𝐿𝐾 + (𝑅𝜂 + 𝑅𝑆)𝐶)⁄ , 𝑥𝜂 = 𝑥[𝜂𝑇𝐶𝐿𝐾] and  𝑦𝜂 = 𝑦[𝜂𝑇𝐶𝐿𝐾]. Intuitively, the first 

term on the right-hand side in (4.3) represents the charge deposited by the input, whereas the 

second term signifies the discharge from the output. It turns out that in most practical scenarios to 

obtain useful filters 𝑅𝜂𝐶 ≫ 𝑇𝐶𝐿𝐾. 
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Fig. 4.4: (a) Passive LPTV RC filter; (b) Example resistor variation 𝑅(𝑡) in steps of 𝑇𝐶𝐿𝐾. 

Now, by repeated application of this equation over successive time-steps, 𝑇𝐶𝐿𝐾, the transfer 

function from the input to the discrete-time, 𝐾 down-sampled  output, 𝑦[𝑛] can be shown to be 

[27] 

𝐺𝑒𝑞(𝑒
𝑗𝜔) =

∑ (𝛼𝜂)(∏ (1−𝛼𝑖)
𝜂−1
𝑖=0 )𝑒−𝑗𝜔𝜂𝐾−1

𝜂=0

1−(∏ (1−𝛼𝜂)
𝐾−1
𝜂=0 )𝑒−𝑗𝜔𝐾

     (4.4) 
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It is easy to see that for 𝑅𝜂𝐶 ≫ 𝑇𝐶𝐿𝐾, (4.4) is the low-pass version of  (2.8).  In essence, the 

periodically time-varying resistance values are controlling the amount of input current, and hence 

charge that gets deposited on the capacitor in each time-step. Therefore, the LPTV RC filter can 

be viewed as the analog implementation of a digital filter given by (4.4). As mentioned earlier, 

traditional digital filter design techniques are used to design these filters and once the filter taps 

are known, the one-to-one mapping between 𝛼𝜂 and 𝑅𝜂 is  used to calculate the desired resistor 

variation for a given 𝑇𝐶𝐿𝐾 and 𝐶. 

4.2.1 RDAC Imperfections 

At the heart of the LPTV RC filter lies the periodically time-varying resistor. The circuit 

implementations in [19] and the scanner use a 10-bit binary weighted RDAC, as shown again in 

Fig. 4.5(a) with rppoly resistors in series with transmission gate switches. The 10-bit DAC can 

ideally give a stop-band attenuation and harmonic rejection of ~60-65dB as was shown through 

the examples in Fig. 2.10. The measured response, however, is mainly limited by the circuit 

parasitics.  

The RDAC structure with the dominant parasitic capacitances is shown in Fig. 4.5(b). 𝐶𝑔𝑠 stems 

from the inherent capacitance of the transmission gates used for the switches and the wiring 

capacitance. Since it is always in parallel with the much larger (~2-3 orders of magnitude) filter 

capacitance 𝐶, it does not affect the filter performance. The other parasitic capacitances shown in 

Fig. 4.5(b) can affect the filter response significantly. Hence, in the following sections, their effect 
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on the filter response is investigated and some solutions to mitigate them are provided. 
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Fig. 4.5: (a) Single-ended, 10-bit binary-weighted RDAC, and (b) RDAC with dominant circuit 

parasitics. 

4.2.1.1 𝐶𝑑𝑠 Capacitance 

The 𝐶𝑑𝑠 capacitance shown in Fig. 4.5(b) arises from the layout of the switches. It can be 

nominally reduced through good layout practices but cannot be completely eliminated. To 

understand how it affects the filter behavior, consider the circuit shown in Fig. 3.4(a) again, (shown 

in Fig. 4.6(a) for convenience): realizing a resistance of 𝑅/𝑛, where 𝑛 is the digital control for the 

RDAC, has (210 − 1 − 𝑛) ∙ 𝐶𝑑𝑠 parasitic capacitances from the OFF branches in parallel with it 

(since the 𝑅𝐶𝑑𝑠 corner frequency in each branch is a constant and much larger than the frequencies 

of interest, we can ignore the series resistance in the OFF branches). By applying KVL to the half 

- circuit in Fig. 4.6(a), we have 

𝑥 − 𝑦 +
𝑅 

𝑛
𝐶𝑑𝑠(2

10 − 1 − 𝑛)
𝑑

𝑑𝑡
(𝑥 − 𝑦) =

𝑅

𝑛
𝐶
𝑑𝑦

𝑑𝑡
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 ⇒ 𝑥 − 𝑦 +
𝑹 

𝒏
𝑪𝒅𝒔(𝟐

𝟏𝟎 − 𝟏 − 𝒏)
𝒅𝒙

𝒅𝒕
 ≅  
𝑅

𝑛
𝐶
𝑑𝑦

𝑑𝑡
 (4.5) 

since  𝐶 ≫  𝐶𝑑𝑠(2
10 − 1 − 𝑛). Compared to (4.2), the presence of 𝐶𝑑𝑠 introduces a resistor control 

dependent error term which becomes worse as 𝑛 decreases, thus affecting the realization of larger 

values of R. Additionally, the 𝐶𝑑𝑠 capacitance associated with the upfront mixer switches (not 

shown in Fig. 4.6(a)) will adversely affect the band-pass filter response as well. Fig. 4.6(b) shows 

the effect of 𝐶𝑑𝑠 on an example band-pass filter at 700MHz.   
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Fig. 4.6: (a) Differential RDAC in the presence of 𝐶𝑑𝑠; (b) Effect of 𝐶𝑑𝑠 on the filter response 

shown for an example BPF at 700MHz. 

 As mentioned in Section 3.1, a circuit solution for the above is implemented in the scanner 

[28] by incorporating the mixer in the RDAC itself. To understand how this helps, as an example, 

consider the low-pass version, where only the through- branch of the RDAC with the integrated 

mixer is activated, resulting in the RDAC structure shown in Fig. 4.7(a). Applying KVL to this 

new structure, we have, 
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𝑥 − 𝑦 + 𝑅𝐶𝑑𝑠
𝑑𝑥

𝑑𝑡
≅
𝑅𝐶

𝑛

𝑑𝑦

𝑑𝑡
 ;  𝑠𝑖𝑛𝑐𝑒 𝐶 ≫ 211𝐶𝑑𝑠 (4.6) 

We can see from (4.6), that 𝐶𝑑𝑠 while present, is independent of the resistor control. As shown 

in Fig. 4.7(b), this helps reduce the impact of 𝐶𝑑𝑠 on the filter response. The simulated filter has a 

unit switch 𝑅𝑜𝑛 = 3.2𝑘𝛺 and 𝐶𝑑𝑠 = 0.2𝑓𝐹. Note, however, that  𝐶𝑑𝑠 is not cancelled completely 

and hence there is still some residual worsening from the ideal filter response. An intuitive 

understanding of why this helps was described in Section 3.1.1.  
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Fig. 4.7: (a) Differential RDAC with integrated mixer; (b) Effect of 𝐶𝑑𝑠 on filter response with 

and without the integrated mixer for an example simulated band-pass filter at 700MHz. 

4.2.1.2  𝐶1 (𝐶𝑔𝑑 + 𝐶𝑊 + 𝐶𝑝𝑜𝑙𝑦) Capacitance 

𝐶1 represents all the parasitic capacitances that are present at node A in Fig. 4.5(b). It stems from 

the capacitance to substrate associated with the poly resistors, and the wire and switch 

capacitances. For a binary weighted RDAC while the capacitances associated with the poly 

resistors and the switches will scale in a binary manner, the wire capacitances may not. Hence, 
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special care must be taken to ensure that the RDAC is truly binary i.e. the resistances and parasitic 

capacitances both vary in a binary fashion. While not required, for the sake of simplicity, in the 

analysis presented here C1 is assumed to vary in a binary fashion across the RDAC.  
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Fig. 4.8: Example RDAC operations depicting the effect of 𝐶1 in a low-pass configuration. 
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The effect of 𝐶1 on the filter behavior is periodically time-varying and manifests itself in a 

rather complicated manner. To help illustrate its effect, consider the example shown in Fig. 4.8 

where only a part of the RDAC is shown for simplicity. For the example shown in the figure, the 

RDAC controls are set such that the resistance value in the (𝜂 − 1)𝑇𝐶𝐿𝐾 time-step, 𝑅𝜂−1, is equal 

to 𝑅/6. During this time-step, the ON branches continue with their normal 𝑅𝐶 operation, whereas 

the OFF branches charge up to the 𝑥𝜂−1
′ 6 value as shown in Fig. 4.8(a). At the (𝜂 − 1)𝑇𝐶𝐿𝐾 edge, 

as the RDAC value changes to a new resistance value, 𝑅/10 in the example presented, the 4th 

resistor branch turns ON. As shown in Fig. 4.8(b), the parasitic capacitance in this branch will now 

share some charge ∆𝑄𝜂 with the filter capacitor, 𝐶. It is important to note that only the parasitic 

capacitances in the branches that turn ON (i.e. go from being open to close) from one time-step to 

the next contribute to the charge shared with the main filter capacitor. Hence, the amount of charge 

transferred at each clock edge is a function of both, 𝑅𝜂 and 𝑅𝜂−1. Subsequently, the filter operates 

with the new resistor value and the OFF branches draw some current and charge up to the 𝑥𝜂
′  value 

at the end of the 𝜂𝑇𝐶𝐿𝐾 time-step.     

The complete mathematical model describing the effect of 𝐶1 on the filter transfer function is 

derived in Chapter Appendix 4.3.1, where it is shown that the presence of 𝐶1 modifies (4.3) to  

𝑦𝜂 ≅ 𝛼𝜂
′ 𝛾𝜂 ∙ 𝑥𝜂 + 𝛼𝜂

′ 𝛾2,𝜂𝑔𝜂−1 ∙ 𝑥𝜂−1 + 

(1 − 𝛼𝜂
′ ) ∙ (𝛽𝜂𝑔𝜂−1 ∙ 𝑥𝜂−1 + (1 − 𝛽𝜂) ∙ 𝑦𝜂−1)            (4.7) 

                                                           
6 It is assumed that 𝑅𝐶1 ≪ 𝑇𝐶𝐿𝐾 in each branch and hence this assumption is valid for input frequencies 

of interest (< 𝐹𝐶𝐿𝐾/2). 
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𝑤ℎ𝑒𝑟𝑒  

𝛼𝜂
′ = 𝑇𝐶𝐿𝐾 (𝑇𝐶𝐿𝐾 + (𝑅𝜂 + 𝑅𝑆||𝑅𝑒𝑞,𝜂)𝐶⁄ ),       

𝑅𝑒𝑞,𝜂 = 𝑅𝑒𝑞1,𝜂||𝑅𝑒𝑞2,𝜂, 

𝛾𝜂 = 𝑅𝑒𝑞,𝜂/(𝑅𝑒𝑞,𝜂 + 𝑅𝑆),  

𝑔𝜂 = 𝛾𝜂 ∙ 𝑅𝜂/(𝑅𝜂 + 𝑅𝑆||𝑅𝑒𝑞,𝜂) 𝑎𝑛𝑑,  

𝛾2,𝜂 = (𝑅𝑆||𝑅𝑒𝑞,𝜂)/𝑅𝑒𝑞1,𝜂. 

𝑅𝑒𝑞1,𝜂 and 𝑅𝑒𝑞2,𝜂 are switched-capacitor resistances that are described in more detail in the 

Appendix. Equation (4.7) while complicated can be intuitively explained using superposition. Fig. 

4.9(a) models the equivalent circuit in each time-step in the presence of 𝐶1. The first two terms on 

the right-hand side (RHS) describe the charge path from the input, whereas the last two terms 

signify the discharge from the output filter capacitor, 𝐶. The Thevenin equivalent “looking into” 

the input, 𝑥𝜂 for the circuit in Fig. 4.9(a) is shown in Fig. 4.9(b): the input is scaled by the factor 

𝛾𝜂 and the resistance is modified to (𝑅𝜂 + 𝑅𝑆||𝑅𝑒𝑞,𝜂), leading to the first term in the RHS of (4.7). 

Using the same equivalent circuit and ignoring the second-order terms, it can be easily shown that  

𝑥′𝜂−1  ≅ 𝑔𝜂−1 ∙ 𝑥𝜂−1.  

The equivalent circuit from 𝑥′𝜂−1 can be similarly found and is shown in Fig. 4.9(c), leading 

to the second term in the RHS of (4.7). The last two terms signify the discharge from the output 

filter capacitor, 𝐶 for the equivalent circuit shown in Fig. 4.9(d). Just like in the ideal case, (4.7) 

can be repeatedly applied to get the new filter taps in the presence of parasitic 𝐶1. For simplicity, 
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the model and equation shown here is for the low-pass filter which can be easily extended to the 

band-pass version by including the sign switching provided by the mixer switches. 

RS Rη x η yη 

Req1,η Req2,η C

xη

x η-1 yη-1 

RS||Req,η Rη x η yη 

C

xη

RS + Req,η 

Req,η 

RS||Req,η Rη x η yη 

C

Req1,η 

RS||Req,η x η-1

(a)

(b)

(c)

RS||Req,η Rη yη 

C

(d)

 

Fig. 4.9: (a) Equivalent circuit in each time-step in the presence of parasitic capacitance 𝐶1; (b) 

Thevenin equivalent circuit from the input 𝑥𝜂 ; (c) Thevenin equivalent circuit from 𝑥′𝜂−1; (d) 

Thevenin equivalent circuit for the output voltage discharge. 

 



66 
 

As can be seen from above, the presence of 𝐶1 affects all the filter coefficients in a recursive, 

non-linear (with respect to the filter tap value) manner, altering the amount of charge deposited/lost 

from the main filter capacitor, 𝐶 in each time-step from its optimal value described in (4.3). As an 

example, the ideal filter taps for a low-pass filter and the error terms due to the presence of 𝐶1 are 

shown in Fig. 4.10.  
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Fig. 4.10: (a) (Top) Ideal (𝐻𝐼(𝑧)) and error (𝐻𝑒(𝑧))  filter taps (impulse response) for an example 

low-pass filter, (Bottom) Filter taps (impulse response) in the presence of 𝐶1, (b) (Top) Ideal and 

error frequency response; (Bottom) Frequency response in the presence of 𝐶1. 

The filter response in the presence of 𝐶1, 𝐻(𝑧) can be broken down into two parts: 𝐻𝐼(𝑧), the 

ideal response, and 𝐻𝑒(𝑧), the error response. As can be seen from Fig. 4.10,  𝐻𝑒(𝑧) has no 

straightforward relationship with 𝐻𝐼(𝑧). Also, as one would expect, large errors are made as the 
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most significant bits transition in the RDAC, leading to jumps in the filter impulse response which 

is shown in the figure as well. For instance, the large error around 0.4𝑇𝑆 arises as the RDAC control 

goes through an MSB change. This is shown in Fig. 4.11, where bit 8 of the RDAC transitions. 

Since the stop-band attenuation is a function of the shape of the impulse response, the presence of 

these abrupt jumps in the response leads to worsening of the filter attenuation. 
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Fig. 4.11: RDAC control vs time showing MSB transitions for the example LPF in Fig. 4.10. 

Fig. 4.12 shows the effect of 𝐶1 on the filter response based on the mathematical model derived 

in Appendix 4.3.1 and compares it with the Spectre PSS-PXF simulations for an example low-pass 

filter and two band-pass filters. The RDAC values used for these plots are: 𝑅 = 32𝑘𝛺, 𝐶1 = 2.5 𝑓𝐹 

with 𝑇𝐶𝐿𝐾 = 500𝑝𝑠. The filter response with an ideal 10-bit RDAC is also shown. We make the 

following observations from these plots:  

1) The presence of 𝐶1 significantly worsens both the stop-band attenuation and harmonic 

rejection. This is because both the envelope of the impulse response and the magnitude of the 
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sinusoid are affected. 

2) The model compares very well with the simulated results using Spectre, for both low-pass 

and band-pass filters.  
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Fig. 4.12: Theoretical (Matlab) Model vs Simulation results in the presence of 𝐶1 for an example 

low-pass filter and two band-pass filters at 310MHz and 920MHz. 
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4.2.1 Source Capacitance 

Fig. 4.13 shows the LPTV RC filter with the source resistance 𝑅𝑆, together with the parasitic 

source capacitance, 𝐶𝑃. The 𝐶𝑃 capacitance can result from the printed circuit board (PCB) traces, 

the package and bond-wire capacitance and if not considered carefully, can be large for poor PCB 

design and package choices.  

x(t)

@t = nTs

y[n]
R(t) = R(t+Ts)

C

Fc

RS

CP

x (t) y(t)

p(t) = p(t+Ts)

 

Fig. 4.13: Passive LPTV RC filter with upfront source parasitic capacitance, 𝐶𝑃. 

An intuitive explanation regarding the effect of 𝐶𝑃 was given in Section 3.1.1. However, for a 

complete quantitative analysis, Laplace transforms used earlier cannot be used for this time-

varying circuit. Hence, we again resort to the discrete-time model used in the earlier sections. 

Applying KVL to the second-order circuit shown in Fig. 4.13, we have 

𝑥 − 𝑥′ = 𝑅𝑆𝐶𝑃
𝑑𝑥′

𝑑𝑡
+ 𝑝𝑅𝑆𝐶

𝑑𝑦

𝑑𝑡
 

𝑥′ − 𝑝𝑦 = 𝑝𝑅(𝑡)𝐶
𝑑𝑦

𝑑𝑡
             (4.8) 

Using a discrete-time approximation for (4.8), it can be easily shown that the output at each time 

step, 𝑦𝜂 is now given by 
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𝑦𝜂 = 𝑝𝜂
𝑇𝐶𝐿𝐾

𝑇𝐶𝐿𝐾+𝜏𝜂
𝒙𝜼 +

𝜏′𝜂

𝑇𝐶𝐿𝐾+𝜏𝜂
𝒚𝜼−𝟏 + 𝑝𝜂𝑝𝜂−1

𝑅𝑆𝐶𝑃𝑅𝜂−1𝐶

𝑇𝐶𝐿𝐾

1

𝑇𝐶𝐿𝐾+𝜏𝜂
𝒚𝜼−𝟐      (4.9) 

𝜏𝜂 = (𝑅𝜂 + 𝑅𝑆)𝐶 + 
𝑅𝑆𝐶𝑃𝑅𝜂𝐶

𝑇𝐶𝐿𝐾
+ 𝑅𝑆𝐶𝑃; 

𝜏′𝜂 = (𝑅𝜂 + 𝑅𝑆)𝐶 + 
𝑅𝑆𝐶𝑃𝑅𝜂𝐶

𝑇𝐶𝐿𝐾
+ 𝑅𝑆𝐶𝑃𝑝𝜂𝑝𝜂−1  1 +

𝑅𝜂−1𝐶

𝑇𝐶𝐿𝐾
  

The presence of two capacitances with independent voltages right away suggests that we now have 

a second-order circuit at hand and hence a second-order term in (4.9). The expression while 

complicated helps construct the effective impulse response of the filter in the presence of 𝐶𝑃 and 

hence determine it’s impact on the filter response. Fig. 4.14 shows the effective impulse response 

of the LPTV RC filter with the upfront capacitance, 𝐶𝑃. 
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Fig. 4.14: Impulse response for an example BPF at 200MHz with and without the upfront 

parasitic capacitance, 𝐶𝑃 (6pF used here). 
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Two things can be noted here: 

1) The envelope of the impulse response is preserved which implies the stop-band attenuation 

will be unaffected. 

2) The sinusoidal variation, however, is affected. As was noted in Section 2.1.1, harmonic 

rejection is achieved by realizing the magnitude of the sinusoid using the resistor variation 

and the sign of the sinusoid using the passive mixer. Perfect rejection is obtained when the 

convolution of the magnitude spectrum with the square-wave mixer waveform spectrum is 

such that it completely cancels the harmonic. However, with the magnitude function now 

distorted (while the square-wave switching is unaltered), harmonic rejection is worsened.  
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Fig. 4.15: Frequency response for an example BPF at 200MHz in the presence of 𝐶𝑃. 
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The frequency response of the filter in the presence of 𝐶𝑃 is shown in Fig. 4.15 and was again 

verified using the Spectre PSS-PXF simulations in Cadence. As was expected from the filter 

impulse response, the stop-band attenuation is preserved while harmonic rejection is worsened. In 

practice, the upfront capacitance can be significantly reduced (~1 – 2pF) with good PCB design 

and proper package selection. In addition, the presence of the bond-wire inductance helps offset 

some of the capacitance. 

4.3 Chapter Appendix 

4.3.1 LPTV RC Filter in the presence of 𝐶1 capacitance in the RDAC 

To mathematically model the effect of 𝐶1 on the filter behavior, we start with the example shown 

in Fig. 4.8. As mentioned previously, if 𝑅𝐶1  ≪  𝑇𝐶𝐿𝐾, the parasitic capacitors will track the voltage 

𝑥’ in the resistor branches that are OFF. Hence, the voltage on the parasitic capacitor in the 4th 

branch at the end of the (𝜂 − 1)𝑇𝐶𝐿𝐾 time-step is equal to 𝑥′𝜂−1. Then, as shown in Fig. 4.8(b), as 

the 4th branch turns ON, charge ∆𝑄𝜂 = 2
3𝐶1𝑥′𝜂−1 is almost instantly shared with the output 

capacitance, 𝐶, modifying the output voltage to 𝑦′𝜂−1, given by 

𝑦′𝜂−1 = 𝛽𝜂𝑥′𝜂−1 + (1 − 𝛽𝜂)𝑦𝜂−1      (4.10) 

where 𝛽𝜂 = 𝐶1𝜂/(𝐶1𝜂 + 𝐶) and 𝐶1𝜂 denotes the sum of parasitic capacitances (at node A in Fig. 

4.5(b)) on all the branches that turned ON at the (𝜂 − 1)𝑇𝐶𝐿𝐾 edge. For the example shown in Fig. 

4.8, 𝐶1𝜂 = 2
3𝐶1. Now, it is this voltage, 𝑦′𝜂−1 that gets discharged during the 𝑇𝐶𝐿𝐾 time-step, 

modifying (4.3) to give 
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𝑦𝜂 = 𝛼̃𝜂𝑥
′
𝜂 + (1 − 𝛼̃𝜂)[𝛽𝜂𝑥

′
𝜂−1 + (1 − 𝛽𝜂)𝑦𝜂−1]    (4.11) 

where 𝛼̃𝜂 = 𝑇𝐶𝐿𝐾 (𝑇𝐶𝐿𝐾 + 𝑅𝜂𝐶⁄ ). From (4.11), it is evident that in the presence of 𝐶1, the output 

at each time-step is not only a function of the current input but also the input at the previous time-

step through the voltage stored on the parasitic capacitances.   

Equation (4.11), however, does not present the complete picture; the current drawn by the OFF 

branches during the new time-step, 𝜂𝑇𝐶𝐿𝐾, affects the intermediate voltage 𝑥′ and hence the output 

as well. To understand how it does so, we consider the two scenarios for the OFF branches: 

i) The branches that remain OFF from (𝜂 − 1)𝑇𝐶𝐿𝐾 to 𝜂𝑇𝐶𝐿𝐾 time-step, draw current 

proportional to the difference between 𝑥′𝜂−1 and 𝑥′𝜂. 

ii) The branches that turn OFF from (𝜂 − 1)𝑇𝐶𝐿𝐾 to 𝜂𝑇𝐶𝐿𝐾 time-step, draw current 

proportional to the difference between 𝑦𝜂−1 and 𝑥′𝜂. 

Since 𝑅𝐶1  ≪  𝑇𝐶𝐿𝐾, this current draw by the OFF paths can be modelled as a switched-capacitor 

resistance of value, 𝑇𝐶𝐿𝐾/𝐶1𝑥, where 𝐶1𝑥 represents the parasitic capacitance in the OFF branches. 

Thus, the equivalent circuit in each time-step can be represented by the model that was shown in 

Fig. 4.9(a), where 𝑅𝑒𝑞1,𝜂 and 𝑅𝑒𝑞2,𝜂  represent the above scenario (i) and (ii) respectively. Applying 

KCL to the circuit in Fig. 4.9(a), we have, 

𝑥𝜂− 𝑥′𝜂

𝑅𝑆
=
𝑥′𝜂− 𝑦𝜂

𝑅𝜂
+ 
𝑥′𝜂− 𝑥

′
𝜂−1

𝑅𝑒𝑞1,𝜂
+
𝑥′𝜂− 𝑦𝜂−1

𝑅𝑒𝑞2,𝜂
      (4.12) 

Solving for 𝑥′𝜂 in (4.12), substituting it in (4.11) and ignoring the second-order terms, it can be 

shown that the output at each time-step, 𝑦𝜂 is now given by 
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𝑦𝜂 ≅ 𝛼𝜂
′ 𝛾𝜂 ∙ 𝑥𝜂 + 𝛼𝜂

′ 𝛾2,𝜂𝑔𝜂−1 ∙ 𝑥𝜂−1 + 

(1 − 𝛼𝜂
′ ) ∙ (𝛽𝜂𝑔𝜂−1 ∙ 𝑥𝜂−1 + (1 − 𝛽𝜂) ∙ 𝑦𝜂−1)            (4.13) 

𝑤ℎ𝑒𝑟𝑒  

𝛼𝜂
′ = 𝑇𝐶𝐿𝐾 (𝑇𝐶𝐿𝐾 + (𝑅𝜂 + 𝑅𝑆||𝑅𝑒𝑞,𝜂)𝐶⁄ ),       

𝑅𝑒𝑞,𝜂 = 𝑅𝑒𝑞1,𝜂||𝑅𝑒𝑞2,𝜂, 

𝛾𝜂 = 𝑅𝑒𝑞,𝜂/(𝑅𝑒𝑞,𝜂 + 𝑅𝑆),  

𝑔𝜂 = 𝛾𝜂 ∙ 𝑅𝜂/(𝑅𝜂 + 𝑅𝑆||𝑅𝑒𝑞,𝜂) 𝑎𝑛𝑑,  

𝛾2,𝜂 = (𝑅𝑆||𝑅𝑒𝑞,𝜂)/𝑅𝑒𝑞1,𝜂. 
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Chapter 5  

Signal Processing/Circuit Solution for Dominant RDAC 

Parasitics Affecting LPTV RC Filter Performance 

As described in Chapter 4 of this thesis, the 𝐶1 capacitance of the RDAC is the most dominant 

parasitic affecting filter performance. The high sheet resistance per unit area offered by the poly 

resistors makes them the resistor of choice for this circuit. While good layout practices can help 

mitigate some of the wire capacitance, the inherent capacitances associated with the poly resistors 

and switches cannot be avoided. Hence, in this chapter two techniques to reduce/control the effect 

of 𝐶1 capacitance on the filter are presented: the first one is an off-chip, resistor predistortion 

technique, while the second one is a circuit solution. Both the techniques and their limitations are 

described in the sections below. 

5.1 Resistance Predistortion for 𝑪𝟏 

As described in the previous chapter, the presence of 𝐶1 modifies the filter taps from their 

optimal value and is approximately determined by the expression in (4.13). This tells us, that if 𝐶1 

were known, based on the resistor variation (and hence the RDAC control) we would know exactly 

how much error is being made, .i.e. the desired resistor variation is accompanied by an undesired 

parasitic capacitance variation. The relationship between the error term and the resistor variation, 

however, is non-trivial and highly non-linear as was shown through the example in Fig. 4.10. As 

described earlier, the error made in each filter tap depends on both the current and subsequent 

value of 𝑅, making global correction a practically impossible task. One would have to resort to a 
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Viterbi style algorithm to check which of the various combinations of resistor control codes and 

code transitions would give the closest response to the ideal impulse response in the presence of 

𝐶1. Since correcting for the stop-band attenuation would require a global, envelope correction, it 

cannot be optimally achieved.   

So, we focus our attention on reducing the harmonic content of the filter response: we resort 

to a look-up-table based algorithm to pick the best resistor variation that minimizes the magnitude 

of the error in each filter tap, |𝑒𝜂|, from the ideal filter taps. The local corrections performed by 

the algorithm ensure that the sinusoidal variation is traced as reliably as possible thereby improving 

the worst-case image rejection.   

The calibration algorithm is described in the following flow-chat: 

Algorithm 1 

- Vary the first resistor code from its nominal value, setting an upper limit (ul1) and lower 

limit (ll1) for the range of variation. Due to the recursive nature of the error, this first code 

acts as the starting point for the subsequent code variations. 

- For each value of the first resistor code, vary the other 𝐾 − 1 resistor codes from their 

nominal value (𝐺𝑐𝑜𝑑𝑒) in steps of 1, setting an upper limit (ul) and lower limit (ll) on the 

range of this variation: 

𝑗 =  1; 

for 𝑘 = [𝑚𝑖𝑛(2𝑁 − 1, 𝐺𝑐𝑜𝑑𝑒(1) + 𝑢𝑙1): − 1 ∶ 𝑚𝑎𝑥(0, 𝐺𝑐𝑜𝑑𝑒(1)  − 𝑙𝑙1)] do 
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    𝐺𝑐𝑜𝑑𝑒_𝑛𝑒𝑤(𝑗, 1) = 𝑘 

    η =  2 

    while 𝜼 < 𝐾 + 1 do 

         for 𝒄 =  [𝑚𝑖𝑛(2𝑁 − 1, 𝐺𝑐𝑜𝑑𝑒(𝜂) + 𝑢𝑙) : − 1 ∶ 𝑚𝑎𝑥(0, 𝐺𝑐𝑜𝑑𝑒(𝜂)  − 𝑙𝑙)] do 

- Calculate new tap value using (4.13) based on the 𝐶1 estimate and the transition from 

𝐺𝑐𝑜𝑑𝑒_𝑛𝑒𝑤(𝑗, 𝜂 − 1) to 𝒄, for each new value of 𝒄. 

- Calculate the error for each 𝒄 using the new tap values calculated above and the original 

ideal filter tap value corresponding to 𝐺𝑐𝑜𝑑𝑒(𝜂). 

    end for 

- Pick the 𝒄 value, 𝒄∗ which minimizes the error in the η𝑡ℎ tap such that ((|𝑒𝜂
∗| < |𝑒𝜂|)) 

- Set 𝐺𝑐𝑜𝑑𝑒_𝑛𝑒𝑤(𝑗, 𝜂) = 𝒄∗ 

- 𝜂 = 𝜂 + 1 

    end while 

- Compute error in the 1st code (which depends on the last code, 𝐾) and ∑ |𝑒𝑖
∗|

𝜂
𝑖=1  

- 𝑗 =  𝑗 +  1 

end for 

- Pick set of codes, 𝐺𝑐𝑜𝑑𝑒_𝑛𝑒𝑤(𝑗∗, : ) with the minimum ∑ |𝑒𝑖
∗|

𝜂
𝑖=1   

The output of the above calibration algorithm is a set of new resistor control codes (and 

hence resistor variation), which ensures that each new filter tap has minimal error in the presence 

of parasitics. Fig. 5.1(a) shows an example filter response with and without the resistance 

predistortion. The worst filter image level when the algorithm is applied to different center 

frequencies is shown in Fig. 5.1(b). It should be noted that the correction is limited by the 

resolution of the available 10-bit RDAC, which affects some center frequencies more than others. 
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For instance, for errors made around the zero-crossings (which corresponds to larger values of R 

and hence smaller RDAC codes), the resistor predistortion is limited to a minimum resistor control 

code of 0. The high slope around the zero-crossings translates to a larger change in the RDAC 

control from one time-step to the next and hence larger error around the zero-crossings, all of 

which cannot be fully corrected.    
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Fig. 5.1: (a) Example filter response at 160MHz with and without resistance predistortion to 

account for the presence of 𝐶1; (b) Worst filter image level across different center frequencies 

with and without resistance predistortion. 
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5.1.1 Sensitivity to 𝐶1 estimate 

The algorithm relies on the knowledge of 𝐶1 to make the correction possible. Estimating the 

parasitic capacitance from the IC is not straightforward.  However, as we show in Fig. 5.2, the 

correction is not very sensitive to the precise value of 𝐶1 and hence capacitance estimates from the 

parasitic extraction tools in cadence should suffice. This was verified through measurements on 

the IC used in [28] and is shown in Fig. 5.3 for three example filters at 100MHz, 200MHz and 

700MHz. Fig. 5.3 also indicates that 𝐶1 is the dominant parasitic capacitance affecting harmonic 

performance. It must be noted that the PCB board used for this testing contributed to a high upfront 

𝐶𝑃 capacitance which was also a limiting factor in the measured harmonic rejection with resistance 

predistortion.  

0 100 200 300 400 500 600 700 800 900 1000
-80

-70

-60

-50

-40

-30

-20

-10

0

Frequency (MHz)

d
B

 

 

Filter response in the presence of parasitic C
1

Filter response with Resistance Predistortion (RPD)

Filter response with RPD (-20% error in C
1
 estimate)

Filter response with RPD (+20% error in C
1
 estimate)

 

Fig. 5.2: Effect of 𝐶1 variation (±20%) on correction algorithm. 
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Fig. 5.3: Measured filter responses at 100, 200 and 700MHz from IC used in [28] with resistance 

predistortion. 
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5.2 Return-to-Infinity RDAC 

As seen in Chapter 4 and the previous section, one of the main reasons the parasitic capacitance 

𝐶1 worsens the filter performance and is hard to account for is because of the recursive, non-linear 

dependence of the error term on the resistance values. 𝛽𝜂𝑔𝜂−1𝑥𝜂−1 is the dominant error term in 

(4.13) and as mentioned earlier, depends on both the current and subsequent values of 𝑅.  

In order to remove this recursive dependence, we propose to use a return-to-infinity (RTI) 

RDAC as described in Fig. 5.4. Starting with the same RDAC configuration for 𝑅𝜂−1 as in Fig. 

4.8, but instead of going to the next resistor value, if we go to infinity, i.e. open all the switches of 

the RDAC for half the period and then go to the desired R value, we can ensure that the parasitic 

𝐶1 capacitances that charge share are proportional only to the current value of the resistor, 𝑅𝜂, as 

shown in Fig. 5.4. It should be noted that here we are not preventing the charge sharing, but merely 

making sure that it behaves in a controlled manner.  
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ΔQη  only depends on  Rη !!  
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Fig. 5.4: Example circuit operations in the presence of 𝐶1 in the RTI-RDAC configuration. 
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To understand how this helps, we can think of the RTI-RDAC as implementing the original 

LPTV RC filter with zeros inserted in the impulse response at the time-steps when the resistance 

goes to infinity, i.e. the filter is just an up-sampled version of the original filter [29]. Fig. 5.5(a) 

shows the impulse response of an ideal low-pass filter with the RTI-RDAC, where the zeros 

inserted can be clearly seen. Now, the presence of the parasitic capacitance 𝐶1 and the charge 

sharing that results from it, will lead to non-zero intermediate terms. However, as shown in the 

equivalent filter model shown in Fig. 5.5(b) for an example low-pass filter, since the error made 

in each tap is almost proportional to the resistor value for that tap, we essentially have two time-

interleaved filters with the same impulse response “shape” and hence, the stop-band attenuation is 

unaffected! This is shown for a low-pass filter in Fig. 5.6 where the stop-band attenuation of the 

LPTV RC filter with and without the parasitic 𝐶1 capacitance is the same when the RTI-RDAC is 

used. The transition BW, however, is slightly worsened: this is because, the presence of extra 

charge loss paths through the parasitic capacitances makes the overall impulse response die down 

a little faster translating to a slightly higher transition BW. The figure also shows the filter response 

with the regular RDAC in the presence of 𝐶1, which helps reiterate the benefit of using the RTI-

DAC in order to preserve the stop-band attenuation.  
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Fig. 5.5: (a) Impulse response for an ideal low-pass filter with return-to-infinity RDAC; (b) 

Equivalent model of the LPTV RC filter with return-to-infinity RDAC in the presence of 𝐶1 and 

the effective impulse response. 
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Fig. 5.6: (Top) An example resistor variation for a return-to-infinity (RTI)-RDAC; (Bottom) 

Frequency response for an example low-pass filter using the RTI-RDAC. 

While the stop-band attenuation is preserved as long as the shape/envelope of the impulse 

response is maintained, the harmonic rejection is much more sensitive. Firstly, the presence of the 

source resistance, 𝑅𝑆 affects the proportionality between the total resistance value at each time-

step and the amount of charge shared by the parasitic capacitance 𝐶1 in the RDAC. Secondly, as 

shown in Fig. 5.4(d), the current drawn by the OFF branches doesn’t have a linear relationship 

with the filter taps: It is proportional to (2𝑁 − 1 − 𝑛)𝐶1 where 𝑁 is the total number of bits and 𝑛 
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is the resistor control code. So while the harmonic rejection is reduced, it is not completely 

eliminated. A mathematical model for the LPTV filter using the RTI-RDAC in the presence of 𝐶1 

can be derived in the same manner as shown in Appendix 4.3.1. Fig. 5.7 shows an example band-

pass filter employing the RTI-RDAC and compares it with the original filter response in the 

presence of the parasitic 𝐶1 capacitance. As can be seen, the harmonic image is ~ 7dB lower while 

the stop-band attenuation is same as for the ideal filter.    
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Fig. 5.7: Frequency response for an example band-pass filter at 310MHz using the return-to-

infinity RDAC. 
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5.2.1 Polyphase Implementation 

As shown in Fig. 5.5, the RTI-RDAC leads to an up-sampled version of the original filter. 

Hence, to ensure that the scanning range remains the same, the input sampling rate needs to double. 

Based on the exact implementation of the digital hardware, this can lead to an increase in power 

consumption. Also, for the same DC gain, bandwidth and RDAC (minimum R) used, the 

capacitance is reduced by a factor of 2 which translates to a 3dB increase in output noise power. 

A potential solution to alleviate these effects while still benefitting from the RTI-RDAC is to use 

a polyphase implementation like the one shown in Fig. 5.8. The resistor values in the two branches 

can be time-interleaved to ensure the scanning range is maintained and the filter capacitance is 

unchanged from the one used for the regular RDAC structure. As shown in Fig. 5.9, the stop-band 

attenuation is retained, the harmonic rejection is slightly worsened. This is expected because the 

presence of two RDACs increases the number of OFF paths drawing parasitic current.   
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Fig. 5.8: Polyphase implementation using the RTI-RDAC. 
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Fig. 5.9: Frequency response for an example band-pass filter at 310MHz using the polyphase 

implementation of the RTI-RDAC. 

   

5.2.2 Parallel Spectrum Scan 

As mentioned in Chapter 1, the spectrum scan time is an important metric for spectrum 

scanners as well. A lower scan time can help improve the system throughput or can be traded-off 

to improve the detected SNR. Since the LPTV filter based spectrum scanner essentially does a 

serial scan of the spectrum, it does not improve on the prior-art as far as scan time is concerned.  

One way to improve the scan time would be to have many FA scanners in parallel with each 

other. However, the passive nature of these scanners would make them interact with each other 

and co-designing these scanners in the presence of memory elements (capacitances) would be a 

very challenging task. So, in order to overcome this challenge, we again resort to the RTI-RDAC. 
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As can example, consider performing two parallel scans using the structure shown in Fig. 5.10. If 

a regular RDAC is used, each of the scanners would load the other, severely distorting the filtering 

performance. On the other hand, if an RTI-RDAC is used, where the resistance goes to infinity in 

a time-interleaved manner, one branch appears like an open to the other, and does not load it. This 

way two independent parallel scans on the same input spectrum can be performed.  
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Fig. 5.10: Example filter structure to perform a parallel spectrum scan at two different LO 

locations using the RTI-RDAC.  
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Conclusions 

In this dissertation, a new approach to spectrum scanning is presented that uses a passive, 

LPTV filter based circuit. The operation and design of the LPTV RC filters is described in detail 

together with the circuit innovations used to implement them in IC. The measurement results show 

that the use of LPTV circuits is a promising idea. The implemented IC has wide bandwidth 

operation and programmability, highest linearity and lowest power compared to state-of-the-art 

designs along with acceptable sensitivity and scan time. 

In addition to the circuit design details and the measurement results presented, a theoretical 

analysis of the some of the important limiting factors affecting the filter performance are presented. 

It is shown that the periodically time-varying resistor which sits at the heart of this LPTV circuit 

is plagued by various parasitics that can degrade filter performance. The analysis helps provide 

insights for developing correction algorithms and circuit techniques. A resistance predistortion 

scheme is presented to tackle the effect of the dominant RDAC parasitic capacitance on harmonic 

rejection. The limited resolution of the RDAC together with the recursive manner in which the 

error terms manifest themselves limits the improvements provided by the predistortion scheme. In 

light of these limitations, a circuit technique is also described that uses a return-to-infinity (RTI)- 

RDAC. It is shown to completely eliminate the problem of stopband attenuation while slightly 

improving the harmonic rejection as well. 

The current stop-band attenuation and harmonic rejection achieved by the scanner may not 

be good enough for some applications. Hence, future work on this scanner is aimed at further 

improving the filter performance. An IC prototype using the RTI-RDAC for improved stop-band 
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attenuation can be developed together with further investigation targeting better harmonic 

rejection.  The use of RTI-RDACs to perform parallel spectrum scans for improved scanning times 

or to increase the frequency scanning range can also be explored.  
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