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Abstract

Background

Online misogyny is a violation of women’s digital rights. Empirical studies on this topic are

however lacking, particularly in low- and middle- income countries. The current study aimed

to estimate whether prevalence of online misogyny on Twitter in India changed since the

pandemic.

Methods

Based on prior theoretical work, we defined online misogyny as consisting of six overlapping

forms: sexist abuses, sexual objectification, threatening to physically or sexually harm

women, asserting women’s inferiority, justifying violence against women, and dismissing

feminist efforts. Qualitative analysis of a small subset of tweets posted from India (40,672

tweets) substantiated this definition and taxonomy for online misogyny. Supervised machine

learning models were used to predict the status of misogyny across a corpus of 30 million

tweets posted from India between 2018 and 2021. Next, interrupted time series analysis

examined changes in online misogyny prevalence, before and during COVID-19.

Results

Qualitative assessment showed that online misogyny in India existed most in the form of

sexual objectification and sexist abusive content, which demeans women and shames them

for their presumed sexual activity. Around 2% of overall tweets posted from India between

2018 and 2021 included some form of misogynistic content. The absolute volume as well as

proportion of misogynistic tweets showed significant increasing trends after the onset of

COVID-19, relative to trends prior to the pandemic.
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Conclusion

Findings highlight increasing gender inequalities on Twitter since the pandemic. Aggressive

and hateful tweets that target women attempt to reinforce traditional gender norms, espe-

cially those relating to idealized sexual behavior and framing of women as sexual beings.

There is an urgent need for future research and development of interventions to make digital

spaces gender equitable and welcoming to women.

Introduction

Violence against women (VAW) on online platforms is a violation of women’s digital rights.

It can push women out of online spaces, and impact their social, economic, as well as health

outcomes [1]. One of the most prevalent forms of online VAW, online misogyny or hate

speech against women refers to any content that tries to threaten, intimidate, and shame

women, or any rhetoric that emphasizes the authority of men over women [1]. According to

a multi-country online survey in 2019, around two-thirds of women users of the internet

reported having received some form of sexist or hateful language designed to attack or humil-

iate them [2]. Such experiences can often cause increased anxiety, depression, and lower self-

esteem among women [3, 4]. The extent and frequency of misogynistic attacks varies across

different groups of women; younger women, and women belonging to marginalized racial or

sexual identity groups are more at risk of experiencing online misogyny [2, 5–9]. The past

two years have thus noted an increasing number of calls, for hate speech regulation on social

media platforms [10, 11].

The majority of the existing research on online violence, including online misogyny, has

focused on high-income countries, primarily due to greater digital access and use of social

media platforms in these regions [12]. To our knowledge, no academic study has examined the

characteristics of online misogyny in low- and middle-income countries (LMIC). This pres-

ents a key gap in literature, given that the use of social media, and consequently, the amount of

online hateful content, has increased rapidly in LMICs in recent years [13, 14]. India, in partic-

ular, is an important geography to examine online misogyny. Compared to many other

LMICs, adverse gender norms and offline forms of gender-based violence are more prevalent

in the country [15, 16], putting women at a higher risk of experiencing violence in online

spaces. Use of social media platforms is also on the rise in the country. As of January 2022,

India had over 25 million active Twitter users, with a 30% increase in average daily users in

2020. Although Twitter has an urban bias; most Twitter users in the country are likely to be

educated, living in cities, and of middle to high wealth status [17]. Nonetheless, Twitter is

being frequently used as a key platform for feminist discussions and organizing in India [18],

which can increase the likelihood of misogynist expression as a backlash [19]. The current

study aims to contribute to the growing literature on online VAW on social media platforms,

by measuring online misogyny on Twitter in India.

Limited global research suggests a potential increase in this form of violence since the pan-

demic, impacting millions of women daily [10]. An analysis of tweets and Facebook posts

from South and South-east Asia by United Nations Women found 168 percent increase in

misogynistic content during March-June 2020, when compared to the same period in 2019

[20]. However, despite many such analyses of the effect of COVID-19 on online content, little

is known about the features and prevalence of online misogyny, and how it might have

changed over the course of the pandemic. In this study, we take a first step to provide temporal
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estimates of online misogyny on Twitter in India from 2018 to 2021, and systematically exam-

ine any changes in its rates of increase/decrease before and during COVID-19.

As early as May 2020, the United Nations Secretary General made a global appeal to tackle

COVID-19 influenced hate speech on digital platforms, with hateful content covering “stereo-
typing, stigmatization, and the use of derogatory, misogynistic, racist, xenophobic, Islamophobic
or antisemitic language” [21]. Potential drivers of such hate speech during the pandemic

include increased isolation due to stay-at-home orders, greater use of social media platforms,

greater exposure to polarizing and differing views on the social media platforms, and fear,

uncertainty, and anxiety of living through the pandemic [22]. Isolation is a strong motivational

factor for hate speech on social media [23], and the confined living conditions, health and

financial worries following the lockdown can create tension and stress, increasing the risk for

online expression of hate speech. With regards to hate speech against women in particular,

global evidence in support of increasing cases of gender-based violence during the pandemic

further points to a potential increase in violence against women on online platforms [24]. An

analysis of Twitter data before and after the onset of COVID-19 will allow us to test this

hypothesis of increased levels of misogyny on Twitter since the pandemic.

Defining online misogyny

A key reason for the limited empirical evidence on online misogyny, is the lack of a standard

taxonomy [25]. A majority of existing research on this topic has lacked theoretical consider-

ations, classifying it as content that includes identifiable sexist slurs [26–28]. Earlier works on

misogyny detection relied on lexicon-based methods, where misogynistic tweets were identi-

fied based on the presence of gendered abusive words [29, 30]. Anzovino et. al (2018) intro-

duced a benchmark dataset of tweets classified as misogynistic, with online misogyny defined

as consisting of five forms: a) slurring, b) stereotypes, c) sexual harassment and threats, d)

dominance to preserve men’s control, and e) derailing to justify VAW [31, 32]. Multiple other

studies have used this definition for misogyny detection [33, 34]. We build on this taxonomy,

by adapting it to the context of India, and locating it within a theoretical understanding of

misogyny as a notion central to the feminist theory.

Feminist theory posits that misogyny, whether online or offline, stems from patriarchal val-

ues justifying men’s control over women via degradation and violence; misogyny actively

seeks to silence women and maintain the status quo of patriarchal gender roles [35]. Sobieraj

describes intimidating, shaming, and discrediting as the three key strategies often adopted by

perpetrators of online misogyny, where attackers draw on women’s fear of sexual assault and

physical violence to intimidate them, sexually objectify to publicly shame them, and discredit

or dismiss their achievements as well as their fight to equality [1]. Asserting the inferiority of

women, dismissing feminist movements, and objectifying women or viewing women primar-

ily as an object of men’s desire, are thus at the heart of misogyny [36]. Our preliminary

research on misogyny detection in South-Asian countries noted an emphasis on dismissal of

feminist thought and discrediting of women’s claims of gender-based violence [37]. Guided by

these theoretical and empirical works, we define online misogyny as any rhetoric or content

that uses hostile and malicious language targeted at women, objectifies them, threatens them

with physical or sexual harm, tries to assert their inferiority, justifies gender-based violence, or

discredits feminist activists and their efforts. By qualitatively analyzing a large dataset of tweets

(over 40,000 tweets), we first test whether this definition and taxonomy is valid for content

posted on Twitter from India. This is followed by estimation of temporal online misogyny,

using machine learning techniques that rely on the validated taxonomy. Our study objectives

are two-fold: a) testing a taxonomy for online misogyny in India that is rooted in feminist
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theory, and b) using this taxonomy, estimate whether prevalence of online misogyny on Indian

Twitter changed since the pandemic, across a sample of 30 million tweets posted between 2018

and 2021. Given the current lack of research on the extent and forms of misogyny on Twitter

in LMICs, our study hopes to generate evidence that can be used to advocate for policies and

strategies to address misogyny on Twitter.

Methods

Online misogyny taxonomy

We define online misogyny as consisting of six broad and overlapping forms: a) sexist abusive

content, b) sexual objectification, c) threatening to physically or sexually harm women (pres-

ence of sexist language that indicates the threat being directed at women), d) asserting inferior-

ity, e) justifying VAW, and f) dismissing feminist efforts. We provide definitions and example

tweets for each form of online misogyny as Supporting Information. This taxonomy is guided

by feminist theoretical work on misogyny [36], prior research on online misogyny detection,

particularly the studies by Anzovino et. al (2018), and our preliminary research on measuring

online misogyny in South Asian countries.

Extracting geolocated tweets

We used geotagged English language tweets posted from India between January 2018 and

December 2021 (30 million tweets). All tweets were extracted using the official Twitter API for

academic research, which allows extraction of historical tweets. The most recent 800–1000 tweets

published every hour from January 1st 00:00 2018 to December 31st 23:00 2021 were collected.

We used supervised machine learning models to classify tweets as misogynist/non-misogy-

nist, as well as the six different forms of misogyny. Fig 1 depicts the different steps involved in

our analysis. We describe each step in detail in the following sections.

Qualitative analysis of tweets for misogyny

Supervised machine learning models require a ground truth dataset. To that end, two trained

undergraduate students first qualitatively coded a small subset of tweets, as misogynist/non-

misogynist, and the six forms of misogyny. The selection of the subset of tweets was done

using two approaches. First, from the large corpus of geotagged tweets between 2018 and 2020,

we extracted posts containing representative keywords frequently used to harass and abuse

women. To identify keywords, we contacted authors of an academic study on hate speech

detection on Twitter. They used a list of keywords for different types of hate speech on Twitter,

including misogyny [38]. We added a few words relevant to the Indian context to this list.

Identified words included abusive terms, as well as generic words related to gender such as

"woman", "feminism" etc. It is key to note here that there may be certain tweets that contain

abusive words, but might be non-offensive in their use and overall meaning. The inclusion of

all such tweets that contained abusive words allowed us to build a ground truth dataset that

identified the nuances in the use of abusive words. With this process, we selected a subset of

35,672 tweets.

Next, we chose a random subset of 5,000 tweets from the large corpus of geotagged tweets

from 2018–2020. This dataset was included to ensure that tweets unrelated to women or gen-

der were also represented in our ground truth sample. The main goal of using the two separate

approaches to build the ground truth dataset was to collect a set of tweets that would have an

adequate representation of both misogynist and non-misogynist tweets. A total of 40,672

tweets were thus selected for qualitative coding, with these two processes.
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The qualitative coding of the tweets was carried out in two phases. First, the subset of tweets

was coded as misogynist or non-misogynist by five trained undergraduate students. Every

tweet was classified by at least two coders. Inter-rater kappa scores were calculated to examine

reliability of the coding [39]. Any disagreement between the coders was resolved by the lead

author of the study. Next, all tweets classified as misogynist were coded by two graduate stu-

dents experienced in gender research, as the six forms of online misogyny. Inter-rater kappa

scores were calculated for this step as well. The qualitative coding of misogynist tweets pro-

vided us with the opportunity to validate our taxonomy of misogyny. The two researchers did

not identify any content that was outside the purview of the six predefined categories.

Selection of features or independent variables

Tweets were cleaned before running any machine learning model. This included deleting urls

and ignoring punctuation and case. We also removed stop words, which are commonly used

Fig 1. Flowchart of processes involved in misogyny detection among tweets.

https://doi.org/10.1371/journal.pone.0292121.g001
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words such as “is”, “the”, “a” etc., from our text data. The decision to drop stop words was

made after running multiple models with and without stop words. Next, the data was pro-

cessed with text vectorization, in order for the machine learning regression models to mathe-

matically interpret it. Text vectorization refers to the process of creating features or input

variables in a model (independent variables in public health terminology). There are multiple

methods for generating features or independent variables from text data. We used three types

of feature selection methods: a) term frequency-inverse document frequency (TF-IDF) uni-

grams, b) TF-IDF unigrams and bigrams, and c) TF-IDF unigrams, bigrams, and linguistic

features (number of words and number of adjectives). These methods were chosen based on

guidelines suggested by a previous study on abuse detection [32]. TF-IDF is weighted word fre-

quency, and reflects how important a word is to a document in a collection or corpus [40].

While TF-IDF with unigrams concerns with single words only, TF-IDF with unigrams and

bigrams includes sequences of two words along with singular words. In addition to weighted

word frequencies, linguistic features such as length of the tweet or number of adjectives in a

tweet can also provide meaningful information about the content of the tweet. It is possible

that tweets that are misogynist are shorter in length and have a relatively higher number of

adjectives (abusive words or sentiments).

Running supervised machine learning models and predicting misogyny:

Train and test models for best fit

We randomly split our data into a train and test dataset in a 70:30 ratio. The training dataset is

used to train the machine learning model, while the test dataset is used to assess the perfor-

mance of the trained model. To estimate the hyperparameters to be specified in the training

model, we used a k-fold validation process. In this method, the training data are partitioned

into k subsets of approximately equal size and one of the subsets becomes the validation set

where the hyperparameters are validated. The remaining k-1 subsets are used as training data

and this process is repeated.

We ran five different types of supervised machine learning models to classify tweets as

misogynist/non-misogynist: a) Naïve Bayes (NB), b) Support Vector Machine (SVM), c) Ridge

logistic regression, d) Multi-layer Perceptron Neural Network (MPNN), and e) Bidirectional

Encoder Representations from Transformers (BERT). Naïve Bayes is a probabilistic model

based on Bayes theorem and considers a strong independence assumption [41]. SVMs are

based on a structural risk minimization principle, which aims to test a hypothesis for which we

can guarantee the lowest true error. SVMs aim to create a hyperplane (maximum-marginal
hyperplane), which separates the categories of the outcome label [42]. MPNN are complex

non-linear models with a hierarchical or multi-layered structure. These models have been

commonly used in text classification tasks [32]. BERT is a pre-trained language model (BERT

is pretrained on a large corpus of English texts from Wikipedia and BookCorpus), with trans-

former architecture [43]. Transformers learn contextual relations between words; they are

deep learning models where each output element is connected to every input element and the

weightings between them are dynamically calculated. While previous models examine text

sequences in a single direction (left-to-right or right-to-left training), BERT’s key difference

and innovation is the application of bidirectional training. The BERT Transformer encoder

reads the entire sequence of words at once. Specifically, we used the bert-large-uncased version,

which consists of 24 layers (1024 hidden dimensions), 16 attention heads, and a total of 340M

parameters. The Transformers library in Python was used to implement this approach.

The performance of each model was evaluated on the test set, by comparing actual labels or

outcome variable values with the values predicted by the trained model. We used two
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evaluation metrics: (a) F1 score and (b) receiver operating characteristic—area under the

curve (AUC). The receiver operating characteristic captures precision and recall at all potential

decision thresholds, so the area under it is an appropriate metric to measure overall model per-

formance. F1 score is the harmonic mean of precision and recall. The models with the best F1

and AUC estimates were chosen to predict the labels/outcome variable values for each tweet in

our original dataset of over 30 million geotagged tweets posted between January 2018 to

December 2021.

The analysis was repeated with each of the six forms of online misogyny as the outcome var-

iable or label, with the sub-sample of tweets that was classified misogynist (N = 3894).

Analysis of misogyny prevalence pre and during COVID-19

To assess whether misogyny prevalence increased post the onset of COVID-19, we used Inter-

rupted Time Series Analysis (ITSA), a quasi-experimental design that can evaluate an interven-

tion effect using longitudinal data. It is a segmented regression model, with different intercept

and slope coefficients for the pre- and post-intervention time periods. Here, the intervention is

on March 25, 2020, which is when the first nation-wide lockdown was imposed in India. The

following equation specifies the ITSA model for our study:

Yt ¼ β0 þ β1 Tð Þ þ β2 Xtð Þ þ β3 XtTð Þ

Yt is the proportion of online misogyny related tweets, T is the time since COVID-19

related lockdown has been implemented in India (in days), Xt is the dummy variable repre-

senting the imposition of lockdown, and XtT is an interaction term. β1 represents the underly-

ing pre-COVID-19 trend in misogyny prevalence, or the change in misogynistic tweets for

every one unit time increase. β2 captures the immediate effect of the onset of COVID-19, and

β3 represents the slope change in the proportion of misogynistic tweets following COVID-19,

in comparison to trends prior to COVID-19. We ran interrupted time series regression models

with two separate outcomes: a) total number of misogynistic tweets and b) proportion of

misogynistic tweets per 100000 tweets.

Results

Qualitative assessment of misogyny across tweets

Around 8% of the tweets that were qualitatively analyzed were classified as misogynist

(N = 40,672). Among those identified as misogynist, 57% were related to sexual objectification,

34% covered sexist abusive content, 6% justified violence against women, and 5% were content

that dismissed feminism or feminist efforts. A small proportion of misogynist tweets included

threats of harm (1%) and assertion of authority (1%). The two researchers who conducted the

qualitative coding did not identify any content that was outside the purview of the six prede-

fined categories of online misogyny. The coding had good reliability, with an inter-rater kappa

score of 0.87.

The tweets classified as sexual objectification (57%) included text that sexualized women’s

body, shamed women for presumed sexual activity (slut shaming), and text that included lewd

remarks and sexual solicitation. These tweets emphasized the treatment of women as sexual

objects of men’s sexual desire. The category “justify violence against women” (6%) included

tweets that highlighted the prevalence of rape myth acceptance and victim blaming among

Twitter users. Tweets aggressively asserted that women needed to act a certain way to reduce

the risk of rape and violence (e.g., not wear short clothes, not go out at night). This category

also included tweets that aimed to derail the conversation from VAW, by focusing on “fake
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rape cases” in India. Around 10% of these tweets included the hashtag “#mentoo”, with tweets

noting men’s victimization with fake rape allegations. Additionally, there were a small number

of tweets (n = 3) that dismissed marital rape. For example, a tweet stated that all married

women were free to be raped by their husbands.

The category on dismissal of feminist efforts included a number of tweets declaring femi-

nism as a “virus”, with 13% of the tweets including the word “feminazis”. Around 16% of the

tweets classified as dismissal of feminist efforts were also categorized as justifying VAW.

Machine learning models to predict misogyny

We ran the different types of machine learning models, separately for each outcome variable:

misogyny, sexual objectification, sexist abusive content, justifying VAW, dismissing feminist

efforts, threatening to harm, and asserting authority. For the analysis with misogyny as the out-

come variable, BERT performed the best [Table 1]. This was followed by the logistic regression

models (with TF-IDF unigrams). The Naïve Bayes had the lowest values of AUC as well as F1

score, for misogyny prediction.

Predicting online misogyny across tweets from 2018–2021 and examining

prevalence

We used the specifications from our best performing model to predict misogyny across the

large Twitter dataset of 30 million tweets. Each tweet in this dataset was classified as misogyny

or non-misogyny by this model. Overall, 1.6% of the geotagged tweets collected from India

included misogynist content.

We ran separate interrupted time series models with total number of misogynistic tweets,

and proportion of misogynistic tweets per 100000 tweets as the outcomes (Table 2). The vol-

ume of misogynistic tweets increased significantly by 30 times immediately after the onset of

COVID-19, with increasing trends in the following months between April 2020-December

2021. The proportion of misogynistic tweets per 100000 tweets also showed significant and

sustained increasing trends after the onset of COVID-19, relative to trends prior to the pan-

demic. However, there was a significant decrease immediately after the onset of COVID-19,

followed by the increasing trends.

Discussion

Digital social media portals are often signaled to be democratic public spaces. However, we

find that similar to the offline world, they are home to increasing gender inequalities. Our

study observes online misogyny on Twitter in India to be prevalent, with increasing trends

Table 1. Evaluation of different types of machine learning models for misogyny prediction.

Support

Vector

Machine

Naïve Bayes Logistic

Regression

Multi-layer

Perceptron

Neural

Network

BERT

Misogyny as outcome label

AUC F1 AUC F1 AUC F1 AUC F1 AUC F1

TF-IDF unigrams 95.68 70.20 73.74 39.07 96.78 70.39 95.00 62.38 - -

TF-IDF unigrams and bigrams 95.25 69.39 74.04 47.44 96.76 69.99 96.01 64.74 - -

All features (TF-IDF unigrams, bigrams, and linguistic- number of words and adjectives) 93.42 64.96 74.09 39.62 96.68 69.99 94.11 61.38 - -

Feature engineering with transformers - - - - - - - - 90.82 84.00

https://doi.org/10.1371/journal.pone.0292121.t001
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since COVID-19. Around 2% of overall daily tweets between 2018 and 2021 included some

form of misogynistic content. This translates to millions of misogynistic tweets every day,

given that around 20 billion tweets are posted daily on average. Our study draws attention to

online misogyny as a topic for gender research in India, a country where internet use is on the

rise and offline forms of gender-based violence are highly prevalent.

We find evidence in support of increasing trends in overall volume as well as proportion of

misogynistic content on Twitter since the pandemic. However, our results show an immediate

drop in the proportion of misogynistic tweets after the pandemic, followed by sustained and

significant growth in the next two years. This could be because of an increase in tweets related

to other relevant topics such as COVID-19, health services, and vaccines, right after the onset

of the pandemic. Nonetheless, the sustained increasing trend after the initial drop is worri-

some, and warrants further assessments of long-term changes. Our study contributes to the

existing literature that shows significant increases in other offline forms of VAW since the

pandemic.

We find that online misogyny exists in the form of sexual objectification, sexist abusive con-

tent, content that threatens to harm, asserts authority, justifies VAW, and dismisses feminism,

with sexual objectification and sexual abuse of women being the most common forms. Multi-

ple prior studies have shown online sexual harassment and victimization to be associated with

adverse mental and psychological consequences, particularly for young girls [44, 45]. Online

sexual harassment is unique compared to offline experiences in that individuals who are not

directly attacked by the abusers/social media users, are also exposed to the sexually charged

posts. In addition to causing mental distress, for young users of the Internet, exposure to such

content might cause endorsements of patriarchal beliefs that view women as sexual beings and

normalize VAW, leading to a continuation of the cycle of violence [46, 47]. While findings are

related to the online world, this is indicative of an ongoing acceptability of sexual harassment

in the country [48]. We find that sexual objectification related tweets also include content that

shame women for their real or presumed sexual activity. Our findings show that online abusers

often use women’s sexual autonomy as a weapon for demeaning and disrespecting them, fur-

ther perpetuating adverse gender norms that deny women sexual freedom.

Another manifestation of online misogyny is the dismissal of feminist efforts, and justifica-

tion of VAW. Resistance to advancement of gender equality is a common feature of the femi-

nist struggle, and like the offline world, it is evidently present in the Indian Twitter space. This

Table 2. Interrupted time series analysis to examine trends in misogyny prevalence pre and during COVID-19.

Outcome: Number of

tweets classified as

misogynistic

Outcome: Proportion of tweets

per 100000 tweets classified as

misogynistic

β (95% CI) β (95% CI)

Time since COVID-19 onset (β indicates

underlying pre-COVID-19 trend)

-0.05 (-0.06- -0.02) *** -0.03 (-0.11–0.05)

Intervention (β indicates level change

immediately following COVID-19)

30.85 (16.25–45.45) *** -215.64 (-275.29- -155.98) ***

Interaction term between time and intervention

(β indicates slope change, or sustained change

following COVID-19)

0.09 (0.05–0.13) *** 0.72 (0.57–0.86) ***

*p<0.05,

**p<0.01,

***p<0.001

https://doi.org/10.1371/journal.pone.0292121.t002
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‘backlash’ effect has been documented for offline movements, and it can take different forms

such as denial of the issue, derailing of conversation, rejection of men’s responsibility, and dis-

crediting of feminist activities [49]. Prior research has highlighted the disproportionate

amount of online misogyny and violence directed at women politicians, journalists, and

women engaging in feminist debate on Twitter. Our analysis did not classify tweets that were

directed at specific women, but we found many posts that included words such as “feminazis”,

and dismissed feminism as a “problem” and a “virus”. It is likely that such posts were directed

at individuals who engage in conversations related to feminism or gender equality. Denial of

the problem by focusing on fake rape allegations was another common theme across tweets

categorized as justification of VAW. Such content, in addition to spreading disinformation,

has the potential to widen digital gender inequalities by acting as triggering content for survi-

vors of gender-based violence.

Currently, there are no dedicated legislations in India against gender-based cyber violence

[50]. The laws protecting citizens from cyber hate do not specifically recognize sexist or misog-

ynistic trolling. Our findings show that along with strengthening of laws and regulations to

prevent online misogyny, shifting entrenched gender norms will be critical to achieving gender

equality in digital spaces. Norms-based interventions addressing gender-based violence in gen-

eral can consider inclusion of elements of digital violence in their programs.

In addition to providing insights on the prevalence and characteristics of online misogyny,

our work is one of the first attempts to detect misogyny across a very large dataset of tweets

from India. We tested multiple machine learning models, and found the pre-trained language

model, BERT, to be the best performing models. However, our analysis is limited to English

tweets only, and does not cover tweets in any Indian vernacular language. Future studies

should consider building multilingual models to provide improved insights related to misog-

yny on Twitter in India.

Our study has a few additional limitations. First, our findings are likely to have an urban

bias, representative of the English-speaking population, since our data was limited to English

tweets only. Next, this study only includes geotagged tweets from India, which constitutes

around 2% of the overall tweets. However, few prior studies have noted that the large number

of tweets created daily ensure the adequateness of geotagged tweets in being a good representa-

tion of overall Twitter conversations [51, 52]. Third, we examine the changes in prevalence of

misogyny before and after the start of the pandemic. We do not take into account other rele-

vant key events that might trigger changes in the amount of misogynistic expression. Finally,

our study focusses solely on the misogyny directed against women in India, and does not

cover transmisogyny or different intersectional categories as relates to race, ethnicity, age, and

sexual orientation. Future research should consider including these aspects, given that younger

individuals, and individuals belonging to minority groups are more likely to experience vio-

lence online [5].

Conclusions

The past couple of years have noted increasing activism against the growing levels of misogyny

on Twitter as well as other social media platforms. Our findings emphasize the need for inclu-

sion of digital violence in the broader policy discourse on gender-based violence; online

misogyny is a continuum of violence experienced by women in their offline worlds in India.

Aggressive and hateful tweets that target women in the country attempt to reinforce traditional

gender norms, especially those relating to idealized sexual behavior and framing of women as

sexual beings. Our study provides evidence on increasing trends of misogyny on Indian Twit-

ter, and emphasizes the utility of machine learning methods in examination of aspects related
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to VAW, which can support future research and development of interventions to make these

digital spaces equitable and welcome for women.
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51. Kinder-Kurlanda K, Weller K, Zenk-Möltgen W, Pfeffer J, Morstatter F. Archiving information from geo-

tagged tweets to promote reproducibility and comparability in social media research. Big Data & Soci-

ety. 2017; 4(2):2053951717736336.

52. Issa E, Tsou M-H, Nara A, Spitzberg B. Understanding the spatio-temporal characteristics of Twitter

data with geotagged and non-geotagged content: two case studies with the topic of flu and Ted (movie).

Annals of GIS. 2017; 23(3):219–35.

PLOS ONE Online misogyny on Twitter in India

PLOS ONE | https://doi.org/10.1371/journal.pone.0292121 October 25, 2023 13 / 13

https://doi.org/10.1002/sim.4780090917
http://www.ncbi.nlm.nih.gov/pubmed/2244082
https://doi.org/10.1186/s13034-019-0292-1
http://www.ncbi.nlm.nih.gov/pubmed/31462925
https://doi.org/10.1016/j.jadohealth.2013.03.030
http://www.ncbi.nlm.nih.gov/pubmed/23721758
https://doi.org/10.3389/fpsyg.2017.00466
http://www.ncbi.nlm.nih.gov/pubmed/28408891
https://doi.org/10.1371/journal.pone.0292121



