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This work focuses on providing a better understanding of the proppant enhancement process utilized in 

hydraulic fracturing of rock networks. During rock fracture enhancement, proppants (i.e., rigid particles), are typically 

mixed with a carrier fluid and injected into a fracture network that has been initiated/propagated by a ‘clean’ particle-

free fluid under pressure. Once introduced into an opened fracture, these proppant particles become confined between 

fracture faces once pressure is released and dissipates. This ‘propped’ material in turn provides a porous pathway for 

production fluid (e.g., hydrocarbons, cycled geothermal fluid) through the fracture network, improving productivity 

and/or yield. 

The design of proppant applications is commonly reliant on simplified particle-fluid behavior. Several of 

these simplifications and assumptions include taking proppant horizontal transport rate as equal to averaged Poiseuille 

flow velocity, basing settling behavior of particles on Stokes law, and considering slurry settling behavior to be 

analogous to that between smooth parallel plates. It has been observed however, that the variance between in-lab 
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versus field achieved performance can vary by upwards of 90 %. To evaluate potential causes for this discrepancy, 

this work focuses on modeling of field-realistic conditions with high accuracy, including in-flow behavior of 

concentrated proppant slurries and proppant behavior within realistically rough fracture openings. The investigation 

is performed using combined computational fluid dynamics with the discrete element method (CFD-DEM). This 

method provides a detailed micro-scale representation of the complex interactions exhibited by this two-phase system, 

allowing for extraction and measure of difficult-to-capture fluid-solid interactions. Both the unresolved and resolved 

implementations of this modeling method are used to explore the meso and micro-scale behaviors of proppant slurries. 

Findings reveal that complex particle clustering structures in flowing slurries can affect particle travel 

capacity and lead to variance from simplified slurry flow models. Proppant settling, flow, and transport within realistic 

rough fracture environments are also shown to exhibit notable fluid-particle-fracture surface interactions leading to 

significant variance from simplified modeling formulations that are based on smooth-walled domain behavioral 

simplifications. Overall, this work provides a greater understanding of proppant behavior in more field accurate 

conditions and contributes to better design considerations for future proppant treatments. 
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1 INTRODUCTION 

1.1 Research Motivation 

Two-phase, particle-fluid flow and transport is a subject of great interest to environmental and industrial 

practitioners. Hydraulic fracturing of rock reservoirs is one such sector, utilizing proppant particle-fluid injections for 

fracture enhancement projects.  

The hydraulic fracturing process has been utilized for over half a century after first being introduced in 1949 

[1]. Hydraulic fracturing aims to enhance a rock fracture system for more productive hydrocarbons recovery or 

improved fluid circulation and heat collection in geothermal energy systems. The general steps/stages of hydraulic 

fracturing with proppant enhancement are illustrated in Figure 1.1 and consists of [2,3]: 

1) A particle-free fluid is first pumped into a wellbore that has been drilled into a rock formation. This fluid 

is pumped with increasing pressure that eventually initiates and propagates fracture(s) within the formation. 

2) As fractures propagate, new rock formation areas become available, and the network of fractures expands. 

Continued and increased pumping maintains propagation and growth as some fluids are ‘leaked-off’ to the 

formation.  

3) A particle-laden fluid (proppant slurry) is then pumped into the fracture system.  

4) Once pumping is complete, the well is ‘shut-in’. Fluid continues to leak off and pressure reduces, leading 

to closure of the networks’ fractures. However, the fractures do not entirely close as the pumped in 

proppant particles become lodged between the faces and hold them open. 
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Figure 1.1: Diagram of hydraulic fracturing with proppant enhancement steps (images not to scale). a) Clean fluid 
injection to initiate and propagate fractures. b) Injection of proppant slurry into opened fractures. c) Closure of 

fracture about injected proppant particles. 

 

Proppant itself is typically natural sand or manufactured ceramic granules, though other manufactured proppant 

shapes and unconventional materials have also been utilized [4]. Examples of typical proppant particles used in 

industry are shown in Figure 1.2.  

 

Figure 1.2: CARBOLITE ceramic proppant. CARBO Ceramics Inc., n.d. CARBOLITE-450x450.png, image, viewed 
18 August 2021, Reprinted with permission from CARBO Ceramics Inc., 

<https://carboceramics.com/products/ceramic-proppant/carbolite-product-detail>. 
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A predominant carrier fluid used with proppant slurry enhancement is “slickwater”. Slickwater is a low 

viscosity fluid primarily consisting of water with a friction reducer or linear gel [5]. Slickwater treatments were noted 

to be the most utilized carrier fluid in fracture stimulation projects in the U.S. in 2004, accounting for approximately 

31.1 % of all treatments [5,6]. Despite slickwater’s poorer proppant carrying capacity due to its lower viscosity, it has 

the added advantages of causing lower formation damage, being more easily recyclable, and having potential greater 

cost savings than crosslinked gel carrier fluids [5]. 

The successful design of proppant enhancement projects requires a clear understanding of the slurry’s 

dynamics and interactions as it flows and settles within a rock fracture system. Past studies and in use practices have 

derived and utilized behavioral formulations for proppant flow and transport based on simplified assumptions and 

conditions, including: 

1) Evaluation of settling behavior based on Stokes law and/or derived from conditions that do not fully reflect 

an in-fracture geometry and flow state [7]. 

2) Horizontal transport of proppants is based on the mean flow velocity of the fluid [2,8].  

3) Fracture wall effects are treated the same as though walls were smooth parallel plates [7,9–12]. 

These assumptions however may be too much of an oversimplification and cause inaccurate modeling of true 

in-field slurry behavior. Specific areas of concern that may lead to deviation from these simplified evaluations include:  

1) Laboratory evaluation of slurry settling is typically performed in a quiescent or ‘creeping flow’ state [7]. 

Proppant injection however is a dynamic process and equivalence to quiescent settling behavior may be 

inaccurate in these flowing conditions. Further complex behaviors such as particle agglomeration are 

observed in slurry experiments which can cause further deviation from Stokes law-based settling behavior.  

2) Horizontal flow behavior of even fluid-only flow in rough fractures is complex and can lead to the 

generation of eddies at rough surface features [13–15]. The influence of this complex flow on particles is 

unclear and adherence to simplified horizontal transport behavior is equally uncertain. 

3) As mentioned above, fracture walls are not smooth and settling behavior between these rough boundaries 

is unlikely to be accurately modeled by the assumption of settling like that between smooth, parallel plates. 

The concerns of inaccurate representation of proppant behavior are realized in the real world, as the variance 

between laboratory and field observed conductivity can be 90 % or greater [4]. Resolving such significant 

discrepancies in performance requires an understanding of proppant behavior on a more realistic context.  
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1.2 Research Objectives 

The specific objectives of this study are to: 

1) Evaluate the occurrence of particle agglomerations (i.e., clusters) in flowing proppant slurries and the 

conditions that result in variances to agglomeration characteristics. 

2) Evaluate qualitative and quantitative clustering in flowing proppant slurries as well as their influences 

on slurry flow and transport. 

3) Evaluate the extents of influence that rough fracture features have on proppant conveyance and settling 

behavior as well as sensitivity to behavioral variance due to differing slurry and fracture characteristics 

(e.g., concentration, flowrate, aperture, degree of roughness). 

4) To evaluate adherence or deviation from simplified evaluations for above studied slurry evaluations.  

5) Evaluate the micro-mechanical causes of behavior variances. 

 

1.3 Research Approach 

In order to gain insight into flow and transport behaviors, as well as evaluate micro-scale interactions within 

proppant slurries, this two-phase system is modeled with computational methods in this work. Computational 

evaluations are noted to provide accurate, detailed representation of physical systems while allowing for broader 

problem considerations than possible with analytical approaches [16]. In addition, computational approaches have 

greater cost efficiency (both fiscally and timewise) compared to experimental approaches. Two of the more prominent 

approaches to evaluate two-phase, solids-fluid systems are two -fluid models (TFM) and coupled computational fluid 

dynamics with the discrete element method (CFD-DEM) [17]. In a TFM, the solids are represented as a second 

interpenetrating continuum phase with the surrounding immersive fluid [17,18]. The flow domain is discretized with 

cell size larger than the particle size, modeling the two continuum phases’ behavior using the averaged Navier-Stokes 

and continuity equations. While computationally less expensive than CFD-DEM, a TFM approach does present 

limitations. In a TFM approach, individual particles cannot be observed, only the characteristics of clusters [17]. 

Further, to represent maximum packing fraction conditions in the solids phase, an additional granular pressure term 

or ad-hoc method is needed [19]. By contrast, the CFD-DEM method tracks each particle individually and allows for 

detailed particle-scale information, including trajectories and forces acting on individual particles [18]. When particle 

interactions are described with soft (deformable) collisions that occur over a period of time, more than one particle 
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can be in contact at a time [17]. The CFD-DEM formulation approach is found to be appropriate for both dilute and 

dense phases in dynamic and quasi-static conditions. This detailed information and greater capability to represent the 

complex interactions between the fluid and each particle are important in evaluating the mechanisms occurring in 

these complex two-phase systems [18]. In practical application, Golshan et al. [20] found that CFD-DEM simulations 

were found to provide more accurate voidage and velocity distribution representation than TFM when compared 

against experimental results from the literature. Therefore, CFD-DEM is used in this work. 

Both the unresolved and resolved CFD-DEM methods (see Figure 1.3) are used in this work to evaluate the 

behaviors of proppant-fluid slurries. The unresolved method is selected to evaluate particle agglomeration capacity 

and behavior of flowing slurries. In this method, CFD cells are of larger size than the particles. The coupling between 

particles and fluid cells is evaluated with theoretical or empirically developed correlations [17]. The less refined CFD 

mesh makes the computation less expensive and more capable for evaluations containing large quantities of particles 

in larger-sized domains. Since clustering occurs when there is concentrated, numerous particles present and also since 

flowing, settling slurries can travel over long lengths (i.e., large domains), the unresolved CFD-DEM is considered 

the more appropriate option to study flowing slurry agglomeration behavior. 

The resolved CFD-DEM method is implemented for the study of particle slurry behavior in rough fractures. 

While the unresolved CFD-DEM approach can provide a geometric representation of large-scale roughness features 

relative to particle size, small-scale roughness and surface unevenness characteristics are not well captured. As 

discretized fluid mesh cell sizes are larger than individual particles for the unresolved CFD-DEM approach, typically 

by a factor greater than 1.5 [21], generating a CFD mesh that adheres to these fine roughness features is not realistic. 

The possible narrowness of an aperture while maintaining an adequately resolved mesh across the opening is also 

greatly limited due to the largeness of the CFD cells. Small scale roughness features however may play an important 

role in proppant behavior within rough fractures, especially for flowing proppant slurries and at a narrow aperture. 

Various works [13–15] have demonstrated the development of eddies at rough surface features that affect fluid-only 

flow behavior within fractures. Works that specifically examine these small-scale roughness impacts on proppant 

flows are not present in the current literature to the author’s knowledge.  

As CFD cells are of size smaller than the particle in the resolved method, fluid mesh adherence to surface 

features smaller than particle size is possible, thus providing capability to study the influence from these features. 

Fluid interaction with particles is also better represented in the resolved method compared to the unresolved method 
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[17]. Whereas unresolved CFD-DEM utilizes correlative empirical and theoretical relationships to model fluid-particle 

interactions, resolved CFD-DEM evaluates fluid interaction about the individual particles’ surfaces [17,22]. 

Unfortunately, the higher mesh resolution utilized with the resolved method makes it only practical for simulations 

containing at most a few hundred particles [17].  

To generate rough fracture surfaces to use with the resolved CFD-DEM simulations, a spectral method is 

employed that uses quantitative roughness parameters that describe both the textural and asperity feature height 

roughness characteristics. A more in-depth explanation of both the resolved and unresolved CFD-DEM methods, as 

well as generation of synthetic fracture surfaces, is presented in Chapter 3. 

 
Figure 1.3: Diagrams of unresolved and resolved CFD-DEM implementations. 

 
1.4 Dissertation Organization 

This dissertation is prepared as a paper-based dissertation. The different chapters are comprised of excerpts 

of submitted or published works in peer-reviewed journals. The organization of the subsequent chapters for this 

dissertation are as follows: 

Chapter 2 presents background and literature review relating to proppant enhancement, particle fluid 

behaviors, and rock surface roughness description. 

Chapter 3 presents details regarding the CFD-DEM methodologies and properties employed in this study. 

Processes utilized in the generation of synthetic fracture surfaces are also presented.  

Chapter 4 provides information regarding model verification and validation steps taken to evaluate the fitness 

of proposed methods for use in the study. 
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Chapter 5 presents an evaluation of flowing proppant slurry behavior focusing on agglomeration capacity 

and influences on proppant flow and transport.  

Chapter 6 presents an evaluation of proppant flow and transport within rough fractures, focusing on rough 

fracture influence on neutrally buoyant particle slurry flows. This evaluation includes studying the impact of complex 

flow behavior induced by rough fracture surfaces and particle-fracture interaction influence on injected slurry behavior 

compared to smooth wall fracture behavior. 

Chapter 7 presents an evaluation of settling slurry behavior in quiescent and flowing states in both smooth 

and rough fracture settlings. Proposed quiescent settling behavior formulation to incorporate additional attenuation 

from rough fracture surfaces is also presented. 

Chapter 8 summarizes conclusions and future directions for this research.  
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2 BACKGROUND AND LITERATURE REVIEW 

2.1 Background  

This section provides a background of particle-fluid behavioral understanding relevant proppant flow and 

transport considerations. Background information of rock surface roughness measurement is also presented. 

 

2.1.1 Single Particle Settling Behavior 

As initially demonstrated by Stokes, a single particle moving in a viscous fluid will experience a drag force 

proportional to the particle’s size, speed, and viscosity of the surrounding fluid [23]. In the case of a particle settling 

in an infinite fluid, the force of gravity and buoyancy balances with this drag force and results in the particle achieving 

a terminal settling velocity (𝒗௧) [24]: 

𝒗௧ = ඨ 
4

3

𝒈𝑑

𝐶

ቆ
ρ௦ − ρ

ρ

ቇ                                                              (1.1) 

with ρ௦ equaling the particle’s density, ρ equaling the fluid’s density, 𝑑 is the particle’s diameter, 𝒈 equaling gravity, 

and 𝐶  equaling the coefficient of drag.  Within the Stokes regime (i.e., 𝑅𝑒 <<1) 𝐶  can be evaluated as 𝐶 =

24/𝑅𝑒, where 𝑅𝑒 is the particle Reynolds number, expressed as: 

𝑅𝑒 =
ρ𝑑|𝒖 − 𝒗|

μ
                                                                 (1.2) 

here, 𝒖 is the fluid’s velocity, 𝒗 the particle’s velocity, and 𝜇 is the fluid’s dynamic viscosity. The Reynolds number 

itself is a dimensionless value that represents the ratio of inertial forces, in this case from the relative particle motion, 

to viscous forces from the fluid [17]. Outside of the Stokes regime, as inertial effects become more influential, 𝐶 is 

empirically determined.  An approximation of 𝐶 presented by Dalla Valle [25] is expressed as: 

𝐶 =  ቆ0.63 +
4.8

ඥ𝑅𝑒

ቇ

ଶ

                                                            (1.3) 

Further, the force of drag on the particle (𝑭ௗ) can be found by: 

𝑭ௗ =  𝐶

𝜋

8

𝜇ଶ

ρ

𝑅𝑒
ଶ                                                             (1.4) 

As indicated by Barbati et al. [3], maximum values for 𝑅𝑒 in proppant slurries are approximately 100 or less. This 

range, along with the empirically determined values of 𝐶 and the approximation by Dalla Valle [25] for spherical 

particles is shown in Figure 2.1.  
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Figure 2.1: Empirical evaluation of coefficient of drag from Rouse [26] and approximation of coefficient of drag per 

Dalla Valle [25] for spherical particles. Range of 𝑅𝑒 values for proppant slurries per Barbati et al. [3] also 
indicated. 

 

2.1.2 Hindered Settling Rates Due to Particle Volumetric Concentration Effects  

Particle settling behavior is complicated when present in dense particle concentrations due to the enhanced 

particle-particle and particle-fluid interactions [27]. These complex interactions can lead to hindered settling behavior 

in some suspensions. Various researchers have determined formulations to describe the average reduction in particle 

settling rate due to this attenuation. Several of these formulations are expressed in Table 2.1. Here the ratio for average 

terminal settling velocity of particles in a concentrated slurry (𝒗) to terminal settling velocity of a single, unrestricted 

particle (𝒗௧) is expressed as 𝑓. 𝐶 is the particle volumetric concentration in the slurry.  
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Table 2.1:Attenuated settling rate from concentration effects formulations 

Formulation* Author(s) Exponent Values 

𝑓 =
௩

௩
=  (1 − 𝐶)    (2.1) Richardson and 

Zaki [28] 
𝑛 = 4.35𝑅𝑒

ି.ଷ for 0.2 < 𝑅𝑒 < 1 

𝑛 = 4.45𝑅𝑒
ି.ଵ for 1 < 𝑅𝑒 < 200  

𝑓 =
௩

௩
=  2.37𝐶ଶ − 3.08𝐶 + 1    (2.2) Gadde et al. [29] n/a 

𝑓 =
௩

௩
=  (1 − 𝐶)    (2.3) Garside and Al-

Dibouni [30] 
𝑛 =

5.09 + 0.2839𝑅𝑒
.଼ 

1 + 0.104𝑅𝑒
.଼  

𝑓 =
௩

௩
=  (1 − 𝐶)    (2.4) Novotny [31] 

𝑛 = 5.5 for 𝑅𝑒 ≤ 2 
𝑛 = 3.5 for 2 < 𝑅𝑒 < 500 

 

*Ignoring boundary influences. 
 

  

2.1.3 Wall Effects 

Proximity to boundaries also causes additional attenuation in particle settling rate. Most past studies and in 

use proppant modeling approaches assume slurry settling can be adequately modeled by assuming smooth-surfaced 

fracture walls and their associated influences [7,32]. Many researchers have evaluated wall attenuation effects on 

particle settling [33,34], including specific focus on proppant settling attenuation due to wall effects [29,31,35,36]. 

Liu and Sharma [35] in their experiments of particle settling rates between smooth walls in water concluded that wall 

effects are mostly unimportant until fracture opening width was 10 % to 20 % larger than the particle diameter. It is 

noted that Liu and Sharma’s attenuation results in low viscosity fluids are more subdued than other researchers’ 

reported experimental findings for settling particles between smooth walls (e.g., Tachibana and Kitasho [37]; 

Miyamura et al. [38]). In a study by Novotny [31] on proppant particle settling in fractures, they presented a wall 

effect reduction factor (𝑓௪), that describes the attenuated settling rate of a particle due to wall effects (𝑣௪) relative to 

that of an unbounded particle (i.e. 𝑣௪/𝑣௧), as: 

𝑓௪ =
𝑣௪

𝑣௧

=  1 − 0.6526 ൬
𝑑

𝑎
൰ + 0.147 ൬

𝑑

𝑎
൰

ଷ

− 0.131 ൬
𝑑

𝑎
൰

ସ

− 0.0644 ൬
𝑑

𝑎
൰

ହ

 𝑓𝑜𝑟 ൫𝑅𝑒 < 1൯             (2.5) 

𝑓௪ =
𝑣௪

𝑣௧

=  1 − ൬
𝑑

2𝑎
൰

ଷ
ଶ

, 𝑓𝑜𝑟 ൫𝑅𝑒 ≥ 100൯                                                    (2.6) 

Novotny noted good agreement between their attenuation approximation and laboratory measured settling results. 

In addition to attenuated settling effects, confinement between two parallel walls can cause variance in 

horizontal particle velocity depending on aperture (i.e., mechanical aperture, 𝑎) to particle size (i.e., ratio of 𝑑/𝑎). 

Staben et al. [39] performed numerical simulations of particle transport within a smooth-walled domain with varying 
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𝑑/𝑎 ratios. Their results were later experimentally validated by Staben and Davis [40]. The work of Staben et al. and 

Staben and Davis were performed at small Reynolds number flows where the Reynolds number for flow between 

parallel plates (𝑅𝑒||) is defined as: 

𝑅𝑒|| =
2ρ𝒖ഥ𝑎

μ
                                                                              (2.7) 

As slickwater proppant flows are at typically higher rates, Blyton [41], presented particle transport behavior 

for 𝑅𝑒|| = 1000 and 2000 in their work. Deviation in behavior for these higher flow rates as aperture narrowed was 

reported by Blyton and attributed to reduced wall retardation with increased inertial effects with these higher flow 

rates. Figure 2.2 shows combination of the results reported by Staben et al. [39], Staben and Davis [40], and Blyton 

[41]. Curves for Staben et al. [39] and Blyton [41] are from linear extrapolation between result values presented in 

those works. Extracted values from Staben and Davis [40] are for an averaging of data points from particles located 

from a normalized position (i.e., particle centroid position divided by mechanical aperture) of 0.45 to 0.55 within their 

smooth wall tests for both the blunted and angled channel entrance results presented in that work.  

 

 
Figure 2.2: Particle diameter to fracture mechanical aperture ratio (i.e., 𝑑/𝑎 ratio) versus average particle velocity to 

mean fluid velocity ratio (i.e. 𝒗ഥ/ 𝒖ഥ ) results from Staben et al.[39], Staben and Davis [40], and Blyton [41]. 

 
Liu [42] and Liu and Sharma [35], in their experimental work of particles flowing between parallel walled 

slots found similar results to those reported by Staben et al. [39].  

Staben et al. [39] and Staben and Davis [40] also evaluated average multiparticle conveyance behavior for 

particles between varying apertures. Numerical evaluation from Staben et al. [39] were based on a uniform 
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concentration of particles within a channel’s aperture and empirical values from Staben and Davis [40] were taken 

from the averaged measured particle velocities of particle solutions injected into their experimental channel. Figure 

2.3 shows the simulated and experimentally validated findings from these works. As can be seen in Figure 2.3, good 

agreement was found between the simulated and experimental results. 

 

Figure 2.3: 𝑑/𝑎 ratio versus multiparticle 𝒗ഥ/ 𝒖ഥ  findings from Staben et al. [39] and Staben and Davis [40]. 

 

There exists very limited literature on the effects of fluid flow itself on particle settling when confined within 

narrow slots with flow rates beyond the Stokes regime. Liu and Sharma [35] presented the results of three tests for a 

particle settling in flow within a slot and indicated that particle settling velocity was not affected by the flow condition 

within the confined slot. Others however have noted variance in particle behavior in flowing conditions and within 

close proximity of a boundary. Wham et al. [43] numerically evaluated the drag on a fluidized particle centered within 

cylinders at varying Reynolds number values (up to 100) and various particle diameter to cylinder diameter ratios. 

They found that in cylinders with larger relative diameters to particle size, increases in Reynolds number corresponded 

with a rapid increase in the drag. Additionally, at like Reynolds numbers, a decrease in the cylinder diameter relative 

to particle diameter caused the fluid wake trailing the particle to shrink (suppressing the wake formation size). In a 

study of wall effects on spheroid particles within cylinders, Kishore and Gu [44] likewise found that increased 

confinement, while maintaining the same Reynolds number flow, suppressed the trailing wake size. Additionally, they 

noted that with this increased confinement and like Reynolds number flow conditions, an increase in the pressure 

coefficient was observed about the spheroids’ bodies. Thus, the studies by Wham et al. [43] and Kishore and Gu [44] 

do imply that the influence of flow on a confined body can be significant. Still, as these investigations focused on 
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evaluating stationary bodies, a detailed understanding of the influence of these effects on bodies sedimenting while 

confined is unclear. 

 

2.1.4 Rough Rock Surface Description as Fractals 

Fractals have been shown to provide a topographical description of fractured rock surfaces [45,46]. A fractal 

can be described as a shape that topologically exists between Euclidian spatial shapes such as lines, surfaces, and 

cubes, i.e. between 1-D, 2-D, and 3-D [47,48]. Majumdar and Bhushan [48] elaborate that measurement of objects 

defined at Euclidian spatial designations, i.e., integer values, does not vary based on the unit of measure. In general 

terms, the measure of a shape, 𝑀, of Euclidian space, 𝐷, is expressed as: 

𝑀 =  𝑅                                                                                (2.8) 

where R is the linear ruler’s length. In this case, the size of 𝑅 is irrelevant, as it will always sum to the total shape 

dimension.  Fractals, such as rock surface topology, are expressed with spatial dimensions, 𝐷, that lies between these 

Euclidian space integer values, i.e., are represented by fractional or fractal dimensions. Typical rock surfaces have 

fractal dimensions ranging from 2.0 to 2.5 [49–51]. Smaller fractal dimensions correspond to smoother surfaces and 

increasing fractal dimensions indicate increasing textural roughness. Respective profile fractal dimension, 𝐷 , 

relating to a surface fractal dimension, 𝐷௦௨ , can be expressed as [49]: 

𝐷 = 𝐷௦௨ − 1                                                              (2.9) 

Fractal dimension provides spatial correlation of the surface roughness features, however standard deviation, 

i.e., root-mean-square (RMS), of surface asperity heights is also needed to describe local height distribution about a 

mean value [49,50]. It is additionally noted that measured values of fractal dimension have been shown to be 

insensitive to RMS for certain fractal dimension measurement methods [52].  

Classic examples of fractals, such as the Koch curve, have ‘self-similar’ characteristics. Self-similarity means 

that when a subsection of the shape is magnified isotopically in all directions, the subsection is statistically identical 

to the shape as a whole [53]. Rock fracture surfaces, particularly at the scales of interest for this study, have been noted 

to have ‘self-affine’ characteristics [46,47,52]. Self-affine fractal sets differ from self-similar sets in that a magnified 

subsection will only appear statistically identical if magnified at differing scales for the dimensions parallel and 

perpendicular to a surface [53].  
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Various methods for synthetically generating fractal surfaces exist including, but not limited to, displacement, 

Weierstrass-Mandelbrot equation-based, and spectral synthesis (also called Fourier filtering) methods [54,55]. Brown 

[50] proposed a spectral synthesis-based method for the generation of realistic rock surfaces. For Brown’s method, 

surface asperity height features, 𝜆, are described based on a probability density function, 𝑔(𝜆), such as Gaussian 

distribution: 

𝑔(𝜆) =  
1

𝑠√2π
𝑒

ି
ఒିఒೌ

ଶ௦మ                                                                     (2.10) 

where 𝑠 is the standard deviation, i.e. RMS, of the asperity height features and 𝜆 is the mean surface height value.  

The spatial correlation of roughness features, i.e., its textural description, is expressed by an autocorrelation 

function or the equivalent Fourier transform of that function, the power spectrum [50]. Power spectrum is constructed 

by decomposing the spatial series into sinusoidal parts, including each component’s phase, wavelength, and amplitude. 

Plotting of the components’ inverse wavelength, i.e., wavenumber, versus the squared amplitude (i.e., power) results 

in the power spectrum. Specific normalization of the power spectrum results in the power spectral density (PSD). 

Power spectral density function, 𝐺(𝑘), for rock fractures have been shown to exhibit decreasing power law behavior 

expressed by [50]: 

𝐺(𝑘) = 𝐵𝑘ି∝                                                                                    (2.11) 

with 𝐵 equaling the proportionality constant, 𝑘 equaling the wavenumber, and  ∝ equaling the power-law exponent. 

When plotted in log-log scale, the function is linear in appearance where, 𝐵, is the intercept of the power spectrum 

line and −∝ is the slope. The relationship between fractal dimension and the slope, ∝, is found to be 𝐷௦௨ = (7−∝

)/2 for rock fracture surfaces and 𝐷 = (5−∝)/2 for profiles [50].  

Asperity height RMS values are noted to relate to considered rock length or window size and fractal 

dimension by [49,53,56,57]: 

𝑅𝑀𝑆(𝑤) = 𝐴𝑤ଶି                                                                             (2.12) 

where 𝑤 is the considered window size length and 𝐴 is an amplitude parameter. Further discussion of determining 

RMS heights for rock surfaces as utilized in this work are presented in Chapter 6 (section 6.2.1).    
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2.2 Literature Review 

This section focuses on current understanding and in use practice of evaluating proppant behavior within 

fractures. Specific discussion of proppant transport mechanisms, clustering of particles within proppant slurries, and 

fracture wall influences are included. 

 

2.2.1 Proppant Transport Mechanisms 

Early study into the mechanisms that lead to proppant transport within a fracture mostly point to the concept 

of critical equilibrium bed height [9,10,58,59].  In this mechanism, particles gradually settle within the fracture domain 

until a point is reached where the reduced flow cross-sectional area above the bed leads to a critically high fluid 

velocity, causing re-fluidization of upper mound particles and progressing particle travel down fracture. This has also 

been described as ‘bed-load’ transport [8,11,60]. One of the earliest studies of this mechanism is from Kern et al. [9]. 

For their study, sand slurries were injected into a 0.56 m x 0.19 m x 0.00635 m experimental slot fracture. As described 

above, mounding of sand particles was observed within the slot till a critical mound height was achieved, at which 

point, down fracture sand transport re-initiated. Many others have built upon the study of ‘bed-load’ transport in this 

context, most notably including Babcock et al. [10], Patankar et al. [58], and Wang et al. [59]. 

The importance of bed-load contribution to proppant particle transport at field scale though has been 

questioned by other researchers based on empirical and analytical evaluations. In evaluating contributing mechanisms 

of proppant particle transport in low viscosity fluid slurries (e.g., bed load, viscous drag of suspended load, and 

turbulent load transport) Biot and Medlin [60] and Medlin et al. [11] concluded that viscous drag of suspended particles 

was the only significant transport mechanism in field scale proppant transport. The significance of viscous drag load 

was also emphasized by McClure [8], who evaluated laboratory transport behavior and provided comparisons to 

sediment and pipeline slurry transport relationships. McClure [8] noted that in the great majority of field proppant 

treatments, required conditions for dominant contribution of bed-load transport are not met. Further, it was emphasized 

that experimental correlations of bed load transport capacity do not appear to scale with in field fracture heights. Biot 

and Medlin [60] additionally commented on ‘stimulated’ turbulence’s influence at injection perforation points, noting 

that it “dies out very rapidly away from the entrance”, and “is not an important factor in fractures of much length” so 

therefore “…natural and stimulated turbulence can be ignored as a transport mechanisms”.   
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 Assessment of suspended particle conveyance in flow is simplified in some evaluations, modeling transport 

based on the quiescent settling behavior with the horizontal flow based on the fluid’s mean velocity [2,8,29]. Figure 

2.4 shows a diagram of simple travel and settling behavior following these assumptions [2,8].  

 

 

Figure 2.4: Simplified particle transport evaluation and travel distance for proppant injection. 

 

The distance that a proppant particle travels before deposition due to gravity can be estimated as [2,8]: 

𝐿 =
𝑽𝐻

𝑽௩

                                                                              (2.13) 

where 𝐿 is the maximum distance traveled by the upper injected particle, 𝑽 is the horizontal mean flow velocity, 𝐻 

is the height of the fracture, and 𝑽௩ is the particle settling velocity, which can be taken as the hindered settling rate.  

 

2.2.2 Clustering in Concentrated Slurries 

Influences from complex particle-fluid interactions within suspended, concentrated slurry loads and their 

impacts on transport is further of concern. Some studies have noted that particle agglomeration (i.e., clustering) can 

cause variance from the attenuated settling behavior discussed in subsection 2.1.2 [2,8].  

Kirkby and Rockefeller [61] performed evaluations of sedimenting proppant slurries in an annular slot 

apparatus (constructed from two plastic cylinders of different diameter) under non-flowing conditions. They noted 

that particle clustering with enhanced sedimentation rates was observed for typical proppant slurry particle volumetric 
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concentrations. McMechan and Shah likewise noted for several of their large slot experiments with quiescently settling 

proppant slurries that formation of clustered sand particle groups were observed with higher settling rates than non-

clustered particles. Luo and Tomac [62], from their quiescent settling slot experiments, found that agglomerations 

were more prevalent in narrower wall aperture slots with higher particle volumetric concentration slurries in 

quiescently settling slurry slot experiments. Further, agglomerations lead to higher overall settling rates in both smooth 

and rough wall slot experiments.  

Though the above illustrates the clustering capability and influence of concentrated particle slurries in static 

states, the prevalence and influence in flowing states is less agreed upon. Liu and Sharma [35] observed proppant 

particle clustering in concentrated, quiescently settling slurries for their vertical slot fracture experiments, but noted 

that particle clustering was insignificant for flowing slurries. It is noted that Liu and Sharma do not specify what 

flowing slurry concentrations were evaluated for clustering occurrence. Additionally, only visual video image analysis 

appears to have been used in determining the occurrence or absence of clustering. This method can become unreliable 

as particle concentrations increase and lead to visual obscuration [63]. Other vertical fracture slot experiments do note 

clustering in flowing slurries. In work looking at proppant injection in a vertical slot model, Kadhim et al. [64] noted 

proppant clustering occurring in early sections of the slot during the initial stage of the injection process. Additionally, 

Clark et al. [65] performed experiments with flowing slurries in a 4-ft × 12-ft vertical fracture slot model and noted 

that particles tended to travel as clusters. Clusters were observed for particle concentrations above 0.5 lb/gal in both 

Newtonian and Non-Newtonian fluids. In a follow-up study by Sievert et al. [66], it was again noted that in proppant 

slurries with non-Newtonian fluids, particles tended to flow more as clusters than as individual particles. Recent 

flowing slurry slot experiments by Ma and Tomac [67] also found that agglomeration formation was promoted with 

increasing slurry proppant volumetric concentration. 

Numerical simulation work by Tomac and Gutierrez [68] further comment on the importance of lubrication 

effect in the formation of clustering bodies for proppant slurries. As rebound is dampened due to the lubrication effect 

between submerged colliding bodies, particles were noted to be more prone to remain adjacent to each other and form 

clustering groups.  Zhang et al. [69] performed a numerical simulation study of particles settling in quiescent 

conditions as well as horizontal flow behavior between rough and smooth walls at low concentration. This work also 

pointed to instances of clustering between particles due to particle-particle and particle-wall interactions.  
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Outside of the commentary on clustering in proppant transport studies, observation of particle clustering 

phenomena has been noted in other non-quiescent fluid-particle systems. In simulations of flowing particles, Farhan 

et al. [70] found that clustering shape was found to be influenced by the Froude number (ratio of inertial to gravitational 

forces) and Stokes number (ratio of particle’s momentum response time to the flow-field time scale) [24,70]. Variance 

in these values led to different particle ‘chain-like’ and ‘curtain-like’ shaped clustering. Graham and Steele [63] and 

Graham and Bird [71] performed experimentation in a homogeneous shear flow apparatus to study motion and 

interaction of spherical, nearly neutrally buoyant, concentrations of particles due to hydrodynamic forces. Continuous 

cluster formation and destruction was observed in both dilute and concentrated suspensions, with increasing particle 

concentration leading to larger cluster formation. Additionally, increases in Reynolds number, via increased shear rate, 

led to slightly decreased cluster size. As touched upon earlier, Graham and Steele [63] additionally point out that direct 

observation of clusters in concentrated suspensions was infeasible in their work. Again, this is due to concentrations 

above approximately 5 % causing visual obscuration. To overcome this visual obstruction, observations for Graham 

and Steele’s [63] work were done by utilizing transparent particles with a smaller fraction of opaque particles 

intermixed. Cluster sizes were then able to be determined based on the experimental data combined with information 

theory and the Maximum Entropy Principle.  

Clustering has also been observed in hydraulic fluidization experiments. An example is observed in 2-D, 

liquid-solid fluidized bed experiments performed by An et al. [72]. The study utilized poly-formaldehyde and ceramic 

particles with densities of 1420 kg/m3 and 2670 kg/m3, respectively, using water as the carrier fluid. It was noted that 

many of the particles were observed to move upward in clustered groupings, mostly forming horizontal strands of 

particles oriented perpendicular to the flow. 

The question remains though, how can clustering particles affect flowing slurry behavior? Investigation of 

horizontal slurry flows by Campbell et al. [73] noted unexpected observation of downward acting force in their 

experiments. For that study, 0.5 and 1 mm glass bead and water slurries with mean concentrations between 17 to 40 % 

were circulated through a slurry pipe loop. Pressure probes included at the top, bottom, and an intermediate moveable 

probe within the pipe were used to measure pressure differentials. The experiments found a positive pressure gradient, 

leading to downward forces at intermediate regions of the particle slurry flow. Downward forces due to the developed 

pressure gradient were hypothesized to be due to a Bernoulli effect. The Bernoulli effect was caused by a negative 

concentration gradient, i.e., higher concentration transitioning to lower in the positive vertical direction, leading to 
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correspondingly higher fluid velocities overlain by lower velocities through the varying particle porosities. From the 

Bernoulli principle, this results in higher pressures in the slower moving fluid, over lower pressures in the faster 

moving fluid below. This is believed to be the cause of the generated downward acting force. Based on this, since 

non-homogeneous concentration distributions are seen to occur in dense, clustering slurries, it may be possible for 

upward or downward acting pressure gradients to occur for these cases as well.  

2.2.3 Fracture Wall Influences on Slurry Flow and Transport 

Influences on quiescently settling proppant slurries within rough fracture domains have been commented on 

in the past by various researchers. Experimental results from Novotny’s [31] work also included observation of particle 

settling behavior between both a smooth Lucite walled slot and a rough walled slot made from fractured calcium-

carbonite. They indicated that their proposed wall attenuation factor (see subsection 2.1.3) adequately described 

attenuation effects for both the smooth and rough walled slot experiments 

Others have noted contrary observations. Liu and Sharma [35] and Liu [42] in their evaluation of particle 

settling through rough slots concluded that settling was substantially hindered by rough walls. In experiments within 

a slot with one side consisting of a 3D printed rough surface, Luo and Tomac [62] found that particles became trapped 

in narrow, rough fracture slots. Investigations from Alotaibi and Miskimins [74] looked at effects from roughness by 

using a computerized drill bit to form rough surfaces on Plexiglas. Friction from the slot walls was believed to slow 

particle settling velocity.  

Effects on settling and conveyance of proppant particles flowing within rough fractures have also been 

commented on in past studies. Liu and Sharma [35] and Liu [42] in evaluating proppant flow through their rough slots 

commented that roughness severely retarded the proppant’s velocity. Injected fluid fingering, i.e., diverged channeling,  

was also noted to develop in highly rough fractures. On experiments specifically evaluating the behavior of a single 

particle through a rough fracture, Liu and Sharma [35] and Liu [42] concluded that horizontal particle velocity was 

hindered within the rough wall fractures with velocities much lower than those between smooth-walled fracture 

configurations. While lower velocities were presented for all tested mechanical apertures in the ‘large roughness’ 

surface configuration in Liu and Sharma’s [35] and Liu’s [42] work, it is noted here that the ‘small roughness’ 

configuration shows an increased velocity compared to the smooth walled fracture at the largest comparative 

mechanical aperture in that work. The increased relative velocity for the ‘small roughness’ data point was not 

commented on in either works by Liu and Sharma [35] or Liu [42]. A set of experimental investigations by Huang, 
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Babadagli, and Li [75]; Huang, Babadagli, Li, and Develi [76]; and Huang, Babadagli, Li, Develi, and Zhou [77], 

using rough vertical fractures constructed from transparent castings of fractured rock samples noted highly uncertain 

proppant transport occurs in rough fractures with distorted flow fields through rough fractures. Proppant behavior was 

noted to be ‘totally different’ than that within a smooth walled fracture. It was further noted that roughness can cause 

a reduction in both horizontal and vertical velocity of proppant particles and that the rough nature of a fracture could 

cause enhanced proppant deposition. Roughness features were noted to lead to particle-wall contacting which caused 

interruptions in particle conveyance behavior. Further, proppant bridging, i.e., jamming, was noted to occur within 

rough fractures leading to significant disturbance in the flow of proppant past these clusters of jammed particles. 

Raimbay et al. [78] performed experimentation on proppant transport through horizontal fractures with transparent 

castings of several fractured rock samples. Their findings concluded that proppant transport varied based on the surface 

characteristics of the rock, controlling both flow path of fluid as well as stability of proppant placement. Fracture slot 

experiments by Kadhim et al. [64] also found that roughness more greatly impacted settling velocity than horizontal 

velocity, pointing to proppant mounding heights within their fracture experiments. 

Numerical evaluations have been performed to determine proppant behaviors between rough walls. Huang 

et al. [79] performed simulation of slurry flow and transport in rough fractures using a multiphase computational fluid 

dynamics (CFD) approach. Roughness, in this case, was modeled as an applied drag force at near-wall flow and found 

that horizontal, parallel to flow, transport, and vertical settling rates were attenuated. With this approach, however 

actual geometric roughness features’ impact on granular, flowing material does not appear to be well represented. In 

2-D simulations of particles within rough fractures using unresolved coupled computational fluid dynamics with the 

discrete element method (CFD-DEM), Zhang et al. [69] concluded that increased wall-particle and particle-particle 

contacting led to more greatly hindered transport. In 3-D unresolved CFD-DEM simulations of particle flows in rough 

fractures, Wang et al. (2020) found that flow vortices generated between rough surfaces (with rotational axis normal 

to the surface walls) caused entrapment of particles leading to higher particle-wall and inter-particle interactions. This 

higher interaction was observed to lead to loss of kinetic energy and greater particle deposition.  Suri et al. (2020) 

found in their unresolved 3-D CFD-DEM simulation of proppant slurry in rough fractures that vorticity between 

fracture walls led to greater particle suspension with greater horizontal transport.  

Others have provided insights into fluid-only flow behavior between rough rock surfaces. Early 

investigations into flow effects due to rough surfaces in fractures were provided by Tsang [82] and Brown [49]. Both 
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works pointed to deviations from smooth-walled flow behavior that was attributed to the tortuosity of flow paths 

within the fracture. Briggs et al. [15] synthetically generated 2-D rough fracture openings to evaluate fluid flow 

through rough fractures. Root-mean-square (RMS) asperity height of 1 mm was applied for all rough surfaces. Eddies 

developed within the rough features at rock surfaces boundaries, with higher eddy volumes in fractures with higher 

fractal dimension (i.e. higher textural roughness).  Eddy size was found to increase rapidly while progressively 

increasing Reynolds number value at smaller magnitudes, i.e. Re|| ~O (1). Less rapid growth of eddies at higher 

magnitude Reynolds number values was also noted. The reduced growth rate was attributed to increasing flow through 

the fracture constraining greater development. Briggs et al. [15] further noted that eddy formation resulted in reduced 

‘hydraulic aperture’ within fractures, with rougher fractures having lower hydraulic aperture values overall. Hydraulic 

aperture (𝑎௬ௗ) is expressed as a varied form of cubic law by [15,49,83]: 

𝑎௬ௗ = ቌ−
𝑄௫12𝜇

𝐻

1

ቀ
𝑑𝑝
𝑑𝑥

ቁ
 ቍ

ଵ/ଷ

                                                                (2.14) 

where 𝑄௫ is the volumetric flow rate and 
ௗ

ௗ௫
 is the pressure gradient along the length of the fracture, i.e. parallel to 

flow direction. As pressure gradient increases due to the influence of rough fracture surface effects, mechanical 

aperture (𝑎), the physical mean distance between fracture faces, no longer satisfactory describes through fracture flow 

with cubic law and utilization of 𝑎௬ௗ is needed.  

Apart from textural complexity, which is described by fractal dimension, heights of asperity features are also 

of concern for fluid flow behavior. Zhang et al. [84] investigated the effects of varying asperity heights on flow within 

2-D synthetic rough fractures by varying RMS asperity height values. It was found that this varying degree of asperity 

height contributed to largely altering the velocity and pressure behavior in rough fractures compared to smooth-walled 

fractures. Fluid flow became more torturous with increasingly asymmetric with increased asperity heights and 

narrowing fracture aperture. Zhang et al. [84] also found that the ratio of the hydraulic aperture to the mechanical 

aperture increased for rough fractures as mechanical aperture increased, however the ratio decreased for relatively 

smooth fractures when mechanical aperture increased. 
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2.3 Concluding Remarks 

It is clear from the above literature review that areas of proppant slurry behavior in field realistic conditions 

have contradictory findings and/or are lacking in the literature. The influence of clustering on proppant slurries in 

flow, roughness influences on proppant flow, and roughness effects on proppant settling behavior all warrant more 

comprehensive consideration. As discussed in the Introduction, both unresolved and resolved CFD-DEM approaches 

are considered in this work to provide greater insight into these topics. The following chapter discusses these methods 

in more detail.  
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3 METHODOLOGY 

3.1 Fluid-Particle Computational Modeling with CFD-DEM 

The below sections detail the computational approach of DEM, CFD and their coupling for both unresolved 

and resolved implementations. 

 

3.1.1 Discrete Element Method (DEM) 

To provide spatial and temporal resolution of individual particles' motion within the slurry, LIGGGHTS 

DEM modeling software package [85] is used. Equations of motion considered in the DEM model are: 

𝑚

𝑑𝐯𝒊

𝑑𝑡
=   𝑭                                                                        (3.1)  

𝐼

𝑑𝛀𝒊

𝑑𝑡
=   𝑻𝒊                                                                        (3.2) 

here 𝑚  is a particle 𝑖’s mass, 𝐯𝒊 is the particle’s velocity, 𝑭𝒊 are forces acting on the particle (e.g., gravity, contact 

forces, etc.), 𝐼  is the moment of inertia of the particle, 𝛀𝒊 is the rotational velocity, 𝑻 are torques acting on the particle, 

and 𝑡 is time. Contact and deformation behavior for the particles is modeled as an overlapping of particle radii rather 

than actual physical deformation. Force-displacement law modeled via a spring and dashpot during contact provides 

behavioral collision energy transfer and loss. A nonlinear Hertz-Mindlin contact model is implemented during particle 

contacting [85–87] for all models in this work. Sliding is also accounted for when tangential forces exceed Coulomb 

friction force during contact. Equations of normal and tangential contact forces are [85]: 

𝑭 = −𝜅𝛿 + 𝛾∆𝒗                                                                     (3.3) 

𝑭௧ = 𝑚𝑖𝑛 ቊቤ𝜅௧ න ∆𝒗௧  𝑑𝑡 + 𝛾௧∆𝒗௧

௧

௧బ

ቤ , 𝜂𝑭ቋ                                                 (3.4) 

here, 𝑭 is the force for the normal (𝑛) or tangential (𝑡) components, 𝜅 is the spring coefficient, 𝛿 represents the degree 

of overlap, 𝛾 describes the viscoelastic damping coefficient, ∆𝒗 is the relative velocity between the bodies, and 𝜂 

represents Coulomb friction coefficient.  

 Choosing the appropriate timestep for DEM simulation is an important consideration as to large a timestep 

can result in instability whereas too small a timestep resulting in unnecessarily long computation time. There is no 

definite established criteria for determining appropriate DEM timestep size (∆𝑡ாெ ), though general guidelines 
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suggest adoption of a limiting fraction of the Hertz contact time scale (𝑇ு௧௭ ) or Rayleigh (𝑇ோ௬ ) wave 

propagation time scale, which are defined as [88,89]: 

𝑇ு௧௭ = 2.8683 ቆ
𝑚∗

ଶ

𝑟∗𝑢,𝐸∗
ଶቇ

ଵ/ହ

                                                           (3.5) 

𝑇ோ௬ =  
𝜋𝑟ට

𝜌௦

𝑆

0.1631𝜐 + 0.8766
                                                            (3.6) 

where 𝑚∗ is the reduced mass of the two particles (1/𝑚∗ = 1/ 𝑚i + 1/ 𝑚j), 𝑢i,j is the relative velocity between the two 

bodies, 𝑟∗ is the reduced radius of the two particles (1/𝑟∗ = 1/ 𝑟i + 1/ 𝑟j), 𝐸∗ is the effective young’s modulus (𝐸∗  =

1/{(1 − 𝜈)/𝐸 + (1 − 𝜈)/𝐸)}), 𝑟  is the minimum particle radius of two contacting bodies, 𝑆 is the materials 

shear modulus, and 𝜐 is the particle Poisson’s ratio. For instances of a particle-plane collision, 𝑚∗ and 𝑟∗ reduce to the 

mass and radius of the colliding particle, respectively.  

 

3.1.2 Computational Fluid Dynamics (CFD) 

CFD provides solution for the Navier-Stokes equations of fluid behavior in a discretized flow domain by 

finite approximation methods. To model the fluid phase of the slurry, OpenFOAM [90], a finite volume CFD software, 

is used. The form of the Navier Stokes equations for an incompressible, Newtonian fluid utilized in OpenFOAM are: 

∇ ∙ 𝐮 = 0                                                                                    (3.7) 

𝜌

𝜕𝐮

𝜕𝑡
+ 𝜌(𝐮 ∙ ∇)𝐮 = −∇𝑝 + 𝜇∇ଶ𝐮                                                           (3.8) 

in which, 𝑝 is the fluid pressure. To assure stability and accuracy of simulations, CFD timestep (∆𝑡ி) is implemented 

as where the Courant-Friedrichs-Lewy (CFL) number is of value below one. CFL number relationship is defined as 

[16]: 

 1 ≥  
𝐮∆௧ಷವ

௫
                                                                               (3.9) 

where 𝑥ௗ  is the CFD mesh cell size. 

3.1.3 Unresolved CFD-DEM Coupling 

Unresolved CFD-DEM particle and fluid coupling is implemented using CFDEM®coupling toolkit as 

developed by Goniva et al. [91]. Exchange of interactive forces is further discussed herein.  Di Felice [92] proposed a 
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semi-empirically based modified drag force to represent the variance in drag that occurs for a particle that is within a 

concentration of suspended particles.  This is expressed as: 

𝒇ௗ,ி =  𝒇(1 − 𝐶)ିఞ                                                          (3.10) 

with, 

𝜒 =  3.7 − 0.65 exp ൭−
൫1.5 − 𝑙𝑜𝑔ଵ𝑅𝑒൯

ଶ

2
൱                                            (3.11) 

where 𝒇ௗ is the modified drag force for an individual particle in a particle concentration 𝐶. Coefficient of drag in 

this evaluation is evaluated per Eq 1.3. The indicated relationship has been shown to be usable for a wide range of 

particle Reynold’s number values and particle concentration conditions [92,93].   

Another possible resolution for the drag force of concentrated particles in suspension is that developed by 

Koch and Hill [94] and Koch and Sangani [95]. Expression of this as implemented by van Buijtenen et al. [96] to 

evaluate drag force in concentration is as shown in the below equations: 

𝒇ௗ, ௗ ு =
ቀ

4
3

𝜋𝑟ଷቁ 𝛽

𝐶
 (𝒖 − 𝒗)                                                 (3.12) 

with, 

𝛽 =
18𝜇𝐶(1 − 𝐶)ଶ

𝑑ଶ
 ൬𝐹(𝐶) +

1

2
𝐹ଷ(𝐶) 𝑅𝑒൰                                           (3.13) 

and where 𝐹(𝐶) and 𝐹ଷ(𝐶) are defined as, 

𝐹(𝐶)

⎩
⎪
⎨

⎪
⎧1 + 3 ቀ

𝐶
2

ቁ
ଵ/ଶ

+ ቀ
135
64

ቁ 𝐶 ln(𝐶) + 16.14𝐶

1 + 0.681𝐶 − 8.48𝐶ଶ + 8.16𝐶ଷ
   𝑓𝑜𝑟 𝐶 < 40 %                          (3.14)

10𝐶

(1 − 𝐶)ଷ
   𝑓𝑜𝑟 𝐶 ≥ 40 %                                                                                     (3.15)

 

𝐹ଷ(𝐶) = 0.0673 + 0.212𝐶 +  
0.0232

(1 − 𝐶)ହ
                                                  (3.16) 

With one of the drag force resolutions, the evaluation of fluid interaction contributions on solid particles 

within a fluid CFD cell can be evaluated.  

Zhou et al., [18] specifies three coupling formulations utilized in past CFD-DEM studies, Set I, Set II, and 

Set III. Set I and Set II are shown to be mathematically the same in that work. Set III is shown to be a simplification 

of Set I, assuming steady and uniform flow through the particle phase. Set II and Set III are designated as “Model A” 

and “Model B”, respectively, in the CFDEM®coupling toolkit. These two coupling approaches are considered in this 
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work and will be referred to as “Model A” and “Model B” throughout the remainder of this dissertation. Their 

respective modified fluid equations of continuity and momentum are [17,18]: 

𝜕(𝜌𝛼)

𝜕𝑡
+ ∇ ∙ ൫𝛼𝑢ሬ⃗ ൯ = 0 ,     𝑓𝑜𝑟 𝑀𝑜𝑑𝑒𝑙 𝐴 𝑎𝑛𝑑 𝑀𝑜𝑑𝑒𝑙 𝐵                          (3.17) 

𝜕(𝜌𝛼𝒖)

𝜕𝑡
+ ∇ ∙ ൫𝜌𝛼𝒖𝒖൯ = −𝛼∇𝑝 + 𝛼∇ ∙ 𝝉 − 𝑭, + 𝜌𝛼𝒈 ,     𝑓𝑜𝑟 𝑀𝑜𝑑𝑒𝑙 𝐴                (3.18) 

𝜕(𝜌𝛼𝒖)

𝜕𝑡
+ ∇ ∙ ൫𝜌𝛼𝒖𝒖൯ = −∇𝑝 + ∇ ∙ 𝝉 − 𝑭, + 𝜌𝛼𝒈 ,     𝑓𝑜𝑟 𝑀𝑜𝑑𝑒𝑙 𝐵                (3.19) 

where 𝛼  is the void fraction (i.e., 1- 𝐶), 𝝉 is the shear stress, and 𝑭 is the volumetric interaction force from the 

particles on the fluid in the cell.  

Fluid interaction forces on particles (𝒇ି), and particle interaction forces on the fluid (𝑭) for “Model A” and “Model 

B” can be expressed as [17,18]: 

𝒇ି  , = 𝒇ௗ, + 𝒇∇∙𝝉,𝒊 + 𝒇∇, ,   𝑤𝑖𝑡ℎ 𝒇∇∙𝝉,𝒊 = −𝑉(∇ ∙ 𝝉)    𝑎𝑛𝑑  𝒇∇, = −𝑉(∇𝑝) , 𝑓𝑜𝑟 𝑀𝑜𝑑𝑒𝑙 𝐴     (3.20) 

𝒇ି  , =
1

𝛼

𝒇ௗ, − 𝜌𝑉𝒈 ,     𝑓𝑜𝑟 𝑀𝑜𝑑𝑒𝑙 𝐵                                         (3.21) 

𝑭, =
1

𝑉

 𝒇ௗ,



ୀଵ

 ,   𝑓𝑜𝑟 𝑀𝑜𝑑𝑒𝑙 𝐴                                          (3.22) 

𝑭, =
1

𝛼𝑉

 𝒇ௗ,



ୀଵ

−
1

𝑉

 𝜌𝑉𝒈



ୀଵ

,     𝑓𝑜𝑟 𝑀𝑜𝑑𝑒𝑙 𝐵                               (3.23) 

with 𝑉 equaling the particle’s volume and 𝑉 equaling the cell volume. Formulation shown in Eq. 3.20 for “Model A” 

includes fluid to particle interaction forces from drag (𝒇ௗ,), pressure gradient (𝒇∇,), and viscous forces from fluid 

shear stress or deviatoric stress tensor (𝒇∇∙𝝉,𝒊). It is noted that buoyancy force is considered as included in the pressure 

gradient force of “Model A” as described by Zhou et al. [18]. “Model B” includes drag and buoyant force in fluid to 

particle interaction as shown in Eq. 3.21. It is noted that in these simplified equations for “Model B”, pressure gradient 

and viscous forces are not distributed to the particle phase, as seen in Eqns. 3.19 and 3.21. 

Each portion of the coupled simulation (CFD, DEM) are run individually and exchange phase information at 

a shared, coupled timestep. A diagram of the unresolved CFD-DEM algorithm steps is shown in Figure 3.1 [17,22]. 
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Figure 3.1: Unresolved CFD-DEM coupled simulation steps diagram   

 

3.1.4 Resolved CFD-DEM 

While these unresolved CFD-DEM approaches can provide a geometric representation of large-scale 

roughness features relative to particle size, as discussed in Chapter 1, small-scale roughness and surface unevenness 

characteristics are not well captured. As discretized fluid mesh cell sizes are larger than individual particles for the 

unresolved CFD-DEM approach, typically by a factor greater than 1.5 [21], generating a CFD mesh that adheres to 

these fine roughness features is not realistic. The possible narrowness of an aperture while maintaining an adequately 

resolved mesh across the opening is also greatly limited due to the largeness of the cells’ size. Small scale roughness 
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features however may play an important role in proppant behavior within rough fractures, especially for flowing 

proppant slurries and at a narrow aperture. As noted in Chapter 2’s literature review, various works [13–15] have 

demonstrated the development of eddies at rough surface features that affect fluid-only flow behavior within fractures.  

To provide a greater understanding of the micromechanical influences and effects to proppant behavior 

within rough fractures, resolved CFD-DEM is opted for. As mentioned in Chapter 1, the resolved CFD-DEM method 

utilizes CFD cells of size smaller than the immersed solids particles. Because of this smaller size, the resolved method 

allows the CFD mesh to better conform to fracture wall features smaller than a typical proppant particle size. 

Additionally, this smaller size allows for a more highly resolved CFD mesh across narrow apertures relative to particle 

size. Fluid and particle interactions are also more accurately modeled in the resolved method, in that fluid interaction 

is resolved about each particles’ surface [17,22].  

Coupled interaction of the solids particle phase and the fluid phase of the slurry is completed using the 

CFDEM®coupling toolkit developed by Goniva et al. [91]. Specifically, this toolkit’s immersed boundary solver 

[22,97] is implemented. 

The methodology is based on the works of Patankar [98] and Shirgaonkar et al. [99]. The coupling as 

implemented by Hager [22] and Hager et al. [97] is detailed below.  

Figure 3.2 shows an example particle immersed within a fluid domain. Here, the traction about a point on the 

surface of the immersed particle (𝒕௰ೞ
) is described by: 

𝝈 ∙ 𝒏ෝ = 𝒕௰ೞ
                                                                           (3.24) 

with 𝝈 equaling the fluid stress tensor and 𝒏ෝ being the surface normal vector.  

Integrating about the whole particle body’s surface gives: 

න 𝝈 ∙ 𝒏ෝ 𝑑𝛤௦ = න 𝒕௰ೞ
 𝑑𝛤௦

௰ೞ௰ೞ

                                                             (3.25) 

Gauss’s divergence theorem can then be applied to express the left side of the equation as a volume integral: 

න 𝛻 ∙ 𝜎𝑑𝛺௦ = න 𝒕௰ೞ
 𝑑𝛤௦

௰ೞఆೞ

                                                              (3.26) 
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Figure 3.2: Particle immersed within fluid domain.   

 
An incompressible fluid’s stress is expressed as: 

𝝈 = −𝑝𝑰 + 𝝉                                                                            (3.27) 

where 𝑰 is the identity tensor. For a Newtonian fluid, the deviatoric stress tensor can further be decomposed as: 

𝝉 = 𝜇(𝛻𝒖 + (𝛻𝒖)்)                                                                   (3.28) 

Eqns. 3.27 and 3.28 can then be substituted into the left side of Eq. 3.26, giving: 

න −𝛻𝑝 + 𝛻 ∙ 𝜇(𝛻𝒖 + (𝛻𝒖)்) 𝑑𝛺௦ = න 𝒕௰ೞ
 𝑑𝛤௦

௰ೞఆೞ

                                  (3.29) 

the second term on the left-hand side can further be expressed as: 

𝛻 ∙ (𝛻𝒖 + (∇𝒖)்) = 𝛻ଶ𝒖 + 𝛻(𝛻 ∙ 𝒖) =  𝛻ଶ𝒖                                         (3.30) 

where the dropping of the second term is per continuity. This results in Eq. 3.29 simplifying to: 

න −𝛻𝑝 + 𝜇𝛻ଶ𝑢ሬ⃗   𝑑𝛺௦ = න 𝒕௰ೞ
 𝑑𝛤௦

௰ೞఆೞ

                                                   (3.31) 

From the left-hand side, force acting on the particle is comprised of the pressure and viscous contributions from the 

fluid phase. The right-hand side integration of traction about the particle is then just the fluid drag (𝑭ௗ) from these 

contributions.  Expanding the integral over entire system domain (𝛺) and considering that pressure and viscous stresses 

on the body act at points occupied by the body, the expression becomes: 

𝑭ௗ = න (−𝛻𝑝 + 𝜇𝛻ଶ𝑢ሬ⃗ ) 𝜉ఆ𝑑𝛺
ఆ

, 𝑤ℎ𝑒𝑟𝑒 𝜉ఆ ൜
  = 1 𝑖𝑓 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑜𝑓 𝛺 ∈ 𝛺௦

= 0 𝑖𝑓 𝑛𝑜𝑡
                   (3.32) 
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Considering the domain, 𝛺, discretized into fluid cell elements and designated as 𝑇, the evaluation becomes: 

𝑭ௗ =  න (−𝛻𝑝 + 𝜇𝛻ଶ𝑢ሬ⃗ ) 𝜉ఆ   𝑑𝑉(𝑐)
()

 
∈்

=  (−∇𝑝 + 𝜇∇ଶ𝑢ሬ⃗ )𝑉

∈்തതതത

                       (3.33) 

with fluid pressure and velocity at each cell represented by 𝑝 and 𝒖 and 𝑇
തതത representing the set of cells encompassed 

by the particle. CFD cells only partially occupied by the particle, are evaluated as 1/8 × the cell volume for each cell 

vertex encompassed by the particle. Figure 3.3 shows a sketch of a particle within a CFD mesh with cells sized smaller 

than the particle for the resolved CFD-DEM method.  

  
Figure 3.3: Diagram of particle within CFD mesh for resolved CFD-DEM method. The volumetric proportion of 

particle overlapping CFD cells is indicated as the degree of shading within the cell. 

 
Particle motion influence on the fluid field is provided in a three-step process. Briefly, this is accomplished 

by [22,97]:  

1. Fluid behavior in the domain is solved while neglecting the particles. 

2. Particle velocity is implemented at respective cells encompassed by a particle from information provided by 

the DEM side of the simulation. 

3. A velocity correction operation is applied to ensure continuity.  

In-depth derivation and explanation of the particle-fluid interaction process can be found in Hager [22] and Hager et 

al. [97]. Buoyancy effects from the difference between the solids and fluid phase density differences (𝑭௨௬) is also 

evaluated by: 

𝑭௨௬ = −
1

6
𝜋𝑑ଷ𝜌𝒈                                                                   (3.34) 
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 Like with the unresolved method, both CFD and DEM sides are run individually with a coupled timestep and 

pertinent information exchanged between simulation sides to provide momentum coupling. 

3.2 Synthetic Rock Surface Generation  

Figure 3.4 shows the general steps utilized in this work for generating synthetic rough fracture domains used 

in the resolved CFD-DEM simulations. This process is further detailed below. 

 
Figure 3.4: Diagram of particle within CFD mesh for resolved CFD-DEM method. The volumetric proportion of 

particle overlapping CFD cells is indicated as the degree of shading within the cell. 

 

Using a spectrally based method proposed by Brown [50] (as described in section 2.1.4), fractal dimension and 

RMS asperity height values are used to generate a synthetic rock surface. SynFrac software [100], a GUI 

implementation of Brown’s method, is used to produce rough fracture surfaces in this study.  SynFrac software was 

obtained from Paul Glover of Université Laval, Canada. Rock fracture surfaces are created with isotropic roughness 

and assumed to be matched in this study.  

Laboratory fractured shale samples by Hyman et al. [101] indicated that surfaces were well-matched. 

Additionally, evaluation of fracture characteristics in carbonate reservoir rock by Al-Fahmi et al. [102] indicated that 

most observed fractures indicated matching walls. Therefore, fracture walls are assumed to be matched for this work.  

To create the fracture geometry, first, a square matrix of asperity data values is generated in SynFrac. Once 

the data is generated, the target RMS asperity height value of the surface is then confirmed or adjusted with a uniform 

factor to meet the desired value.  Following this correction, a subsection of data is taken at the desired simulation 

surface dimensions. As surfaces are generated to be isotopically rough, this subsegment is assumed to accurately 
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reflect roughness characteristics identical to those of the surface as a whole. Using an in-house developed Python 

script, STL files of the surfaces at desired aperture are created using the data points. Fracture walls for the DEM side 

of the simulation are directly generatable with these STL files. OpenFOAM’s SnappyHexMesh meshing application 

(or its GUI implementation, Helyx-OS) is then utilized to generate the conforming cell meshes using the STL files. 

Study specific surface generation roughness criteria, specific implementation, and exemplar surfaces are presented in 

Chapters 6 and 7. 
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4 MODEL VERIFICATION AND VALIDATION  

4.1 Introduction 

To evaluate fitness of the proposed computational methods, several verifications and validations of both the 

unresolved and resolved methods are performed. These evaluations are discussed within this chapter. 

 

4.2 Unresolved CFD-DEM Verifications and Validations 

4.2.1 Particle Elasto-Hydrodynamic Rebound  

As elastic bodies collide, loss of energy from the collision results in reduced rebound velocity. This can be 

characterized by the coefficient of restitution (𝑒), defined as: 

𝑒 =
𝒗௧

𝒗

= ඨ
ℎ௧

ℎ௦௧௧

                                                                    (4.1) 

where 𝑣௧ is the rebound velocity of a body after contact and 𝑣  is the body’s velocity prior to contact and in 

the case of a particle contacting a surface, ℎ௦௧௧ represents the starting height of an initially immobile body and 

ℎ௧  equals the maximum height reached post-impact. An early theory of elasto-hydrodynamic collision between 

two elastic bodies submerged in a viscous fluid was proposed by Davis et al. [103]. Through evaluation of colliding 

particle-to-wall behavior and elastic deformation coupled with the lubrication force derived from the lubrication 

approximation of the Navier-Stokes equation, an evaluation of nonlinear coefficient of restitution of a submerged 

particle was developed. Davis et al.'s work provided an evaluation into whether the submerged colliding particles 

would inelastically rebound or stick.  

Collision between two particles, 𝑖 and 𝑗, in a viscous fluid can be characterize by the non-dimensional Stokes 

particle number, defined as [103–106]:  

𝑆௧, =  
𝑚∗𝑢,

6𝜋𝜇𝑟∗
ଶ

                                                                    (4.2) 

Coefficient of restitution for submerged bodies is further found to be related to the Stokes particle number. 

Kidanemariam and Uhlmann [107] indicated that for cases where the Stokes particle number is of value 10 or below, 

rebound is not expected to occur due to viscously damped collision. Non-rebounding behavior is further supported by 

the empirical work performed by Schmeeckle et al. [106]. Experimenting on particle collisions in water, it was found 

that natural particles with Stokes particle numbers less than 39 had no rebound following collision. Tested glass 
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particles also had no rebound for Stokes particle numbers less than 38. Unresolved CFD-DEM simulations conducted 

in this work (see Chapter 5) were a posteriorly evaluated and found a maximum Stoke particle number for colliding 

bodies is ~15.2.  

 To ensure captured rebound behavior is representative of that expected with the above maximum Stoke 

particle number, 𝑒 within the unresolved CFD-DEM models competed in this work are set to 0.051. The lowest default 

limit for 𝑒 in LIGGGHTS DEM software package is > 0.05. 

 To confirm representative behavior, several simulations of different density particles is conducted. Particle 

properties for this evaluation are summarized in Table 4.1. To reduce computational cost, a reduced Young’s modulus 

value compared to actual granular particles is implemented. As indicated by Tsuji et al. [108], calculation of particle 

motion in flow with a reduced modulus is not greatly affected by this adjustment. 

Table 4.1: Material properties for elasto-hydrodynamic rebound verification 

Proppant Parameters:   Units Fluid Parameters:   Units 

Particle Diameter 500 m Dynamic Viscosity  0.003 Pa·s 

Particle Density  2600, 5200, 7600 kg/m3 Density 1000        kg/m3   

Contact friction value 0.6 -         

Young's Modulus 5x106 N/m2         

Poisson Ratio 0.3 -         

 

The verification simulation domain is generated as an eight mm cube. Gravity is active in the -Z direction. A 

planar wall is assigned at the -Z boundary for particles to collide with. For the CFD portion of the simulation, an 

identical sized domain was generated. No-slip condition is assigned at the -Z wall boundary. Other boundaries are 

assigned a zero-gradient condition for their parameters. CFD mesh resolution (𝑥ௗ) for this evaluation is set to 3.33𝑑. 

A single particle is generated for each tested particle density at a 4.5 mm height and allowed to fall till it contacts the 

-Z boundary. A DEM timestep of 2 x 10-7 and CFD-DEM coupling interval of 100 is utilized. Simulation data is 

recorded at each DEM timestep. Di Felice drag model [92] and the more comprehensive “Model A” coupling (see 

Chapter 3) is used. 

The resulting coefficient of restitution behavior for the verification tests is summarized in Table 4.2. Results 

show negligible rebound and appear to be adequate for representing appropriate elasto-hydrodynamic rebound 

behavior based on the Stoke particle numbers experienced in the unresolved CFD-DEM simulations. 
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 Table 4.2: Elasto-hydrodynamic rebound verification results 

Particle Assigned Density (kg/m3) Pre- Impact Stoke Particle Number (-) Coefficient of Restitution (-) 

2600 2.2 0.60% 

5200 8.7 1.20% 

7600 17.2 1.80% 

 

4.2.2 Mesh Sensitivity and Refinement, Drag Formulation Evaluation 

As discussed in Chapter 3, CFD numerical evaluation involves the discretization of the Navier-Stokes 

equations over a computational mesh. Since the evaluation of fluid behavior is dependent on this discretization, the 

coarseness of the computational mesh can have significant impact on accuracy. Additionally, overly refined mesh 

leads to a higher computational expense and can severely impact solution time. For unresolved CFD-DEM, there does 

not exist a definite, agreed upon sizing ratio in the literature for mesh cell size relative to particle diameter. 

Radl and Sundaresan [21] performed simulation of gas-solid fluidization with mesh cell to particle size ratios 

varying from 1.67 to 26.67. They noted that as mesh size is increased, particle structures such as clusters were not 

resolved and their effects on system behavior were lost. They found that ratios of 1.67 and 3.33 produced nearly 

identical representation of domain averaged slip velocity, where larger ratios led to deviations. They concluded that 

cell size ratio values of 1.67 to 3.33 were required to obtain grid-independent behavior. Li et al., 2017 also found that 

a ratio of 1.67 or greater is needed, with ratios of 1.67 to 3.33 providing the best representation of expected behavior.  

Two relationships for resolving drag behavior in the unresolved CFD-DEM method by Di Felice [92] and 

Koch and Hill [94]; Koch and Sangani [95] were also presented in section 3.1.3. The suitability of these formulations 

also requires consideration.  

To evaluate an appropriate mesh resolution and drag formulation for this work, several evaluations are 

performed: 

1) Single particle settling behavior verification 

2) Validation against empirical fluidization experiments  

3) Validation against concentrated slurry sludge-line settling empirical predictions 
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4.2.2.1 Single particle terminal settling velocity 

Settling behavior in CFD meshes of different levels of refinement is first checked. A single particle is 

simulated settling through a domain like that utilized in the coefficient of restitution evaluations (section 4.2.1). 

Particle and fluid properties are identical to those listed in Table 4.1, with the exception that only a particle density of 

2,400 kg/m3 is considered. Mesh is refined from a cell size to particle diameter ratio (i.e., 𝑥ௗ/𝑑) of 1.0 to 6.66. 

Resulting settling behavior is shown in Figure 4.1 with the expected terminal settling velocity from Eqns. 1.1 to 1.3. 

 
Figure 4.1: Terminal settling velocity for single particle with varying CFD mesh refinement. Expected terminal 

settling velocity also shown for comparison. 

 

Result for 𝑥ௗ/𝑑 mesh refinement from 1.67 to 6.66 provides a relatively accurate representation of the 

expected terminal settling velocity. The most refined mesh however at 𝑥ௗ/𝑑 = 1.0 results in an overestimation as 

well as highly oscillatory behavior. As a 𝑥ௗ/𝑑 ratio above 3.33 is not recommended based on the cited literature, 

remaining mesh refinement evaluations focus on 𝑥ௗ/𝑑 = 1.67 or 3.33.  

In addition to evaluation of mesh refinement, comparison between the two drag formulations from Di Felice 

[92] and Koch and Hill; Koch and Sangani [94,95] are compared. Figure 4.2 indicates the results of single-particle 

settling velocity behavior for both “Model A” and “Model B” coupling with both drag formulations. A CFD mesh 

with 𝑥ௗ/𝑑 = 3.2 is utilized.  
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Figure 4.2: Single particle terminal settling velocity evaluation for DiFelice [92] vs. Koch and Hill; Koch and 

Sangani [94,95] drag force resolution. 

 
Results indicate closer representation of the expected single particle settling behavior from the Di Felice drag 

force representation for both “Model A” and “Model B” coupling. Di Felice drag model was found to have a mean 

error of 1.7 and 1.3 % from the semi-empirical evaluation for “Model A” and “Model B”, respectively. The Koch and 

Hill drag model had a 1.8 and 12.3 % mean error for “Model A” and “Model B”, respectively. Both models perform 

well, but given the lower error for both “Model A” and “Model B” implementations, the Di Felice drag model is 

utilized for further evaluations in this work.  

 

4.2.2.2 Validation Against Fluidization Experiments 

Dynamic multi-particle validation is also performed based on pseudo-2D single spout fluidization 

experiments and simulations performed by van Buijtenen et al. [96]. As part of van Buijtenen et al.’s [96] work, 

measurement of time-averaged vertical particle velocity of fluidized glass beads within a 145 mm x 20 mm x 2.5 m 

Lexan and aluminum fluidization cell with a  5 mm x 20 mm centered spout was performed using particle image 

velocimetry (PIV) and positron emission particle tracking (PEPT) methods. Specifically, 2-D measurement of vertical 

velocities across horizontal heights of 0.05 and 0.1 m within the cell were taken. Identical geometry, except with only 

a 1 m domain height, is utilized for simulation in this study. Material properties for the air fluid and 3 mm diameter 

glass particles provided in van Buijtenen et al [96] are also applied. Lower boundary spout and background flow rates 

conditions (43.5 & 2.4 m/s, respectively) are also assigned. No-slip CFD conditions and DEM walls at the four sides 

of the domain are imposed. Open conditions, i.e., zero-gradient velocity, is assigned to the top of the CFD domain. 
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Gravity is active in the -Z direction.  Previous validation of CFDEM®coupling with van Buijtenen et al. [96] has been 

performed by Goniva et al. [91] using the Koch and Hill drag evaluation. In this present work, Di Felice drag force 

resolution for both “Model A” and “Model B” coupling methods is implemented instead. Figure 4.3 shows simulation 

results of the time-averaged vertical particle velocities using both “Model A” and “Model B” with 𝑥ௗ/𝑑 = 1.67 and 

3.33. Results from the experimental and simulation results of van Buijtenen et al. [96] at the previous mentioned 

discrete heights are included for comparison.  

 

 
Figure 4.3: Time averaged particle flux in single spout fluidization model at a) 0.05 m and b) 0.1 m heights for 

unresolved CFD-DEM “Model A” and “Model B” coupling with 𝑥ௗ/𝑑 = 1.67 and 3.33. Empirical and simulation 
results from van Buijtenen et al. [96] included for comparison. 

 
Good agreement between the empirical results from van Buijtenen et al. [96] and modeled results performed 

in this work can be seen. Behavior with mesh resolution of 𝑥ௗ/𝑑 = 1.67 and 3.33 are seen to be virtually identical 

as well. Therefore, use of mesh resolution with 𝑥ௗ/𝑑 = 3.33 is considered suitable for the remaining unresolved 

CFD-DEM evaluations as this provides a less computationally demanding CFD mesh.  

 

4.2.2.3 Validation Against Slurry Settling Behavior 

Comparison to hindered settling behavior as described by Richardson and Zaki [28] (see Eq. 2.1) is next 

performed. In Richardson and Zaki’s [28] work, gentle agitation of particles and fluid within Pyrex tubes was 

performed to ‘homogeneously’ suspend a concentration of particles in fluid. Upon stopping agitation, the settling of 
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the upper, ‘sludge-line’ particles were measure against time to record the attenuated settling rate due to particle-fluid 

interaction effects. Proportion of particles was varied within the fluid filled tubes to study the effects of varying particle 

concentration. Likewise, for this work’s comparison, particles are initially randomly placed within an 8 mm x 8 mm 

x 24 mm rectangular DEM-CFD domain at a set domain-wide concentration. Cyclic conditions in the CFD and DEM 

sides of the simulation is assigned to X and Y faces to avoid wall effects. CFD no-slip conditions are applied at the top 

(+Z) and bottom (-Z) of the simulation domain, DEM walls are not included, and particles are allowed to ‘fall out’ of 

the domain upon reaching the bottom limit. Particle and fluid properties are set to those summarized in Table 4.1 

(again only 2,600 kg/m3 density is considered). Gravity is active in the -Z direction. After initial placement of particles 

within the domain, they are allowed to settle while the upper approximate 0.5 % of particle settling rates are evaluated. 

Figure 4.4 indicates the results of mean attenuated sludge line settling velocity for particle volumetric concentrations 

ranging from 10 % to 50 %. 

  
Figure 4.4: Comparison of sludge line hindered settling velocity compared to empirically developed relationship by 

Richardson and Zaki [28]. 

 
Errors between modeled and empirical relationship determined hindered sludge line velocities were found to 

range from between 9.4 to 13.7 % with mean value of 11.4 % for “Model A” coupling. Error between 4.5 % to 19.6 % 

with a mean value of 13.4 % was observed with “Model B”. With typical errors in empirical results reaching values 

of 20 % variance or greater, these results were found to be satisfactory for verification of hindered sludge line settling 

behavior.  
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Given the outcomes from this and the other unresolved CFD-DEM evaluations, use of the model with the Di 

Felice drag resolution, 𝑥ௗ/𝑑 = 3.33, and both model coupling methods are further utilized in this study’s evaluation. 

Further comparison of suitability of “Model A” versus “Model B” is conducted as part of Chapter 5 in the study of 

behaviors of high concentration injections of particle in flowing conditions. 

 

4.3 Resolved CFD-DEM Verifications and Validations 

4.3.1 Particle Elasto-Hydrodynamic Rebound  

Evaluation of appropriate coefficient of restitution value setting is also evaluated for the resolved CFD-DEM 

implementation. As flowing particles are likely to contact rough fracture surfaces in these simulations, evaluation of 

rebound behavior up to a Stoke particle number of ~1000 is conducted by utilizing particle densities equaling 2600 to 

200000 kg/m3. CFD mesh is resolved with 𝑥ௗ/𝑑 = 0.1. Configuration of the simulation domain boundaries and 

material properties is like that for the unresolved simulations conducted in section 4.2.1. The coefficient of restitution 

setting is also varied for this set of evaluations from 0.75 to 0.95. Evaluation of values is similar to that performed in 

the unresolved verification except pre-impact velocity to calculate Stokes particle number is taken from a height of 

3𝑑  above the -Z boundary. This is done to avoid under estimation of pre-impact velocity due to the onset of 

hydrodynamic effects between the approaching particle and wall. Results from these simulations are presented in 

Figure 4.5 and are compared to empirical results for 𝑒 depending on 𝑆௧, from the literature [106,109,110]. Based on 

these results, a value of 0.95 provides the best approximation expected behavior compared to the empirical data and 

is therefore utilized in further resolved CFD-DEM simulations. 

4.3.2 Single and Multiparticle Flow and Transport Verification/Validation 

To verify and validate particle flow and transport behavior, resulting average particle velocity of flowing, 

simulated proppant between smooth walls with varying mechanical aperture is compared to the works of Staben et al. 

[39], Staben and Davis [40], and Blyton [41] (discussed earlier in section 2.1.3).  
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Figure 4.5: Coefficient of restitution value comparison to empirical values from the literature [106,109,110]. 

 
As solely conveyance behavior is to be considered in this portion, particle density is set to that of the fluid 

making the particles neutrally buoyant. Full material properties for this set of simulations are summarized in Table 

4.3. A rectangular simulation domain (15 mm in X-direction × 3 mm in Z-direction) with varying aperture (Y-direction) 

is utilized. A prescribed fixed velocity is assigned at the inlet (-X boundary) to convey the proppant. Simulation domain 

boundary conditions are summarized in Table 4.4. CFD mesh is again resolved with 𝑥ௗ/𝑑 = 0.1 

Table 4.3: Model material properties for single and multiparticle flow and transport verification/validation. 

Proppant/Wall Parameters:   Units Fluid Parameters:   Units 

Particle Diameter 500 m Dynamic Viscosity  0.003 Pa.s 

Particle Density  1000 kg/m3 Density 1000 kg/m3 

Particle/Wall Contact Friction Value 0.6 -       

Particle/Wall Young's Modulus 5x106 N/m2       

Particle/Wall Poisson Ratio 0.3 -       

Particle/Wall Coefficient of Restitution 0.95 -       
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Table 4.4: Model boundary conditions for single and multiparticle flow and transport verification/validation. 

CFD Boundary Conditions: DEM Boundary Conditions: 

+/- Y faces No-Slip velocity + zero-gradient pressure +/- Y faces Wall contact 

+/- Z faces Slip velocity + zero-gradient pressure, or Symmetric* +/- Z face, - X face Reflect 

+ X faces Prescribed non-uniform velocity + zero-gradient pressure + X face Destroy 

- X faces Zero-gradient velocity, prescribed uniform pressure     
* Slip velocity setting for single particle cases, symmetric for multiparticle cases 

 

For the simulation domains, gravity is active in the -Z direction, though this provides no real impact as the 

particles are neutrally buoyant. To prescribe a developed inlet velocity conditions at the -X face, a fluid only simulation 

is initially completed with a small and uniform velocity prescribed at the +X face, flowing in the -X direction. These 

simulations are run till X-directional velocity residual is of O (10-4) or lower. Values are then extracted from the -X 

face, redirected to the +X direction, and rescaled based on the desired mean velocity value.  

For single particle cases, fluid only simulation is first run till residual values stabilized before generating the 

particle within the domain. This initial fluid only simulation allows for particles to generate and travel in a fully 

developed flow environment. The single particle is then generated one particle diameter from the -X domain face and 

centered about the Z/Y plane.  

For multiparticle simulations, to evaluate fully developed flow conditions, slurry injection was simulated for 

twice the duration of a single particle’s travel time within the same fracture. The last 25% of the multiparticle 

simulation data is then used for evaluating averaged slurry transport behavior. Multiparticle bodies are continuously 

and randomly generated at a fixed volumetric concentration within a section positioned from the -X domain face to 

2.5 mm in the X-direction. Particles are only evaluated from the last 10 mm of the flow domain to capture developed 

slurry flow behavior. 

Figure 4.6 shows simulation results for a single particle conveyance with fluid flow 𝑅𝑒|| = 100, 1000, and 

2000 compared to findings by Staben et al. [39], Staben and Davis [40], and Blyton [41]. 
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Figure 4.6: Particle diameter to fracture mechanical aperture ratio (i.e. 𝑑/𝑎 ratio) versus average particle velocity to 

mean fluid velocity ratio (i.e. 𝒗ഥ/ 𝒖ഥ ) results for a single particle simulation between smooth walls, compared to 
Staben et al. [39], Staben and Davis [40], and Blyton [41]. 

 

Good agreement of values to those of Staben et al. [39] and Staben and Davis [40] are seen for the simulations 

with lowest considered Reynolds number value of 100. Some variance from Staben et al. [39] and Staben and Davis 

[40] findings are observed for large particle diameter to fracture mechanical aperture ratio values at Reynolds number 

values of 1000 and 2000. This was also observed in the results from Blyton [41] and attributed to reduced wall 

retardation effects with increased inertial influence at higher Reynolds number values. Higher inertia influence effects 

can be seen by comparing the particle adjacent velocity streamlines within narrow mechanical apertures at different 

Reynolds number value conditions, as illustrated in Figure 5. 

 

 
Figure 4.7: 𝑑/𝑎 ratio of ~0.95 for simulation with 𝑅𝑒|| of a) 100 and b) 2000. Colored lines are streamlines between 

wall and particle interfaces. 
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Higher particle inertia in the 𝑅𝑒|| = 2000 case coupled with the no-slip conditions at the fracture wall and 

translating particle interfaces lead to variance in the flow field about the particle. An asymmetry in the streamline 

shape relative to the particle centerline is clear in Figure 4.7. Figure 4.8a shows the normalized fluid velocity profiles 

at the tail end of the translating particle for 𝑅𝑒||= 100 and 𝑅𝑒|| = 2000 cases. Clear wall adjacent higher fluid velocity 

occurs in the 𝑅𝑒|| = 2000 case, with a resultant overall higher relative 𝒗ഥ/ 𝒖ഥ  ratio value. Figure 4.8b further shows 

velocity variance due to this inertia effect in the surrounding fluid field around the particles in both the 𝑅𝑒|| = 100 and 

𝑅𝑒|| = 2000 cases.  

Overall, in comparison to prior works findings, a single particle’s transport behavior exhibited appears 

satisfactory. 

 

 
Figure 4.8: a) Normalized fluid X-directional velocity profiles for smooth walled 𝑅𝑒|| = 100 and 𝑅𝑒|| = 2000 cases. 
Particle outline shown for clarity of distribution about the particle shape in flow. b) Fluid velocity in the X-direction 
normalized by the mean fluid velocity about particle locations. Values and images are from mechanical aperture 𝑎 = 

0.575 mm simulations. 

 

 Multiparticle conveyance simulations are next performed. Figure 4.9 shows results for average particle 

velocity normalized by mean fluid velocity at varying mechanical apertures, concentration, and flow rate cases 

compared to the numerical evaluations from Staben et al. [39] and experimental measurements from Staben and Davis 

[40]. Actual post-simulation measured slurry concentrations are as indicated in Figure 4.9.  
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Figure 4.9: 𝑑/𝑎 ratio versus multiparticle 𝒗ഥ/ 𝒖ഥ  for simulations compared to findings from Staben et al. [39] and 

Staben and Davis. [40] 

 

Like the single particle cases, points at large particle diameter to mechanical aperture values are seen to 

slightly deviate from Staben et al. and Staben and Davis’s [40] results due to the increased inertia effects. Other than 

this expected deviation, good agreement with these past works is seen for simulation results.  

 

4.3.3 Wall Effect Attenuated Settling Validation 

Validation of wall influence on quiescently settling particles in the domain is next conducted. Simulation 

results are compared to the experimental results of Tachibana and Kitasho [37] from their work measuring the settling 

rate of centrally positioned particles between parallel walls. Material properties for these simulations are summarized 

in Table 4.5. A rectangular domain (5 mm in X-direction × 6 mm in Z-direction) with varying aperture (Y-direction) 

is utilized. Gravity in this set of simulations is directed in the +Z direction. Simulation boundary conditions are 

summarized in Table 4.6.  
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Table 4.5: Model material properties for wall effect attenuated settling validation 

Proppant/Wall Parameters:   Units Fluid Parameters:   Units 

Particle Diameter 500 m Dynamic Viscosity  0.003 Pa·s 

Particle Density  2600 kg/m3 Density 1000 kg/m3 

Particle/Wall Contact Friction Value 0.6 -       

Particle/Wall Young's Modulus 5x106 N/m2       

Particle/Wall Poisson Ratio 0.3 -       

Particle/Wall Coefficient of Restitution 0.95 -       
 

 

Table 4.6: Model boundary conditions for wall effect attenuated settling validation 

CFD Boundary Conditions: DEM Boundary Conditions: 

+/- X faces Slip velocity; Uniform, fixed pressure (= 0) +/- X face Reflect 

+/- Y faces No-Slip velocity; Zero-gradient pressure +/- Y faces DEM wall contact 

+/- Z faces Slip velocity; Zero-gradient pressure +/- Z face Destroy 

 
 

The particle is initially generated centrally in the X/Y plane and one particle diameter from the -Z boundary. 

Figure 4.10 shows the results of simulated particle settling rate normalized by settling rate in an infinite fluid (i.e., 

𝑣௪/𝑣௧) for various particle diameter to wall opening aperture ratios (𝑑/𝑎). Averaged values from Tachibana and 

Kitasho for 𝑅𝑒 from 1 to 20 are considered as 𝑅𝑒 ≈ 7.3 for a quiescently settling particle based on the material 

properties summarized in Table 4.5. Simulations are also conducted with a 0.025 mm cell sized mesh (i.e., 𝑥ௗ/𝑑 = 

0.05) to evaluate mesh independence for the selected 0.05 mm cell resolution (i.e., 𝑥ௗ/𝑑 = 0.1).  

Comparison of results in Figure 4.10 show clear similarity in trend for increasing wall influence on settling 

particles. Values are also within a reasonable range of experimentally measured results. The minimal variance between 

the results from the 0.05 mm and 0.025 mm resolved meshes also indicates the adequacy of the utilized mesh size.  
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Figure 4.10: Simulated quiescent settling of particles centered between two parallel walls compared to experimental 
values from Tachibana and Kitasho [37]. Error bars for Tachibana and Kitasho indicate standard deviation from the 

data values extracted for 𝑅𝑒 = 1 to 20. 

 

4.3.4 Particle-Fluid Interaction Validation 

Validation of particle-fluid interaction behavior is also conducted by constructing and comparing simulations 

against the experimental work of Zhu et al. (1994). Zhu et al.’s study evaluated particle wake effects on the experienced 

drag of a fixed trailing particle located behind an identically sized fixed leading particle within a uniform flow. Various 

inter-particle distances were used to measure the varying effect of the wake on experienced drag (see Figure 4.11). A 

rectangular domain like that described in section 4.3.2 is utilized, with the exception that all walls parallel to the 

direction of flow have a ‘slip’ condition and height is 5 mm (Z-direction). Additionally, the fluid velocity profile at 

the -X face is uniform. The two particles are centered about the Z/Y plane (5 mm x 5 mm dimension). The lead particle 

is placed five particle diameters from the -X face. The trailing particle’s position is then adjusted to various distances 

from the leading particle. A 𝑥ௗ/𝑑 ratio of  0.125 is utilized in these validations, i.e. the limit of allowable particle 

diameter to cell size to provide eight cells across each particle as indicated by Hager [22] and Hager et al. [97]. Particles 

are generated with infinite mass and gravity is not applied in these simulations to ensure immobility. Full material 

properties are summarized in Table 4.7. 

The resulting reduced drag force for the trailing particles, normalized by the drag force for a single particle 

(evaluated with Eqns. 1.2 to 1.4), is compared to the findings of Zhu et al. [111] in Figure 4.12. Results in Figure 4.12 

show good agreement with the experimental values, with average and maximum variance from experimental results 

of only 6.3 % and 9.4 %, respectively. With the good agreement observed from the above validations, the resolved 

CFD-DEM model is considered adequate for representing wall and particle-fluid interaction effects. 
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Figure 4.11: Diagram of in series particles for the measure of wake effects on experienced drag of the trailing 

particle. 

 

Table 4.7: Materials properties for resolved particle-fluid interaction validation 

Particle Parameters:   Units Fluid Parameters:   Units 

Particle Diameter 400 m Dynamic Viscosity  0.003 Pa·s 

Particle Density  ∞ kg/m3 Density 1000 kg/m3 

Particle Contact Friction Value 0.6 -       

Particle Young's Modulus 5x106 N/m2       

Particle Poisson Ratio 0.3 -       

Particle Coefficient of Restitution 0.95 -       
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Figure 4.12: Results of reduced drag for trailing particles at varying interparticle distances compared to Zhu et al. 

[111], for 𝑅𝑒 = 54. 

 

4.4 Synthetic Rock Surface Fractal Dimension Verification 

It is important to confirm that prescribed fractal dimension is achieved in the synthetically generated surfaces. 

Therefore, post evaluation of the full surface data generated with SynFrac is performed. Several methods were utilized 

to evaluate post generated surface fractal dimension. Evaluation with 1-D PSD analysis [54,112] in this present work 

is accomplished using the PSD estimation method presented by Welch [113] and available within the SciPy library 

for Python. Slope of the PSD curve generated from the surface data in log-log is measured using a linear least-squares 

fit and converted to the respective fractal dimension value using the relationship presented in Chapter 2, section 2.1.4.  

For evaluation of actual physical surfaces, PSD analysis proves to be difficult as the method requires non-

trivial filtering of data and determination of the appropriate best fit for the PSD function’s slope [112,114]. Further, it 

has been implied that evaluation for fractal dimension using PSD analysis is only an approximation for values of 𝐷  

not equal to 1.5 [56]. Therefore, evaluation utilizing 1-D Roughness-Length method [56] is also performed. 

Roughness-Length method has been shown to provide reasonable measure of fractal dimension for both synthetically 

generated and natural fracture surfaces over a wide range of 𝐷 values [52,114,115]. In the Roughness-Length method, 

a profile is evaluated using varying window sampling lengths, wi, along the profile as shown in Figure 4.13.   
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Figure 4.13: Evaluation via Roughness-Length method. 

 
A least-squares, best-fit line is generated for each set of points within the sample window. RMS value for the whole 

profile is calculated as [56]:  

𝑅𝑀𝑆(𝑤) =
1

𝑛௪

 ඨ
1

𝑃 − 2
 (𝑧 − 𝑧̅)ଶ

 ∈ ௪

ೢ

ୀଵ

                                             (4.3) 

where 𝑛௪ equals the number of windows with length 𝑤  along the profile, 𝑃  is the number of points within window 

 𝑤 , 𝑧 is the residual values between the profile asperity points and the local best-fit trend line, and 𝑧̅ is the mean 

residual within window  𝑤 . It is noted that 𝑧̅ is zero for a least-squares fit line [56]. Calculation of 𝑅𝑀𝑆(𝑤) for 

differing window lengths,  𝑤 , is performed and resultant RMS versus  𝑤 is plotted in log-log scale. The resulting 

slope minus two gives the profile’s fractal dimension. More specific details of this method are provided in referenced 

works by Malinverno [56], Develi and Babadagli [114], Kulatilake and Um [52], and Fardin et al. [53].  

Verification of 1-D fractal dimension measurement methods is completed by generating test 1-D fractional 

Brownian motion profiles with a Fourier transform method described by Saupe [54]. Profiles are generated with 𝐷  

values from 1.1 to 1.9. 512 data points are used in the test profiles. Summary of verification for various prescribed 

fractal dimension profiles is presented in Figure 4.14.  
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Figure 4.14: Verification of 1-D fractal dimension measurement methods; PSD and Roughness-Length. Diagonal 

line indicates perfect agreement between prescribed and measured fractal dimension values. 

 

PSD analysis shows the most well matching values, which is expected as the generation and evaluation 

methods are both spectral based. Average and peak variance from prescribed fractal dimension for PSD analysis is 

0.87 % and 1.53 %, respectively. Roughness-Length method also provides very accurate measurement of values, with 

average and peak variance from prescribed fractal dimension values equal to 3.71 % and 6.88 %, respectively. Better 

match was observed with the Roughness-Length method for values between 1.1 and approximately 1.6. This is 

beneficial as rock fracture fractal dimensions are between those ranges as mentioned in Chapter 2 (1.0 to 1.5 for rock 

profiles).  

As Roughness-Length and PSD analysis methods provide sufficiently accurate measure of synthetically 

generated surface fractal dimensions they will be used to evaluate the data produced by SynFrac.  

Three surfaces are generated within SynFrac with fractal dimension values of 2.1, 2.25, and 2.5. Each surface 

profile in the vertical and horizontal direction is then measured using the 1-D PSD and roughness-length methods and 

averaged. The results for the synthetic surface measurements are summarized in Table 4.8.  

 



52 
  

Table 4.8: Summary of SynFrac generated surface fractal dimension verification results 

Prescribed Surface Fractal 
Dimension, (D) 

1-D PSD 1-D Roughness-Length 

2.1 (1.1 Profile) 1.08 average (+0.12 / -0.01) 1.13 average (+0.31/ -0.17) 

2.25 (1.25 Profile) 1.22 average (+0.13/ -0.10) 1.26 average (+0.28 / -0.18) 

2.5 (1.5 Profile) 1.46 average (+0.13/ -0.11) 1.49 average (+0.21 / -0.17) 

 

With confirmed fractal dimensions in the surfaces data generated with SynFrac, use within CFD-DEM 

simulation domains is considered acceptable.  
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5 CLUSTERING IN FLOWING PROPPANT SLURRIES 

5.1 Introduction 

  Given the previous conflicting research results regarding proppant particle clustering occurrence and gap in 

the knowledge on impact of clusters in flowing, dense proppant slurries discussed in Chapter 2, this chapter 

investigates behavior of dense-phase fluid-particle slurry micromechanics and particle clustering impact.  Unresolved 

CFD-DEM is implemented to provide insights into general and local dynamics of fluid and particle motion during 

injection.   

Previous researches have utilized the unresolved CFD-DEM method to investigate slickwater proppant 

transport within hydraulic fractures, however most focus on the bed-load transport mechanism that proceeds proppant 

mounding [116–118]. However as discussed in Chapter 2, the bed-load transport mechanism is a laboratory-scale 

phenomena and does not scale with field fracture size [8,11,60]. As such, this chapter’s consideration and evaluation 

are focused on suspended viscous transport of proppants, the slurries’ clustering capacity, and clustering influence on 

proppant flow and transport behavior. 

Both “Model A” and “Model B” coupling (as detailed in Chapter 3) are further considered here to evaluate 

the appropriateness of the more simplistic “Model B” method for use in the evaluation of slurry flows.  

This chapter aims to evaluate if and to what extent clustering occurs in flowing proppant slurries. Further, 

evaluation of the clustering bodies characteristics as well as impacts on flow and transport is considered. Lastly, it is 

desired to see if proppant conveyance and settling behavior is accurately described by simplified evaluation methods 

(see Chapter 2, Eq.2.13) or if and at what conditions behavior deviates from this evaluation. 

 

5.1.1 Particle Clustering and Transport Characterization 

Variance in several non-dimensional numbers have been previously cited as contributory to a two-phase 

particle-fluid’s flow, transport, and clustering behavior. Of these, those not relating to the flow domain geometry and 

thereby concerned with the two-phase fluid’s composition and flow conditions are the Stokes and Froude numbers, as 

mentioned in section 2.1.2, as well as the Reynolds particle number, and volumetric particle concentration 

[3,33,70,107,119,120]. Stokes and Froude numbers can be defined as [70,119,120]: 

𝑆௧ =  ቆ
𝜌௦

𝜌

ቇ
𝑅𝑒

9
                                                                                 (5.1) 
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𝐹 =  
𝒖௧

ඥ|�⃗�|𝑑
                                                                                     (5.2) 

where 𝑆௧ is the Stokes number, Fr is the Froude number, and 𝒖௧  is the superficial fluid velocity taken at the inlet. 

The Froude number can further be modified to incorporate difference between the carrier fluid and particle densities 

as the Durand-Froude number (𝐷) [24,121]. Expression with particle size as the characteristic length is [121]:   

𝐷 =
𝒖௧

ඥ[𝒈𝑑(𝐺௦ − 1).଼]
                                                                               (5.3) 

with 𝐺௦ equal to the ratio of particle to fluid densities.  

A review of qualitative definitions of particle clustering structure used by Farhan et al. [70] is provided here 

with brief description of shape, as similar definitions are utilized in this chapter. Clustering definitions include 

designation between:  

 ‘1-D Lagrangian attractor’, also identified as particle chaining [3].  

 ‘2-D vertical curtain-like layer’, structures in which particle group in a 2-D sheet like configuration.  

 ‘3-D structure without any particular structure in the cloud’, in which particles group into a non-easily 

discernable 3-D clustered form. 

To evaluate the formation of clusters quantitatively, the mean nearest neighbor distance for particles as 

described in the work by Park and Lee [122] is determined. In this computation, each particle is evaluated to determine 

center-to-center distance to its nearest neighboring particle, as shown in Figure 5.1. The mean value of nearest 

neighbor value is then evaluated as: 

𝐿ேప.
തതതതതതതതത =

1

𝑁

 𝐿ே.,

ே

ୀଵ

                                                               (5.4) 

where 𝐿ேప.
തതതതതതതതത is the mean nearest neighbor value, 𝑁  is the number of particles evaluated, 𝑛 is the index of each 

particle in the evaluation up to 𝑁, and 𝐿ே.,  is each individual particle’s nearest neighbor distance.  
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Figure 5.1: Diagram of nearest neighbor evaluation. 

 

5.2 Methods 

5.2.1 Material Properties and Domain Settings  

Typical in use proppant particle size falls into the range of approximately 100 to 850 m [3], with sizing in 

the range of 20/40 mesh for approximately 85 % of proppant applications [1]. Gradation of the Jordan formation, a 

widely utilized source of natural proppant material, is reported with most particles around 500 m in diameter [123]. 

As such, 500 m sized proppant particles are used in this work. Typical slickwater dynamic viscosity values reported 

in the literature are around 0.001 to 0.005 Pa·s with specific gravity of approximately 1.0 [3,124–127].A dynamic 

viscosity value of 0.003 Pa·s and density of 1000 kg/m3 is implemented in the simulations. 

Both neutrally buoyant and non-neutrally buoyant particles are explored in this work. Particle density is 

varied to match the density of the carrier fluid for the neutral buoyancy cases. Gravity is active in all simulation cases. 

Further details of material properties are summarized in Table 5.1.  
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Table 5.1: Model Material Properties for flowing slurry simulations 

Proppant Parameters:  Units Fluid Parameters:  Units 

Particle Diameter 500 m Dynamic Viscosity 0.003 Pa.s 

Particle Density * 2600, 1000 kg/m3 Density 1000 kg/m3 

Contact friction value 0.6 -    

Young's Modulus 5x106 N/m2    

Poisson Ratio 0.3 -    

Coefficient of Restitution 0.051 -    
* - For non-neutrally buoyant and neutrally buoyant simulations, respectively 
       

A CFD timestep of 2.5×10-4 seconds is implemented for most cases and reduced to 1×10-4 s for several higher 

flow rate conditions resulting in stable calculations of the cases. A ratio of CFD to DEM timestep size equal to 100 is 

utilized (i.e., DEM time step = CFD time step / 100). 

To implement developed flow condition at the inlet for the CFD portion of the model, first a periodic model 

of the desired target concentration is run without gravity (see Figure 5.2). X and Y faces of the domain are set to a 

periodic condition and the Z faces are set to a no-slip condition. Size of the domain is 8 mm (X) x 8 mm (Y) x 24 mm 

(Z) and CFD cells are made to have length, width, and height of 1.6 mm, each. Consistent flow rate at the desired 

injection rate is initiated and sustained in the +X - direction with use of the ‘meanVelocityForce’ option available in 

OpenFOAM, which adds a supplemental force term in the flow solution to maintain a user defined volume averaged 

mean velocity. Simulations are run till converged flow occurred, in which variance of mean flow velocity was 

confirmed less than O (10-7). In all cases, the convergence occurred within less than two seconds of simulated time. 

Average values for X - directional velocity and void fraction are extracted from the Y/Z plane of cells located at the 

+X end of the domain. Average values are then slightly adjusted, if needed, to match target inlet flow rate and void 

fraction and then mapped to the inlet boundary condition of the injection simulation domain. Mapping of face and cell 

values in OpenFOAM files is accomplished by ordering and listing values based on their spatial coordinates in 

initiation files. This ordering structure is easiest viewed as a representation of values in a 3-dimensional matrix. Row 

values correspond to X coordinates, columns to Y coordinates, and slices to Z coordinates. An ordered list of values is 

formed by listing all row values for the first column and slice before progressing to the next column value. Likewise, 

all column values are exhausted before progressing the next slice value in the matrix.   
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Figure 5.2: Establishment domain conditions and procedure for generating developed inlet condition: 1) run cyclic 

model to establish converged injection condition, 2) average velocity and void fraction values from cyclic model, 3) 
map averaged values to inlet boundary condition of injection model. Diagram not to scale. 

 

Configuration of the injection simulation domain for both the CFD and DEM components is indicated in 

Figure 5.3. As noted in Chapter 2, side wall effects can have an additional influence on particle flow and settling 

behavior, particularly as ratio of particle diameter to wall opening width decreases [35]. For this work, it was desired 

to evaluate conditions for clustering and the clustering’s effects on slurry transport behavior independent of these 

possible influences. As such, Y faces for the injection simulation domains are kept as cyclic to remove any wall effect 

influence. 

Injected particle slurry is initiated near the -X face of the domain with flow directed in the +X - direction. 

Particles themselves are continuously generated at a target volumetric concentration value in a 0.008 m region at the 

injection end of the domain in what is identified as the ‘factory’ in Figure 5.3. To allow generated particle to achieve 

an initial momentum from the inlet flow, the particle factory is sub-divided into 25 layers, each separated by a 

horizontally oriented wall, where particles can gain momentum in the flow prior to experiencing free fall.  Depositing 

particles in the non-neutrally buoyant condition simulations are destroyed when reaching the bottom of the flow 

domain to allow for study of suspended behavior uninfluenced by particle mounding +X face boundary, for non-

neutrally buoyant cases, is generated at a distance of at least 50 % greater than the anticipated maximum particle travel 

distance evaluated per Eq. 2.13. This is implemented to reduce any possible outlet boundary effects on these 

simulations.  
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Figure 5.3:  Injection simulation domain. Diagram not to scale. 

 

5.2.2 Injection Conditions for Model 

Typical proppant injection concentrations for all treatment types are cited as within the range of 0.25 to 10 

PPA [3,128,129], where PPA is pounds of proppant added to 1 gallon of proppant free fluid. There is no SI equivalent 

for PPA. This equates to approximate particle volumetric concentrations of 1.1 % to 31.5 % assuming particle 

properties as specified earlier for this work. Though the proppant concentrations are typically lower for slickwater 

type slurries (~0.25 to 3 PPA) [5], these larger concentration levels are still considered to explore their effects on 

proppant behavior in flow.  

Typical injection rates of proppant slurry range from approximately 0.05 to 0.27 m3/s, with slickwater 

treatments injected the higher range of these rates [3]. Assuming a typical, bi-wing fracture 70 m in height with 6 mm 

opening width, this would provide an approximate mean inlet velocity of 0.33 m/s. In this work, this estimated 

injection velocity is utilized, varying to approximately 50 % greater and 50 % lower magnitudes to evaluate injection 

rate variance on slurry flow behavior. Summary of injection schedules evaluated are as shown in Table 5.2.  

𝑅𝑒||  based on Eq. 2.7 for the above conditions and flow rates considered in this work ranges from 

approximately 2080 to 720. 𝑅𝑒|| values meeting a critical value of 2100-2800 and greater [2,8] are turbulent. As flow 
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conditions for this work are below this critical range, flow is modeled as laminar. Further, the fluid is modeled as 

incompressible and Newtonian in behavior. 

Table 5.2: Model run configuration summary for flowing slurry simulations  

Model A Coupling Model B Coupling 

Neutrally Buoyant Particles 
Simulations 

Non-neutrally Buoyant 
Simulations 

Neutrally Buoyant 
Particles Simulations 

Non-neutrally Buoyant 
Simulations 

Injected 
Particle Vol. 
Conc. (%) 

Inlet 
Injection 
Rate 
(m/s) 

Injected 
Particle Vol. 
Conc. (%) 

Inlet 
Injection 
Rate 
(m/s) 

Injected 
Particle Vol. 
Conc. (%) 

Inlet 
Injection 
Rate 
(m/s) 

Injected 
Particle Vol. 
Conc. (%) 

Inlet 
Injection 
Rate 
(m/s) 

8.0 0.18 7.3 0.17 7.9 0.18 7.2 0.17 

14.5 0.18 13.3 0.18 14.6 0.18 13.3 0.18 

20.3 0.18 18.6 0.18 20.1 0.18 18.6 0.18 

24.9 0.18 23.6 0.18 24.9 0.18 23.5 0.18 

29.3 0.18 27.9 0.18 29.3 0.18 27.9 0.18 

33.1 0.18 31.9 0.17 33.1 0.18 32.1 0.18 

8.0 0.34 7.0 0.34 7.8 0.34 7.0 0.34 

14.3 0.35 13.0 0.34 14.2 0.35 13.0 0.34 

19.9 0.35 18.5 0.34 19.6 0.35 18.4 0.34 

24.8 0.35 23.3 0.34 24.6 0.35 23.2 0.34 

29.4 0.35 27.5 0.34 29.0 0.35 27.5 0.34 

33.4 0.35 31.1 0.34 33.0 0.34 31.4 0.34 

7.7 0.51 6.9 0.51 7.7 0.51 6.9 0.51 

19.7 0.53 12.9 0.52 19.6 0.53 12.9 0.52 

33.2 0.52 18.1 0.52 33.1 0.52 18.3 0.52 

  23.0 0.52   23.1 0.52 

  27.0 0.51   27.1 0.51 

    30.9 0.51     31.2 0.51 

 

5.3 Findings and Results 

5.3.1 Clustering Behavior of Particles in Flow 

Qualitative evaluation of injected particles in both the non-neutrally buoyant and neutrally buoyant 

conditions are first considered. For clarity of identifying clustering formations within the flow, particle to particle 

contact locations (i.e., regions of dense grouped particle clustered formations) can be seen in Figs. 5.4 through 5.9 for 
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volumetric particle concentration injections ranging from ~7 % to ~33 % at an injection rates of ~0.18, ~0.34, and 

~0.51 m/s, respectively.  

 

 

Figure 5.4: Particle to particle contacts, indicating clustering formations, for simulation time t = 3 s, from domain 
position of X = 0.05 to 0.15 m and injection rate of ~0.18 m/s for a) neutrally buoyant particle injection and b) 

injection of non-neutrally buoyant particles, “Model A” coupling. 
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Figure 5.5: Particle to particle contacts, indicating clustering formations, for simulation time t = 3 s, from domain 
position of X = 0.05 to 0.15 m and injection rate of ~0.18 m/s for a) neutrally buoyant particle injection and b) 

injection of non-neutrally buoyant particles, “Model B” coupling. 
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Figure 5.6:Particle to particle contacts, indicating clustering formations, for simulation time t = 3 s, from domain 
position of X = 0.1 to 0.2 m and injection rate of ~0.34 m/s for a) neutrally buoyant particle injection and b) injection 

of non-neutrally buoyant particles, “Model A” coupling. 
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Figure 5.7: Particle to particle contacts, indicating clustering formations, for simulation time t = 3 s, from domain 
position of X = 0.1 to 0.2 m and injection rate of ~0.34 m/s for a) neutrally buoyant particle injection and b) injection 

of non-neutrally buoyant particles, “Model B” coupling. 
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Figure 5.8: Particle to particle contacts, indicating clustering formations, for simulation time  t = 3 s, from domain 
position of X = 0.1 to 0.2 m for particles with injection rate of ~0.51 m/s for a) neutrally buoyant particle injection 

and b) injection of non-neutrally buoyant particles, “Model A” coupling. 
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Figure 5.9: Particle to particle contacts, indicating clustering formations, for simulation time  t = 3 s, from domain 
position of X = 0.1 to 0.2 m for particles with injection rate of ~0.51 m/s for a) neutrally buoyant particle injection 

and b) injection of non-neutrally buoyant particles, “Model B” coupling. 

 

For the lowest concentration volumetric injection values of approximately 7 %, relatively small, scattered 

groupings of clustering particles occur. This scattering of small particle groupings can be contrasted with the initiation 

of distinctly structured particle clusters in a horizontal, chain-like orientation (1-D) in approximate 13 % to 14 % 

concentration cases in most cases. Figure 5.10a shows a perspective view of particles from the ~13.0 % concentration, 

~0.34 m/s injection simulation with “Model B” coupling. Transition in clustering shape to a vertical ‘curtain-like’ 

configuration (2-D) occurs for the majority of remaining simulations above ~ 13.0 to 14.0 % concentrations, except 

several neutrally buoyant high concentration cases, where 3-D clustering is observed. An example of this 2-D curtain 
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structure is shown in Figure 5.10b, for the ~27.5 % concentration, ~0.34 m/s injection case with non-neutrally buoyant 

particles, “Model B” coupling. It is also importantly noted that overall it appears that the transition to vertical curtain 

structures in non-neutrally buoyant conditions emerge at a threshold injection concentration of approximately 20 % 

in all cases, when comparing Figs. 5.4 through 5.9. The significance of this threshold point will be referred to in 

subsequent discussions in this and further subsections.  

    

 

Figure 5.10: a) 1-D horizontal particle clustering ~13 % particle vol. concentration simulation with injection rate of 
~0.34 m/s at simulation time t = 3 s, from domain position of X = 0.1 to 0.2 m (particles colored by initial starting 
elevation in simulation to help visualization of distinct clustering formations) , “Model B” coupling. b) Particle to 

particle contact image of 2-D ‘curtain’ clustering formation for 27.8 % vol. concentration simulation with injection 
rate of ~0.34 m/s at simulation time t = 2.4 s, from domain position X = 0.2 to 0.21 m, “Model B” coupling. 

 
The origination and development of a 2-D clusters is shown in Figure 5.11. Clustering starts in a dense 

particle slurry due to viscously damped particle collisions, as seen for snapshot of t = 1.19 s in Figure 5.11.  Particle 

drag force is larger at higher particle concentrations (see Eqns. 3.10 and 3.11) and fluid velocity increases locally as 

the space between particles shrinks. As a result, fluid-particle coupled behavior enhances particle drag forces and leads 

to higher relative velocities of clustered formations in the direction of flow. Clusters continue to build up as they 

further collide with additional particles in the flow, as seen for snapshot at t = 1.24 seconds in Figure 5.11. Eventually, 

particle clusters reach a peak state of loose packing at approximately 50-60 % volumetric particle concentration, where 

cluster concentration no longer increases. Cluster groups that achieve higher relative velocity than neighbors in the 

flow separate and create the 2-D curtain clustered assemblages, as seen for snapshot at t = 1.29 seconds in Figure 5.11. 

It is observed that particle clusters continuously form and dissipate during the flow. Qualitative distinction of 

clustering shapes for all the simulations performed in this work are summarized in Table 5.3. Slight variances in 

clustering shape for similar simulations performed with “Model A” and “Model B” coupling can be seen. 
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Figure 5.11: Mid y-axis slice of 2-D particle cluster, a) particle x-direction velocity in flow, b) void fraction in flow, 
c) corresponding fluid x-direction velocity, “Model B” coupling. 
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Table 5.3: Qualitative clustering shapes for neutrally buoyant and non-neutrally buoyant simulations. 

Model A coupling         Model B coupling       

Neutrally Buoyant 
Particles Simulations  

Non-neutrally Buoyant 
Simulations 
  

Neutrally Buoyant 
Particles Simulations 
  

Non-neutrally Buoyant 
Simulations 
  

Inj. 
Particle 
Vol. 
Conc. 
(%) 

Inlet 
Inj. 
Rate 
(m/s) 

Cluster 
Shape* 

Inj.  
Particle 
Vol. 
Conc. 
(%) 

Inlet 
Inj. 
Rate 
(m/s) 

Cluster 
Shape* 

Inj. 
Particle 
Vol. 
Conc. 
(%) 

Inlet 
Inj. 
Rate 
(m/s) 

Cluster 
Shape* 

Inj. 
Particle 
Vol. 
Conc. 
(%) 

Inlet 
Inj. 
Rate 
(m/s) 

Cluster 
Shape* 

8 0.18 None 7.3 0.17 None 7.9 0.18 None 7.2 0.17 None 

14.5 0.18 1D 13.3 0.18 1D 14.6 0.18 1D 13.3 0.18 1D 

20.3 0.18 1D 18.6 0.18 1D-2D 20.1 0.18 1D-2D 18.6 0.18 1D-2D 

24.9 0.18 1D-2D 23.6 0.18 1D-2D 24.9 0.18 1D-2D 23.5 0.18 1D-2D 

29.3 0.18 1D-2D 27.9 0.18 2D 29.3 0.18 2D-3D 27.9 0.18 2D 

33.1 0.18 3D 31.9 0.17 2D 33.1 0.18 3D 32.1 0.18 2D 

8 0.34 None 7 0.34 None 7.8 0.34 None 7 0.34 None 

14.3 0.35 1D 13 0.34 1D-2D 14.2 0.35 1D 13 0.34 1D 

19.9 0.35 1D-2D 18.5 0.34 1D-2D 19.6 0.35 1D-2D 18.4 0.34 1D-2D 

24.8 0.35 1D-2D 23.3 0.34 2D 24.6 0.35 2D 23.3 0.34 2D 

29.4 0.35 2D-3D 27.5 0.34 2D 29 0.35 2D 27.5 0.34 2D 

33.4 0.35 3D 31.1 0.34 2D 33 0.34 2D 31.4 0.34 2D 

7.7 0.51 None 6.9 0.51 None 7.7 0.51 None 6.9 0.51 None 

19.7 0.53 1D-2D 12.9 0.52 1D 19.6 0.53 1D-2D 12.9 0.52 1D 

33.2 0.52 3D 18.1 0.52 1D-2D 33.1 0.52 2D 18.3 0.52 2D 

   23 0.52 2D       23.1 0.52 2D 

   27 0.51 2D       27.1 0.51 2D 

      30.9 0.51 2D       31.2 0.51 2D 

*- The designation 'None' is used to describe the occurrence of little to no distinct clustered structures 
 
  

Figure 5.12 shows the results of the mean nearest neighbor evaluations for the neutrally buoyant and non-

neutrally buoyant simulations. It is noted that results for “Model A” and “Model B” coupling are virtually identical. 

To illustrate the significant level of clustering that occurs in the simulations beyond what is attributable to increasing 

concentration effects, mean nearest neighbor values for a homogeneous, body-centered, cubic lattice of distributed 

particles (see Figure 5.12d for illustration), at varying concentrations are presented in Figure 5.12c. These values are 

contrasted against the neutrally buoyant simulation results (see Figure 5.12c). As can be seen, concentration effects 

alone do not account for the significantly reduced mean nearest neighbor values.  
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For the neutrally buoyant cases, the injection rate of the slurry is seen to have little effect on quantitative 

clustering, only concentration increase is influential. Additionally, comparison between the macroscopically averaged 

X-directional drag for the ~33 % neutrally buoyant concentrations cases at flow rates of 0.18 and 0.51 m/s reveals a 

near order of magnitude difference in drag magnitude (~6.5 x 10-8 N and ~3.8 x 10-7 N), respectively. As both drag 

and the Stokes number are dependent on the relative differences between the particle and fluid velocities, this would 

point to contributions of varying Stokes number having less impact on clustering than varying concentration and 

Durand-Froude number for the conditions considered in this work.  

It is further noted in all of the neutrally buoyant cases that particle mean nearest neighbor values approach a 

limit that is equal to the particle diameter as concentrations increase. This limit is seen to be independent of injection 

rate. Such limit would be representative of approaching a packed particle state in the clusters where every particle is 

directly in contact with another particle.  

By comparison, the mean nearest neighbor results for injected non-neutrally buoyant particles show a clear 

deviation in values as injected particle rates increase in like concentration conditions, with greater mean nearest 

neighbor values than neutrally buoyant cases at similar injection rates.  This indicates that combined gravity effects, 

not balanced by buoyancy, and flow rate influences cluster formation with greater variance occurring in higher 

concentrations. This therefore points to the importance of the Durand-Froude and Concentration dimensionless values 

in the clustering behavior of flowing proppant slurries.  

The quantitative variance in nearest neighbor values is visually represented in Figure 5.13, which shows a 

contour plot of nearest neighbor values against concentration and Durand-Froude number for “Model A” coupling 

values. Low Durand-Froude number values with high injection concentrations yield a clear tendency towards 

clustering, which is indicated by lower nearest neighbor values. The abundance of clustering is potentially problematic 

for field operations as particle bridging and clogging in proppant injections would lead to less optimal proppant 

placement within the fracture.  

It is again noted that at all the tested conditions, the mean nearest neighbor values decrease at notably lower 

rates after approximately ~20 % injection concentration. This ~20 % concentration point is also the approximate 

threshold for the onset of 2-D curtain clusters in non-neutrally buoyant particle slurries mentioned earlier and appears 

to be a critical concentration where clustering behavior transitions. 
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In non-neutrally buoyant conditions, increase in flow rate and therefore Durand-Froude number value, leads 

to lower occurrence of clustering for like higher concentration injections as seen in the higher mean nearest neighbor 

values of Figure 5.13. Although the results point to the significance of density difference between the carrier fluid and 

particle phases, a comprehensive investigation of density effects is outside of the scope of this work. Specifically, this 

study is focused primarily on neutrally buoyant and dense particle characteristics predominate in proppant injection 

field operations (i.e., quartz sand proppant). 
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Figure 5.12: a) Neutrally buoyant injected particles mean nearest neighbor results, b) Non-neutrally buoyant injected 

particles mean nearest neighbor results, c) comparison of homogeneous, lattice distributed particles at varying 
concentrations compared to neutrally buoyant values, and d) diagram and evaluation for nearest neighbor of a lattice 

distributed set of particles. 
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Figure 5.13: Contour plot of nearest neighbor results for injected non-neutrally buoyant particle simulations based 

on Concentration and Durand-Froude Number, “Model A” coupling. 

 

Clustering shapes become more significant when looking at the meso- and micro-level behavior of individual 

clusters, specifically in the clusters formed in non-neutrally buoyant cases at mid to high concentrations where 2-D 

clustering structures occur. Deformation of the curtain clusters into a parabolic shape occurs, as is shown in Figure 

5.14. In the deformed parabolic shape, the upper half of the cluster structure can also experience an upward velocity. 

An example parabolic curtain formation as well as the corresponding fluid void fraction, Z particle velocities, and 

drag magnitudes experienced is shown in Figure 5.15a-c. The upper cluster half exhibits a greater upward drag force, 

resembling an effect like a sail with upward facing curvature.  

Figure 5.15d further shows the fluid’s pressure values at locations along the domain height through the cluster. 

A distinct negative pressure gradient can be seen occurring through the upper portion of the cluster. This gradient 

means that fluid is directed from higher pressure below, upwards towards the lower pressure values. The cause of the 

cluster deformation and resulting pressure variance can be further evaluated by examining the fluid velocity and 

concentration through the cluster. Figure 5.15e shows the variance in the X - direction fluid velocity through the cluster. 

Rapid reduction in velocity can be seen in the transition from particle slurry to clear fluid, indicating shear at this 
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region, causing the upper particle cluster deformation. Concentration distribution through the cluster is shown in 

Figure 5.15f. Transition from lower concentration to higher concentration through the cluster’s upper section occurs. 

The concentration distribution gradient is accompanied by a slight increase in X - directional fluid velocity in this 

section in Figure 5.15e, to compensate for the pressure variance through the profile per Bernoulli’s principal. This 

higher X - directional fluid velocity is a consequence of fluid velocity being higher in the more restricted pore space 

of the higher concentrated cluster section.  

 

 
Figure 5.14: Particle curtain cluster deformation in flow in flow in ~23.1 % injection concentration, ~0.34 m/s, 
tracked from domain position x = ~0.225 to 0.275 from t = 1.23 to 1.3 s in simulation run, “Model A” coupling. 

 



74 
  

 
Figure 5.15: 2-D curtain cluster behavior in flow (From ~27.5 % Concentration Injection, ~0.34 m/s injection rate. 

Time=4 s, From x = 0.315 to 0.325 m). a) Fluid void fraction (i.e., 1-𝐶) b) individual particle drag magnitudes for 2-
D curtain cluster and surrounding particles, c) vector representation particle drag magnitude, d) pressure profile 

values at x ≈ 0.32 m, e) velocity profile at x ≈ 0.32 m, and f) particle concentration at x ≈ 0.32 m, “Model A” 
coupling. 

 
Neutrally buoyant simulations with distinct 2-D curtains, by comparison, lack notable cluster deformations 

with the no-slip CFD conditions at +/- Z faces. The lack in deformation points to the more significant impact on cluster 

deformation due to the particle slurry, clear fluid interface shearing rather than influence from the boundary conditions. 

To confirm this, a simulation with slip conditions at the +/- Z boundaries is also considered. A simulation like that 

discussed in Figure 5.15 is run with slip condition boundaries at the +/- Z faces (see Figure 5.16). Figure 5.16 clearly 

again indicates a strong velocity gradient at the particle, clear fluid interface coupled with significant deformation of 

upper portion of the 2-D curtain clusters. Coupled pressure gradient and lift behavior is also again observed. Therefore, 
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it can be concluded that the +/- Z boundaries have much smaller influence on the strong cluster deformation than that 

caused by the slurry, clear–fluid interface. 

 

 
Figure 5.16: Cluster formation with +/- Z slip velocity boundary conditions. (From ~27.3 % Concentration Injection, 

~0.34 m/s injection rate. Time=4 s, From x = 0.335 to 0.345 m). a) Fluid void fraction (i.e., 1-𝐶) b) individual 
particle drag magnitudes for 2-D curtain cluster and surrounding particles, c) vector representation particle drag 
magnitude, d) pressure profile values at x ≈ 0.34 m, and e) velocity profile at x ≈ 0.34 m, “Model A” coupling. 

 

5.3.2 Effects of Clusters on Slurry Settling in Flow 

Simplified evaluations of particle settling and conveyance behavior is next compared to the CFD-DEM 

modeled results. For comparison of particle deposition and maximum travel in the non-neutrally buoyant conditions, 

particle counts are averaged from between the two to four second marks of each simulation to obtain mean suspended 

particle counts along the domain’s X - direction. Values are evaluated at each Y-Z planar set of CFD cells in the X – 
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direction. The maximum particle travel distance corresponds to the location of the first set of CFD cells in the X - 

direction with mean particle count equal to one or less.   

Figure 5.17 shows a comparison of the simplified evaluations and modeled mean maximum particle travel 

results for each injection rate and concentration condition. It can be seen, first, that the modeled injections at particle 

volumetric concentration of approximately 7 to 23 % show very similar travel distance compared to the simplified 

evaluation using the hindered settling velocity proposed by Richardson and Zaki [28] and Gadde et al. [29] (see Eqns. 

2.1 and 2.2). This shows that to spite the occurrence of clusters, the maximum travel behavior is still well represented 

by simple hindered settling-based evaluations. This similar maximum travel can be attributed to the lift enhancement 

experienced in 2-D cluster dominated flows that lead to enhanced travel rather than just accelerated settling in clustered 

groups. Comparison to Garside and Al-Dibouni [30] (see Eq. 2.3) shows an over estimation of behavior for most cases 

except at the lowest considered concentration, a couple of intermediate concentration cases at mid to high injection 

rates for the “Model B” coupling, and the ~ 18.1 % concentration, ~ 0.51 m/s, “Model A” coupled case. 

Second, significant variance between “Model A” and “Model B” conveyance results can be seen in many 

similar cases, especially for intermediate concentration cases at ~0.33 and ~0.51 m/s injection rates. The simplified 

“Model B” matches behavior with “Model A” for low flow rates, however at high flow, behavior deviates, meaning 

evaluation with “Model B” coupling becomes unreliable. This shows that “Model B” coupling is not universally 

appropriate for dense slurry modeling with clustering behavior. Therefore, analysis for the remainder of the chapter 

will focus on “Model A”. 

Lastly, a small increase in travel values compared to the Richardson and Zaki [28] and Gadde et al. [29] 

based evaluations can be seen for concentrations ~ 20 % to 23 % simulations at ~ 0.33 and ~ 0.51 m/s injection rates. 

It can be concluded that the cluster lifting effect leads to small increase in conveyance at the initial onset concentration 

for 2-D cluster structures and ceases at higher concentrations. Hindered settling relationships provided in the literature 

do not capture this slight variance. The maximum travel distance decreases at higher concentration, as observed in the 

~ 31 % - 32 % volumetric concentration cases for all injection rates and for the ~ 27 % concentration cases at injection 

rates of ~ 0.18 and ~ 0.33 m/s. Here, maximum particle travel distance values significantly drop below all simple 

travel evaluations. The rapid decrease in maximum particle travel distance can be explained by similar amounts of 2-

D curtain clusters forming with increasing concentration while energy contribution from the fluid decreases.  
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Figure 5.17: Comparison of maximum particle travel distance for simplified evaluations of particle travel vs. 

modeled behavior in flow. 

 
To consider only the fluid’s contribution to conveyance, evaluation the fluid phase’s unit flux (i.e., the 

superficial flow) is shown in Figure 5.18. This is equivalent to flow through the domain section once particles have 

settled, and only particle free fluid is left in flow. A clear trend of the fluid flux decrease can be seen as initial particle 

concentration increases.  
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Figure 5.18: Fluid phase unit X – directional flux for each non-neutrally buoyant particle simulations, “Model A” 

coupling. 

 
This trend of decreasing fluid contribution to particle conveyance is further emphasized by comparing the 

mean fluid velocity with presence of particles (i.e., interstitial fluid velocity) in two cases of similar injection rate 

cases with different injection concentrations. Figure 5.19 shows mean fluid X – directional velocity for injection 

concentration cases of 23.0 % and 27.0 % at an injection rate of ~ 0.51 m/s. Both cases had similar maximum particle 

travel distances of approximately 0.86 m. Mean X – directional drag for the particles in conveyance in both cases are 

of O (10-8 N). That can be contrasted with the drag that is incurred by a static particle in a 0.5 m/s flow, ~3 x 10-5 N, 

approximately 1000 times larger in magnitude. Particles predominately experience negligible X – directional drag in 

flow and therefore are traveling at roughly the X - velocity of the fluid. As can be seen in Figure 5.19, more rapid 

decline occurs in the 27.0 % initial concentration case’s fluid velocity as particles settle out from the flow. Lower final 

value of fluid X - velocity is also seen for the 27.0 % initial concentration case as compared to the 23.0 % injection 

concentration case. Therefore, to spite similar occurrence of 2-D curtain clusters, particles are conveying slower down 

the domain in the higher concentration case.  



79 
  

 
Figure 5.19: Fluid X – direction velocity along flow domain in direction of flow, for injection concentration cases of 

23.0 % and 27.0 % at injection rate of ~0.51 m/s, “Model A” coupling. 

 

Evaluation of flowing slurry particle suspension further reveals complex, non-linear behavior. Figure 5.20 

shows the average particle count remaining in suspension along the domain length for each set of simulations 

performed with non-neutrally buoyant particles. CFD-DEM simulation results are referenced against the simplified 

evaluation (see subsection 2.2.1) with Richardson and Zaki [28] based hindered settling velocity (Eq. 2.1) and 

assumption of homogeneous composition with constant rate of particle deposition. Lowest concentration injections 

(i.e., ~ 7 % particle volume injections) follow a relatively linear deposition behavior as they travel down fracture, like 

the simplified slurry transport assumption. However, higher concentrations take on a more curved, half-parabola shape 

for particle deposition as slurry travels in flow, with greater rate of particle deposition near the inlet.  The obtained 

deposition behaviors can be fit to a second degree polymetric function of the following form:  

𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝐶𝑜𝑢𝑛𝑡 = A𝑥ଶ + B𝑥 + C                                                             (5.5) 

Where A and B are varying values of the polynomial’s coefficients and C is the starting particle count at the inlet. 

Polynomial coefficient values and coefficient of determination values, fitted by least squares method, are summarized 

in Table 5.4. 



80 
  

 
Figure 5.20: Particle suspension behaviors for a) ~0.18 m/s, b) ~0.34 m/s, and c) ~0.51 m/s injection rates, 

Richardson and Zaki [28] hindered settling based evaluation and modeled results, “Model A” coupling. 
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Table 5.4: Settling slurries’ deposit behavior fitted curve coefficients and respective coefficients of determination 
values (“Model A” coupling). 

Non-neutrally Buoyant Simulation Fitted Polynomial Coefficient Values 

 Injected Particle 
Vol. Concentration 
(%)  

Inlet Injection 
Rate (m/s) 

A B C R2 value 

7.27 0.17 6128.95 -3505.64 341 0.996 

13.27 0.18 10153.01 -5918.46 623 0.987 

18.57 0.18 15586.68 -7973.07 871 0.979 

23.58 0.18 23011.77 -10039.42 1107 0.981 

27.92 0.18 21819.21 -10653.30 1310 0.970 

31.91 0.17 25192.58 -11885.11 1498 0.946 

7.02 0.34 1648.71 -1757.83 329 0.996 

12.97 0.34 1270.86 -2633.88 609 0.999 

18.54 0.34 3340.21 -3600.48 870 0.996 

23.25 0.34 2474.06 -3507.13 1091 0.995 

27.52 0.34 1782.10 -3491.23 1292 0.994 

31.13 0.34 1175.76 -3365.43 1461 0.991 

6.91 0.51 932.25 -1216.08 325 0.988 

12.94 0.52 1314.94 -1912.20 607 0.995 

18.13 0.52 1146.66 -2062.52 851 0.989 

22.96 0.52 966.83 -2151.71 1078 0.983 

27.00 0.51 821.21 -2220.04 1267 0.985 

30.90 0.51 717.23 -2341.41 1450 0.981 
 

The polynomial’s coefficient values are plotted to another contour plot for comparison to the Durand-Froude 

number and concentration in Figure 5.21. 𝐴  coefficients show a rapid increase in positive value till between 

approximately 15 - 20 % concentrations, followed by a less rapid decline after. 𝐵 coefficients have rapid increase in 

negative value to a similar turning point near 15 – 20 % concentration, after which decline in negative value also 

occurs. This turning point in values again appears to correspond to the point of plateauing nearest neighbor values and 

the slight ‘bump’ in maximum particle travel, at the onset of 2-D curtain cluster formation at approximately 20 % 

concentration discussed in earlier sections. Once again, notable behavior change occurs at the threshold concentration 

where 2-D curtain clustering develops, showing the significance of cluster shapes’ influence on particle flow and 

transport behavior. 
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Figure 5.21: Contour plot of A and B coefficients for fitted polynomial shape of deposit behavior, “Model A” 

coupling. 

 
5.4 Concluding Remarks 

The presented study contributes to the understanding of the clustering mechanics, composition and 

conveyance behaviors of injected, concentrated particle slurries through quantitative and qualitative analysis using the 

unresolved CFD-DEM method. Additionally, since this work was done in the context of slickwater proppant injections 
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in georeservoirs, new findings compared to a simplified slurry flow evaluation, as utilized in hydraulic fracture 

software, were presented. Overall, this work has demonstrated that clustering does occur for certain injection 

conditions and has a significant and non-simplistic impact on particle settling and conveyance. Particle clustering 

shape and spatial distribution is found to be greatly affected by injection rate, concentration, and presence of settling. 

Specific findings and contributions include: 

1. Particle injections transition from negligible clustering at lowest tested concentrations, to 1-D chain-like 

clustering, and eventual 2-D vertical curtain-like clustering as concentration increases. Neutrally buoyant 

particles are further noted to develop into 3-D clustered structures at the highest implemented injection 

concentrations and lowest to mid evaluated flow rates. 

2. Clustering prevalence in non-neutrally buoyant particle slurries increases with increased injection 

concentration and decreases with increased Durand-Froude number values (as seen for higher flow rate cases). 

Settling due to density differences appears to influential in variances to qualitative and quantitative clustering 

behavior at different flow rates. 

3. Neutrally buoyant proppant injections appear to only demonstrate quantitative increase in clustering with 

increased particle injection concentration. Flow rate had virtually no influence on quantitative clustering for 

conditions studied in this work. Further, Stokes number was found to have less influence relating to clustering 

for the conditions considered in this work based on examined exemplar neutrally buoyant cases. Qualitative 

clustering appearance (shapes and sizes) is also seen to slightly vary with flow rate and more distinctly vary 

with concentration for neutrally buoyant conditions  

4. Evaluation with “Model B” CFD-DEM coupling formulation is seen to produce acceptable representation of 

behavior, to spite its simplifications, at low flow rates and some mid to low concentration conditions. The 

representation however deviates when high concentrations and higher flow rates are considered. It is therefore 

inappropriate to use this coupling in those conditions and “Model A” coupling should be utilized 

5. Clustering affects overall slurry flow and transport in non-neutrally buoyant slurries where 2-D curtain 

clusters develop and become deformed, incurring an increased upward drag in some cases.  

6. Slurry maximum travel capacity, for most concentrations studied, can be represented by simplified transport 

formulations. Behavior though greatly deviates in several high concentration cases at mid to high tested flow 

rates due to reduced fluid energy contribution to particle conveyance. Additionally, in intermediate 
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concentrations for the mid and high range injection rates tested, slight increases in relative maximum travel 

behavior occurs compared to simple evaluations. This points to an intermediate behavior not captured by 

simple power-law and polynomial based hindered settling relationships found in the literature when 

compared with these findings in this work.  

7. Suspension/deposition behavior of particles acts in a nearly linear fashion, like simplified evaluations, for 

small concentrations. As concentration increase, this behavior becomes non-linear, but can be very closely 

described by a second-degree polynomial in which the coefficients are varied for each case. 

8. Plateauing nearest neighbor values, slight relative increase in maximum particle travel, and peak coefficient 

values for polynomial fitted suspension behavior all correspond to a common approximate point 

corresponding to the onset of 2-D curtain cluster structures in non-neutrally buoyant particle cases (i.e., at 

approximately 20% concentration injection). 
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6 FLOW AND TRANSPORT OF PROPPANTS IN ROUGH FRACTURES 

6.1 Introduction 

Successful design of proppant enhancement projects requires a clear understanding of the slurry’s dynamics 

and interactions within a rock fracture setting. As discussed in Chapter 2, past studies and in use practices rely on 

governing laws for proppant flow and transport derived from simplified, smooth surfaced fractures [9–12]. This 

smooth wall assumption however raises questions about behavioral fidelity to true rock surfaces, which contain surface 

asperities and produce tortuous flow pathways through the fracture openings [50]. Therefore, impact from rough 

fracture surfaces on proppant flow and transport is evaluated in this chapter.  

Utilization of neutrally buoyant particles is focused on in this evaluation as it allows for isolating flow and 

transport behavior without further possible influences caused by particle settling. Neutrally buoyant proppants also 

have an increasing importance in proppant slurry injection operations. Use of nearly neutrally buoyant particles in 

slickwater proppant slurries has been shown to provide greater fracture enhancement beyond standard, dense particle 

only proppant slurries [127]. Limited deposition of neutrally buoyant particles during conveyance allows proppant to 

travel to further fracture extremities, resulting improved propping capability. Further, past studies modeling additional 

use of neutrally buoyant particles have shown potential four times greater propped fracture area compared to 

treatments using dense sand particles alone [127].  

Objective of this chapter is to quantify effects of fractal dimension and RMS asperity height fracture 

parameters on in-fracture slurry flow behavior. Specific objectives include investigation of the extent fractal 

dimension and/or RMS asperity heights values impact overall flow and transport behavior of neutrally buoyant 

proppants as well as investigation into impacts on hydraulic aperture caused by two-phase, particle-fluid slurry flowing 

in rough fractures. To evaluate these impacts, numerical analysis of flowing, neutrally buoyant particles between 

synthetically generated, rough rock surfaces is performed. Specifically, single and multiparticle proppant conveyance 

simulations are conducted through fractures with different fractal dimension and RMS asperity height values, at 

differing apertures. As discussed in Chapter 3 (section 3.1.4), to capture flow behavior at rough surfaces containing 

detailed roughness features, resolved CFD-DEM is used in this study. This method allows for better fluid mesh 

adherence to surface features smaller than particle size, providing resulting influence from these features. Fluid 

interaction with particles is also better represented in the resolved method compared to the unresolved method [17]. 
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Unique opportunity to evaluate not just macro impacts to proppant flow and transport, but also micro-scale physical 

influences about particles and rough surfaces is available with resolved CFD-DEM.  

 

6.2 Methods 

6.2.1 Synthetic Rock Fracture Domain  

This study specifically evaluates effects of fracture topology at sizes below that of the proppant particle 

diameter size. The reason for this is rock grain sizes, and therefore fracture surface features, can be of size smaller 

than typical proppant particle dimension. For example, sandstone can have predominated particle sizes ranging from 

0.06 to 2 mm. Shales have typical maximum particle size less than ~0.05 mm. Asperity features for the generated 

synthetic surfaces are described at a 0.1 mm resolution along the surfaces. The surface features are generated as square-

shaped elements to allow for hexagonal shaped CFD cells. This provides smaller features relative to proppant particle 

size while allowing for a reasonably tractable CFD simulation mesh that conforms to the surface. Fracture domain 

length is selected to be approximately an order of magnitude larger in size than the particle to capture behavior of 

proppant in rough fractures over a reasonably larger domain length. Specifically, a 10 mm fracture length is used. 

Three different fractal dimensions, 2.1, 2.25, and 2.5 are considered for the synthetic rock surfaces.  

In order to evaluate appropriate asperity height RMS for surfaces of size equal to 10 mm, amplitude parameter 

and fractal dimension values, 𝐴 and 𝐷, provided in the literature [51,53,57,130,131] are evaluated with Eq. 3. Direct 

asperity height RMS values for 13 mm samples presented by Brown [50] are also considered. Eliminating one extreme 

value reported in one of the referenced sources (i.e. Odling [130]; 𝐴 = 0.001, 𝐷 = 1.5 ), RMS asperity height 

magnitudes fall between values ~0.018 mm and ~0.54 mm. RMS value of ~0.018 mm results in comparatively flat 

surfaces in contrast to the particle diameter size of 0.5 mm, so this RMS value is not explored. Early evaluations with 

RMS value of 0.1 mm also resulted in relatively small behavioral variance from smooth walled configurations, so it 

was also not further explored. Therefore, asperity height RMS values of 0.25 mm and 0.5 mm are considered in this 

work. Images of the generated rough fracture surfaces is shown in Figure. 6.1. 
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Figure 6.1: Generated rough surfaces with corresponding fractal dimension (D) and RMS asperity height parameters. 

 

6.2.2 Material Properties and Domain Settings  

Complete material properties for this work are summarized in Table 6.1. 

Table 6.1:Model material properties for neutrally buoyant slurry flow simulations 

Proppant/Wall Parameters:   Units Fluid Parameters:   Units 

Particle Diameter 500 m Dynamic Viscosity  0.003 Pa.s 

Particle Density  1000 kg/m3 Density 1000 kg/m3 

Particle/Wall Contact Friction Value 0.6 -    

Particle/Wall Young's Modulus 5x106 N/m2    

Particle/Wall Poisson Ratio 0.3 -    

Particle/Wall Coefficient of 
Restitution 

0.95 - 
   

 

Table 6.2 summarizes the model boundary conditions. For the simulation domains, gravity is active in the -

Z direction for simulations, though this provides no real impact as the particles are neutrally buoyant. CFD cells are 
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resolved to 50 m. For the particle size considered in this work, this resolution exceeds the minimum requirement 

specified Hager [22] and Hager et al. [97] to provide accurate behavioral representation with the resolved CFD-DEM 

method.  

To prescribe provide a developed inlet velocity conditions at the -X face, a fluid only simulation is initially 

completed with a small and uniform velocity prescribed at the +X face, flowing in the -X direction. These simulations 

are run till X-directional velocity residual is of O (10-4) or lower. Values are then extracted from the -X face, redirected 

to the +X direction, and rescaled based on the desired mean velocity value. 

 

Table 6.2: Model boundary conditions for neutrally buoyant slurry flow simulations 

CFD Boundary Conditions: DEM Boundary Conditions: 

+/- Y faces No-Slip velocity + zero-gradient pressure +/- Y faces Wall contact 

+/- Z faces Slip velocity + zero-gradient pressure, or Symmetric* +/- Z face, - X face Reflect 

+ X faces 
Prescribed non-uniform velocity + zero-gradient 
pressure 

+ X face Destroy 

- X faces Zero-gradient velocity, prescribed uniform pressure   

* Slip velocity setting for single particle cases, symmetric for multiparticle cases 
 

For this work, flow Reynolds number value of 2000 is considered in baseline cases. As discussed in Chapter 

5, this value is below the threshold for turbulent flow behavior and therefore flow is modeled as laminar. Values of 

𝑅𝑒||= 1000 and 100 are also evaluated for various mechanical aperture, single particle cases in a rough and smooth 

walled domains to assess sensitivity to Reynolds number value in rough fractures.  

Example simulation domain geometry is shown in Figure 6.2. To allow for particles to reach a sustained 

conveyance velocity, they are initially generated in a ‘factory’ section near the inlet and allowed to travel through a 

‘transition’ before entering the actual evaluated fracture section. For single particle cases, particles are generated one 

particle diameter from the -X boundary and centered about the Z and Y directions. For multiparticle simulations, 

particles are continuously and randomly generated within the ‘factory’ section at a fixed volumetric concentration. 

Target particle volumetric concentrations of 5 %, 10 % and 20 % are considered in this study. The actual particle 

volumetric concentration is measured post-simulation by evaluating averaged particle volume concentration within 

the domain’s ‘factory’ and ‘transition’ sections. Flow rate of multiparticle simulations is based on the interstitial fluid 

velocity and fluid’s material properties, so it is equal for like 𝑅𝑒||and aperture conditions, regardless of particle 
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volumetric concentration. The CFD domain is 1 mm longer in the +X direction than the DEM domain to eliminate 

boundary influence at the outlet.  

 

Figure 6.2: Example simulation domain geometry with particles. 

 

For single particle cases, fluid only simulation is first run till residual values stabilize before generating the 

particle within the domain. This initial fluid only simulation allows for particles to generate and travel in a fully 

developed flow environment. To capture fully developed flow conditions in multiparticle simulations, slurry injection 

is simulated for twice the duration of a single particle’s travel time within the same fracture and only the last 25 % of 

the simulation data is then used in evaluations. CFD timestep size varied based on the various simulation conditions 

to achieve values below a CFL number value less one. DEM simulations in domains containing sharply convex 

surfaces can suffer from instabilities during simulation. To avoid this instability, typical time step for simulations is 

determined by progressively decreasing time step values for a trial simulation within several rough fracture apertures 

(RMS = 0.5 mm) at narrow widths where particle jamming does not occur. Time step is reduced until instability and 

unphysical rebound (rebound velocity values higher than incoming velocity values) are not observed. Typical 

determined DEM time steps of 5 x 10-10 s are then implemented for all rough fracture cases for precaution. Two cases 

required further DEM time step reduction (specifically as observed for the D = 2.25, RMS = 0.5 mm, 𝑎 = 0.7 mm and 
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D = 2.5, RMS = 0.5 mm, 𝑎 = 0.9 mm cases at 𝑅𝑒||= 2000) due to higher fluid/particle velocities and were reduced to 

1 x 10-10 second where unphysical rebound subsided.  

 

6.3 Findings and Results 

6.3.1 Influence of Fractal Dimension and RMS Asperity Heigh on Single Particle Behavior in Rough Fractures  

Single particle flow and transport is simulated in rough fractures of varying mechanical aperture with RMS 

asperity height values of 0.25 mm and 0.5 mm and fractal dimensions of 2.1, 2.25, and 2.5. Gradual narrowing of 

tested mechanical apertures is performed until particle arrest occurs. Figure 6.3 shows the results for the average 

particle velocity of a single particle transporting within the simulated rough fracture sections. Simulations of single 

particle average velocity between smooth walls, from Blyton [41] for 𝑅𝑒||= 2000, are also shown for comparison. 

 

 
Figure 6.3: Comparison of single particle 𝒗ഥ/ 𝒖ഥ  for varying 𝑑/𝑎 ratios in rough fractures.  Asperity height values of 

RMS =0.25 mm and RMS = 0.5 mm for 𝑅𝑒||= 2000 with D = 2.5, D = 2.25, and D = 2.1 considered. Connecting 
lines between data points included for clarity of identifying like simulation condition sets. 

 

Three main behavioral variances compared to flow and transport between a smooth wall model are observed 

in Figure 6.3. First, at small particle diameter to mechanical aperture (i.e., wide fracture widths) effects from roughness 

features are negligible. This can be seen for all results as relative particle diameter to fracture mechanical aperture 

(i.e., 𝑑/𝑎) ratio values approach zero. Second, and the most unique observation, is that greater relative particle velocity 

is observed at various small to moderate 𝑑/𝑎 ratio values in rough fractures. Example of this can be seen in the 

‘humped’ curve shape occurring around 𝑑/𝑎 ratio of 0.25 for the D = 2.5 with asperity height RMS = 0.5 mm cases 
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in Figure 6.3. Lastly, it is observed that attenuation and jamming occur at wider mechanical aperture widths for 

particles in rough fractures.  

The first observation, that roughness is uninfluential at wide apertures is intuitive. Fluid flow field becomes 

wide enough where boundary influences become negligible. To explain the second observation of greater (i.e., 

accentuated) particle velocity behavior, Figure 6.4 shows a comparison of streamlines and fluid velocity profiles for 

the D = 2.5, asperity height RMS = 0.5 mm rough and smooth wall simulation cases at 𝑑/𝑎 ratio of ~0.33. Particle 

velocity accentuation is attributable to eddy formations at rough fracture surface features leading to a narrowed 

effective, hydraulic aperture. The recirculating eddy regions, that do not contribute to through fracture flow, lead to a 

narrowed velocity profile with higher peak velocity. The particle is conveyed generally along centerline of flow, 

benefiting from the sharpened velocity profile distributed about the particle’s body, as shown in Figure 6.4b. The 

eddies are of greater size for surfaces with larger asperity heights, causing greater accentuation. Further, as fractal 

dimension increases, and the surface becomes more texturally rough, greater prevalence of eddies occurs, leading to 

greater accentuation.   
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Figure 6.4: Example in fracture flow a) streamlines and b) velocity profiles at particle locations for smooth and 

rough (D = 2.5, asperity height RMS = 0.5 mm) fracture wall cases. Velocity vector arrows imposed atop streamlines 
for clarity flow direction in (a). Slightly negative fluid velocity for rough fracture example occurs at upper wall side 

of profile due to eddy formation in (b). 
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As the particle tends to travel about the centerline of the flow, one might assume the enhanced conveyance 

behavior would continue to occur when the fracture mechanical aperture remains moderately larger than the particle 

diameter. As seen in Figure 6.3 however, this clearly is not the case. Figure 6.5a shows the fluid only velocity profiles 

in a smooth and rough (i.e., D = 2.5, asperity height RMS = 0.5 mm) fracture, at 𝑑/𝑎 ratio of 0.5 (i.e., aperture width 

equal to twice the particle diameter). Peak fluid velocity within the rough fracture is notably higher. A particle’s 

outline is sketched atop both flow profiles to illustrate the larger potential velocity distribution about a particle within 

the rough fracture’s flow. Figure 6.5b however shows actual particle velocity behavior within the two fractures. 

Particle flow and transport is clearly attenuated within the rough fracture. The cause of this reduced particle velocity 

is confirmed to be due to the increased occurrence of particle collisions with the fracture walls, as illustrated in Figure 

6.5b. As the flow path is tortuous within the rough fracture, particle slip occurs at changes in flow direction, which 

increases frequency of particle-wall collisions. The severity of attenuation from particle-wall collisions varies 

depending on the relative orientation of the particle travel path and the fracture wall. Specifically, more direct, head 

on collisions obviously cause greater attenuation than grazing contacts. Occurrences of more impactful collisions 

increase in frequency as asperity heights and fractal dimensions increase due to the greater obstacle prevalence (larger 

size features to collide with) and textural complexity (greater prevalence of features to collide with). Small fluctuations 

in particle velocity seen in Figure 6.5b can also be attributed to fluid flow directional changes experienced by the 

particle between these rougher surfaces. Greater particle-wall contacting occurs as mechanical aperture narrows, until 

a point at which mechanical aperture is so narrow, that particles jam between rough fracture walls. The jamming is 

attributable to the deformed flow pathway for particles through rough fractures. To spite mechanical aperture being 

the same width for coupled points between the fracture walls, the random changes in asperity heights cause varied 

cross-sectional flow pathways for particles making it more difficult for particles pass through. In other words, large 

changes in height between adjacent asperity points causes a deformed cross-section (compared to a smooth wall 

opening) where particles can become jammed. As expected, as asperity height RMS value increases, jamming at wider 

relative mechanical apertures occurs. Fractal dimension also significantly influences jamming behaviors. More 

texturally complex fractures (i.e., higher fractal dimension value) are seen to result in jamming at wider mechanical 

apertures than smoother fractures, again due to greater prevalence of rough features in the surfaces. 
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These results demonstrate that both roughness parameters, fractal dimension and RMS asperity height, 

notably influence both particle flow behavior and jamming conditions. The most notable impacts are seen for largest 

tested asperity height cases (i.e., RMS asperity heights = 0.5 mm). 

 
Figure 6.5: a) Fluid only profile for smooth and D = 2.5, RMS = 0.5 mm, 𝑅𝑒||= 2000 at 1 mm mechanical aperture 

cases. Particle silhouette superimposed to show rough domains’ potential fluid velocity distribution about a particle. 
b) Particle X-directional velocity, normalized by mean fluid velocity, for rough fracture and smooth fracture versus 

time. Particle wall contact instances shown (i.e., red X’s) to illustrate collisions’ attenuation effects. 
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6.3.2 Flow Reynolds Number Impact on Single Particle Flow and Transport in Rough Fractures 

To evaluate the impact of the Reynolds number on a single particle flow and transport in a rough fracture, 

simulations with 𝑅𝑒||= 2000, 1000, and 100 are compared with each other in the most texturally rough, largest RMS 

asperity height fracture, D = 2.5, RMS = 0.5 mm. The results of the simulations with varying mechanical apertures are 

presented in Figure 6.6. 

 

  
Figure 6.6: Particle conveyance behavior for Reynolds number values of 100, 1000, and 2000 in D = 2.5, RMS = 0.5 

mm fracture geometry results. 

 

Limited variance in the average particle to mean fluid velocity ratios for different 𝑅𝑒||values is observed in 

Figure 6.6. The minor variance indicates that for the range of interest for proppant injection work, the Reynolds 

number has little impact on neutrally buoyant particle flow and transport in rough fractures. The observations 

presented Chapter 4 (section 4.3.2) further imply that variance in behavior due to the Reynolds number is only 

significant for very narrow mechanical fracture apertures. However as was shown in Figure 6.3, a very narrow 

mechanical aperture conditions occur rarely in significantly rough fractures since jamming tends to occur at 

mechanical apertures appreciably wider than this threshold.  

 

6.3.3 Multiparticle Flow and Transport in Rough Fractures 

Multiparticle simulations are performed in fracture geometries with asperity height RMS = 0.5 mm at the 

Reynolds number 𝑅𝑒||= 2000. The simulation parameter choice is based on the single particle flow and transport 
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results in rough fractures. The single particle flow and transport at asperity height RMS = 0.25 mm varies notably only 

in the most texturally rough fracture (i.e., D = 2.5), and is, for the most part, similar to the smooth wall results for 

smaller D values. Multiparticle simulations therefore focus on the larger asperity height RMS with varying fractal 

dimension to evaluate the particle volumetric concentration effects in rough fractures. Target particle volumetric 

concentrations of 5, 10, and 20 % are implemented in multiparticle simulations. Measured post simulation injected 

particle volumetric concentration is found to be ~6.8 % [+/- 1.0/0.9 %], ~12. 7% [+/- 1.0/1.3 %], and 23.1 % [+/- 

2.4/1.7 %], respectively, considering all the rough fracture simulations results. Figure 6.7 shows the results from the 

simulations with varying particle volumetric concentrations, fracture mechanical aperture, and fractal dimension and 

are compared to the smooth walled simulations. 
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Figure 6.7: Multiparticle behavior for ~6.8, ~12.7, and 23.1 % concentrations fractures with varying mechanical 
aperture and fractal dimension of a) D = 2.5, b) 2.25, and c) 2.1. Multiparticle, smooth walled simulation results 

included for comparison. 

 

Like the single particle cases, higher fractal dimensions are seen to lead to greater attenuation at smaller 𝑑/𝑎 

ratio values. Multiparticle simulations also show slight to notable relative velocity accentuation (i.e., “humped” 
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sections) compared to smooth walled cases at moderate 𝑑/𝑎 ratio values, i.e., ~0.1 to 0.5. Concentration is seen to 

cause notable variances in relative velocity behavior for all tested configurations at their “humped” accentuations. 

Noticeable variance also occurs at their respective narrowest tested mechanical fracture apertures, i.e., higher 𝑑/𝑎 

ratio values. For the “humped” accentuations at moderate 𝑑/𝑎 ratio values, lower concentrations have greater relative 

accentuation. At the narrowest tested mechanical apertures, higher concentrations had higher relative values.  

To explain these variances, first, contact instances are considered. Figure 6.8 shows average number of 

particle-wall and particle-particle contacts normalized by average particle count within the fracture. Average particle-

wall contact instances are seen to be similar for like rough fractures at identical aperture to spite increased 

concentration. This points to overall similar probability of particles contacting walls in like rough fractures regardless 

of volumetric concentration. This can be attributable to the earlier single particle observations where particles tend to 

travel about the center of the flow and only experience wall contact due to slip between particle and fluid velocity at 

tortuous flow pathways. Particle volumetric concentration, at least up to the maximum ~20 % tested, is not seen to 

lead to significant variance in this centered flow transport behavior based on this observation.  

Even though average wall contacts are similar, what is clear is that relative frequency of average particle-

particle contacting is greater for higher concentration slurries in like fractures (i.e., same roughness and aperture). This 

is predominantly seen at moderate 𝑑/𝑎 ratio values. Comparing Figure 6.8’s particle-particle contacting there is clear 

higher average particle-particle contacting that occurs for higher concentration slurries.  While particles are contacting 

walls in similar proportions regardless of concentration, there is a greater amount of interparticle interactions and 

transport attenuation at higher concentrations because particles are repelled towards the center of flow where they 

collide with the greater overall amount of flowing particles. This attenuation due to increased particle interactions 

explains the cause of higher “humped” particle velocity sections at lower particle volumetric concentrations seen in 

Figure 6.7. Fracture roughness increase additionally promotes average particle-particle contacts (i.e., higher D value), 

as seen in Figure 6.8. It can be concluded that the roughness has a combined effect with concentration to impact 

particle flow and transport. 
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Figure 6.8: 𝑑/𝑎 ratio versus average particle to particle and particle to wall collisions normalized by in fracture 

particle count for fractal dimensions equal to a) 2.5, b) 2.25, and c) 2.1. 

 

The cause for higher relative velocities observed for higher concentrations at narrow aperture is next 

investigated. Particle-wall contact counts are representative of particle collisions with walls at large to moderate 

apertures, but also can represent particles that become jammed within the fracture, i.e., are in constant contact, when 
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aperture narrows. Particle-wall contact counts shown in Figure 6.8 progressively increase for each fracture 

configuration as the fracture mechanical aperture narrows, implying increased particle collision and/or more 

importantly, greater particle jamming.  

To further evaluate degree and impact of particle jamming, Figure 6.9a-c shows measurement of the in-

fracture particle volumetric concentration at different 𝑑/𝑎  ratio values. In-fracture concentration is seen to 

progressively increase in all cases as the fracture mechanical aperture narrows. This indicates that jamming 

progressively increases as more particles arrest within the narrowing fractures. The concentration increases also appear 

to follow very similar trends for each respective rough fracture set of simulations. That is to say, the sets of points for 

different injection concentrations within the same fractures have nearly identical curvature, just uniformly shifted 

upwards within the graphs as injection concentration increases.  This would mean that similar amounts of particles 

jamming occurs in the fracture, regardless of injection concentration.  Figure 6.9d shows example particle volumetric 

concentration within the D = 2.5, 0.7 mm aperture fracture over simulation duration for the three injection 

concentration cases. Particle concentrations remains relatively stable through the time duration for each respective 

case and there is no appreciable change in the amount of jamming throughout the time slurry is flowing through the 

fracture. Particles are still able to efficiently convey through rough, narrow apertures regardless of injection 

concentration.  
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Figure 6.9: a) In fracture varying 𝑑/𝑎 ratio versus average in fracture concentration for D = a) 2.5, b) 2.25, and c) 

2.1. d) Exemplar stable in fracture concentration versus time (normalized by data set time duration) for D = 2.5, a = 
0.7 mm fracture simulations at particle volumetric concentrations of ~6.8, 12.7, and 21.3 %. 
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Figure 6.10 provides further indication of the similar jamming behavior regardless of injection concentration. 

It also provides explanation for the observed higher average relative velocity for higher concentration injections 

observed in Figure 6.7 at narrow mechanical apertures. Example views within a fracture for ~23.1 % and ~6.8 % 

particle volumetric concentration slurries at 𝑑/𝑎 ratio = 0.7 are shown in Figure 6.10. Very similar locations and 

degrees of jamming occur for both cases. As similar blockage occurs in each respective case, particles are redirected 

by the fluid flow to clear pathways through the fracture. In higher concentration injections, more particles travel 

through the clear pathways within the fracture. The larger relative proportion of particles being redirected through the 

clear flow pathways, versus jammed in the fracture, results in the higher average particle velocity at higher 

concentration injections in like narrow mechanical apertures. 

The blockage and redirection mechanism indicates, that in spite of the particle jamming, it is still possible 

for neutrally buoyant particles to be redirected to obstruction free pathways and continue conveyance through a rough 

fracture. Overall, this indicates that the concentration of injection is less of consequence than the fracture roughness 

with regards to jamming occurrence and degree.  
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Figure 6.10: Example particle jamming and redirected fluid streamline paths (taken at mid fracture) and particle 

travel. Flow directed from left to right. View through fracture case D = 2.5, RMS = 0.5 mm, 𝑑/𝑎 ratio = 0.7, with 
+Y fracture wall removed for visual clarity. a) ~23.1 % conc. and b) ~6.8 % conc. 

 

6.3.4 Hydraulic Aperture Variances in Multiparticle Flowing Slurries within Rough Fractures 

Utilizing Eq. 2.14, the macro pressure gradient is evaluated based on the pressure values at entrance and exit 

of the fracture sections, Figure 16 shows hydraulic aperture to mechanical aperture ratio (𝑎௬ௗ/𝑎) values for the 
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various simulation cases with varying roughness and particle volumetric concentration. 𝑎௬ௗ/𝑎 values for simulations 

without particles are extracted from the fluid only initial runs. 

 
Figure 6.11: Hydraulic aperture to mechanical aperture ratio variance for D = a) 2.5, b) 2.25, and c) 2.1 at 

concentrations of 0 % (i.e., fluid only), ~6.8 %, ~12.7 % and ~23.1 %. 

 

𝑎௬ௗ/𝑎 in the fluid only simulations, i.e., ‘0 % conc.’, for D = 2.1 are relatively stable across the range of 

𝑑/𝑎 ratio values. Gradual decrease in 𝑎௬ௗ/𝑎 value is observed for the D = 2.5 fracture and to a lesser extent the D = 

2.25 fracture as 𝑑/𝑎 value increases.  This is expected as regions of eddy development in the rougher fractures leads 
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to a greater proportion of the fracture domain containing recirculating flow that does not contribute to through fracture 

flow as mechanical aperture narrows, and is consistent with findings from Briggs et al. [15]. 

Particles cause a significant additional effect to the hydraulic aperture. The 𝑎௬ௗ/𝑎 values decrease for all 

particle volumetric concentrations compared to simulations without particles. Overall 𝑎௬ௗ/𝑎 values are lower at 

higher D values. Further, increasing particle volumetric concentration leads to decreased 𝑎௬ௗ/𝑎 value in similar 

fractures (i.e., same roughness and mechanical apertures conditions).  This again can be attributed to the findings 

presented in the previous section (6.3.3), where increased particle-particle interactions occur in rough fractures with 

increased particle volumetric concentrations. These increased particle interactions lead to greater particle kinetic 

energy dissipation and thus greater pressure gradient demands to convey the slurry. From Eq. 2.14, the increase in 

pressure gradient leads to lower hydraulic fracture aperture values and thus lower 𝑎௬ௗ/𝑎 ratio values.  

When the fracture mechanical aperture narrows, the calculated 𝑎௬ /𝑎  ratio value for different 

concentrations become more similar for identical roughness and mechanical aperture conditions. The increasing 

occurrence of jammed particles in fractures leads to greater pressure demands to sustain flow through a more 

obstructed flow area. However, as was illustrated in section 6.3.3 (see Figures 6.9 and 6.10), degree of jamming is 

similar regardless of injection concentration for identical fracture mechanical aperture and roughness conditions. 

Therefore, similar hydraulic aperture values are observed regardless of injection concentrations within identical, 

narrower fractures. Further the ability of neutrally buoyant particles to continue flow through a rough fracture to spite 

jamming (see section 6.3.3) would imply that high pressure readings at the slurry pump during injection operations 

do not necessarily mean particles are not still effectively conveying through the fracture. This appears to be true even 

at high concentrations, at least for neutrally buoyant particles.  

 

4 Conclusions 

This chapter investigated the effects of fracture roughness on proppant flow and transport by studying 

neutrally buoyant particle slurry flows in synthetic rough fracture using resolved CFD-DEM. Realistic rock fractures 

were developed from a spectral based method (see Chapter 3, section 3.2) with varying descriptive fractal dimension 

values, ranging from D = 2.1 to 2.5, and asperity root-mean-square (RMS) height, at values of 0.25 and 0.5 mm. 

Effects of Reynolds number and particle volumetric concentration were considered in various single and multiparticle 
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simulations (particle volumetric concentrations between approximately 5 % to 20 %), comparing results from rough 

walled and smooth walled fracture simulations. Findings include: 

 Rough fractures do not always cause flow and transport attenuation. At moderate mechanical apertures, 

accentuated particle velocity compared to behavior in smooth fractures is observed.  

 Both fractal dimension and asperity root-mean-square height parameters notably impact particle flow and 

jamming conditions. Increase of both asperity height RMS and fractal dimension values lead to greater 

particle velocity accentuation at moderate mechanical apertures. As aperture narrows however, these rougher 

fractures lead to greater flow/transport attenuation and jamming occurrences at wider mechanical apertures 

than more smooth fractures. 

 At injection rates of interest for proppant placement into hydraulic fractures, fluid flow Reynolds number 

does not have a significant impact to relative flow rate behavior except at very narrow mechanical aperture 

in smooth fracture geometries.  

 Multiparticle flow accentuation and attenuation are exacerbated by combined surface roughness and 

concentration effects at moderate mechanical apertures. Mechanical aperture where jamming occurs however 

is more greatly impacted by roughness conditions than slurry volumetric particle concentration.  

 In identical fractures (i.e., roughness and mechanical aperture) similar occurrences and degrees of particle 

jamming are observed, regardless of injection concentration. Additionally, particle flow is redirected around 

these blockages in rough fractures and further conveys through the fracture. From this redirection and similar 

jamming, overall proppant volumetric conveyance efficiency is found not to be impacted by slurry particle 

volumetric concentration. 

 Hydraulic aperture is affected by combinative effects from fracture roughness (i.e., eddies at rough surfaces) 

and particle volumetric concentration. At moderate mechanical apertures, increased particle interactions in 

higher particle volumetric concentrated slurries in rougher fractures leads to decreased hydraulic aperture 

(i.e., increased pressure gradient) to maintain flowrate. In narrower apertures, jamming in rough fractures 

also leads to greater pressure gradient demand. However, as occurrence and degree of particle jamming is 

similar regardless of injection concentrations at these aperture/roughness conditions, hydraulic aperture 

becomes similar for like rough fractures regardless of injection concentration. 
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These findings ultimately provide demonstration of the significant influence fracture wall roughness can have 

on proppant particle transport behavior. Findings illustrate the significant variance from simple smooth-walled 

behavioral assumptions as well as from past investigations’ general conclusions.  
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7 SETTLING OF SLURRIES WITHIN ROUGH FRACTURES 

7.1 Introduction 

Chapter 6 demonstrated the significant impact that fracture wall roughness can have on particle flow and 

transport. As most traditional proppant slurries are composed of particles more dense than their carrier fluids [3], 

settling behavior of proppant particles within fracture openings is investigated in this chapter.  

As discussed in Chapter 2, evaluations of particle settling behavior used in hydraulic fracture modeling 

software and design evaluations are built upon the assumption that fracture walls can be treated as smooth surfaces 

[7,9–12]. As is clear from Chapter 6, behavior can greatly vary from this simplified assumption. Further, settling 

behavior considered in in-use evaluations is based on that evaluated from a quiescent or ‘creeping flow’ state [7]. Very 

limited evaluations of particle settling behavior while confined between surfaces exist. However it is clear that there 

can be significant impacts to bodies at close proximity to walls and in flow regimes that are well above the Stokes 

range [43,44].  

Resolved CFD-DEM is again implemented in this section to provide better mesh adherence to small fracture 

wall roughness features and more accurate resolution of flow behavior about individual particles within these complex 

flow domains. 

Both evaluation of settling in quiescent and flowing conditions is considered here. Evaluation of settling in 

flowing conditions is obvious, as proppants settle while being pumped into a rock fracture system.  The behavior of 

quiescently settling proppant particles is of concern after the closure of the fracture, once the treatment finishes being 

pumped [7], known as ‘shut-in’. 

The goal of this chapter is to compare settling behavior to a typical attenuated settling rate from combined 

concentration and wall effects (Novotny’s [31] evaluations in this case) and determine if settling behavior is indeed 

well approximated by this method. Further, if the approximation is not accurate and if possible, it is desired to propose 

an alternate method that incorporates the varied settling behavior in rough fractures.  

 

7.2 Methods 

7.2.1 Synthetic Rock Fracture Walls  

Fractal dimension values of 2.1, 2.25, and 2.5 and RMS asperity height values of 0 (i.e., smooth walls), 0.25, 

and 0.5 mm are again considered in this chapter. Two sets of two seed values (instead of one used in Chapter 6) are 



109 
  

used in this work to generate the rough fracture surfaces with SynFrac. These sets are referred to as Seed 1 and Seed 

2 throughout this chapter for brevity. The averaged results from simulations using the two sets of surfaces generated 

with Seed 1 and Seed 2 are used in the settling behavior evaluations. 

STL surface features are again resolved at 0.1 mm (~1/5th of the average proppant particle’s diameter) square-

shaped surface elements to allow for hexagonal CFD cells that adhere to surficial roughness features. The CFD cells 

are 50 m edge length sized cubes.  

To alleviate the convex edge issue experienced in DEM simulations, mentioned in Chapter 6 (section 6.6.2) 

and maintain fracture surface features, STL surfaces are further processed with a 3D rendering software (i.e., Blender) 

before utilizing them within the DEM side of the simulation. The rendering software’s ‘Smooth Vertices’ function 

with a 0.5 smoothing factor is used. Figure 7.1 shows an example centerline profile of the CFD mesh boundary and 

corresponding DEM wall profiles. 

 
Figure 7.1: Example center profile sections from -Y boundaries of generated rough fractures. CFD mesh boundary 

(blue) and DEM boundary (pink). 

 

7.2.2 Material Properties and Domain Settings  

Full material properties utilized in these sets of simulations are summarized in Table 7.1. 
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Table 7.1: Model material properties for settling slurry in rough fracture simulations 

Proppant/Wall Parameters:   Units Fluid Parameters:   Units 

Particle Diameter 500 m Dynamic Viscosity  0.003 Pa·s 

Particle Density  2600 kg/m3 Density 1000 kg/m3 

Particle/Wall Contact Friction Value 0.6 -    

Particle/Wall Young's Modulus 5x106 N/m2    

Particle/Wall Poisson Ratio 0.3 -    

Particle/Wall Coefficient of 
Restitution 

0.95 - 
   

 

Table 7.2 summarizes simulation boundary conditions. Gravity is active in the +Z direction for both 

quiescent and flowing simulation cases. 

Table 7.2: Model boundary conditions for settling slurry in rough fracture simulations 

Quiescent Simulations 

CFD Boundary Conditions: DEM Boundary Conditions: 

+/- X faces 
Slip velocity;  
Uniform, fixed pressure (= 0) 

+/- X face Reflect 

+/- Y faces 
No-Slip velocity;  
Zero-gradient pressure 

+/- Y faces DEM wall contact 

+/- Z faces 
Slip velocity;  
Zero-gradient pressure 

+/- Z face Destroy 

Flowing Simulations 
CFD Boundary Conditions: DEM Boundary Conditions: 

- X face 
Prescribed vel. (developed flow); 
Zero-gradient pressure 

+/- X faces Destroy 

+ X face 
Zero-gradient velocity;  
Uniform, fixed pressure (= 0) 

+/- Y faces DEM wall contact 

+/- Y faces 
No-Slip velocity;  
Zero-gradient pressure 

+/- Z face Destroy 

+/- Z faces 
Slip velocity;  
Zero-gradient pressure 

    

    

 

The -X face prescribed inlet velocity profile for the flowing cases is constructed using the analytical 

description of a fully developed flow profile for a Newtonian fluid between two walls: 

𝑢(𝑦) = 𝒖௫ ቆ1 −
|𝑦|

𝑎 2⁄
ቇ

ଶ

                                                          (7.1) 
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where 𝒖௫ is the center, peak velocity in the flow profile, and 𝑦 is the distance from the centerline of the flow profile. 

𝒖௫ is determined based on mean flow velocity (𝒖) based on the prescribed Reynolds number for the flow 

between two walls (𝑅𝑒||):  

𝒖 =
μ𝑅𝑒||

2ρ𝑎
                                                                    (7.2) 

where for an incompressible Newtonian fluid, 

𝒖௫ =  
3𝒖

2
                                                                 (7.3) 

A constant supply of particles at various prescribed particle volumetric concentration are introduced into the 

simulation domain by generating them in a rectangular ‘factory’ section (see Figure 7.2 for example domains). A 

‘transition’ section is also again included between the ‘factory’ and fracture sections to allow the particles to enter the 

fracture domain smoothly. The CFD domain is also generated to be two particle diameters longer than the DEM 

domain in the +Z direction provide a buffer where particles exit and limit CFD boundary influences on particles. A 

similar-sized buffer is also included for flowing cases at the +X side of the domain. CFD fracture domain (not including 

‘factory’ and ‘transition’) for the quiescent settling cases is generated to ten particle diameters long (X-direction), by 

nine particle diameters tall (Z-direction), at varying aperture width in the Y-direction. For flowing cases, domain length 

(X-direction) is set to at least ten times the maximum fluid velocity times the relaxation time (𝑡௫) of a particle 

within fluid based on Table 7.2’s properties where [120]:  

𝑡௫ =
𝑑ଶ𝜌௦

18𝜇
                                                                       (7.4) 

The ‘factory’ and ‘transition sections’ are three particle diameters and two particle diameters in dimension, 

respectively.     
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Figure 7.2: a) Example simulation domain geometries for settling in quiescent and flowing conditions. 

 

To capture developed settling behavior, quiescent settling simulations are run for a minimum of two times 

the calculated duration of a particle to travel through the domain based on concentration and wall correction factors 

(see Chapter 2, Eqns. 2.4, 2.5, and 2.6). For flowing simulations, fluid only simulation is first run for a duration of 

time equal to the mean fluid velocity divided by the domain length (i.e., the average time for the fluid to travel the 

length of the domain). This fluid only simulation is done to develop the flow within the fracture before particle 

insertion. Particle and fluid simulation is then run in this developed flow domain for twice the calculated duration of 

the fluid only simulation. The last ten percent of the particle-fluid simulations’ run time data is evaluated to capture 

developed settling slurry behavior in all simulations unless otherwise mentioned. Particle behavior from within five 

particle diameters from the bottom of the DEM domain is assessed for the quiescent simulations. This evaluation 

section is chosen to allow particles to experience the effects of the rough fracture geometry prior to collecting data. 

Data is extracted from a section equal to 25 % of the average maximum fracture length traveled by particles within 

the fracture section for flowing simulations. This section typically equates to the last 25 % of the generated fracture 

domain from the +X end. In some wide aperture cases, where particles did not completely travel the whole domain’s 

length, the evaluation section's endpoint is before the end of the domain.  

The coupling frequency between DEM and CFD timesteps is set to 100. Simulation timestep size is determined 

based on CFL number value [22] for the CFD side simulation as well as Rayleigh [89] and Hertz timestep [88] size 

for the DEM side of the simulation. The timestep size is chosen to be the minimum that provides a CFL number less 

than one, less than 20 % of Rayleigh time, or less than 5 % of Hertz time, for stability and accuracy. CFD time step 

varied from 1 x 10-4 to 2 x 10-5 sec. for the simulations.  
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7.3 Findings and Results 

7.3.1 Quiescent Slurry Settling Between Smooth Walls 

 Typical slickwater proppant slurry injections have particle concentrations around 0.25 to 3 PPA (pounds of 

proppant added to one gallon of fluid) [5], equating to approximately 1.1 % to 12.2 % volumetric particle concentration. 

Therefore, particle volumetric concentrations from 1 % to 15 % are initially considered. Figure 7.3 shows the results 

for the average settling velocity of particles normalized by a single, unbounded particle’s terminal settling rate as 

defined by Eq. 1.1 (i.e., 𝑣,௪/𝑣௧) for varying particle diameter to aperture ratios (𝑑/𝑎). Relationships of attenuated 

settling rate as defined by Novotny’s [31] formulations are also shown. The product of the individual attenuation 

factors due to wall effects (𝑓௪, Eqns. 2.5 and 2.5) and concentration effects (𝑓, Eq. 2.4) are used to determine the 

combinative effect (i.e., 𝑣,௪/𝑣௧).  
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Figure 7.3: 1 %, 5 %, 10 %, and 15 % particle volumetric concentration slurry settling behavior at various aperture 
with smooth-walled fractures. Values indicated as dimensionless ratios of particle diameter to aperture (𝑑/𝑎) and the 

ratio of average attenuated settling rate to settling rate of a single, unbounded particle (𝑣,௪/𝑣௧). 
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Results mostly match behavior as described by Novotny’s [31] attenuation effect formulations. However, 

there is a more significant deviation from Novotny’s relationship for the 15 % particle volumetric concentration slurry 

at the narrowest considered aperture (𝑑/𝑎 ≈ 0.91), where the simulation value is approximately 66 % larger than that 

expected from Novotny’s formulations. The cause is slightly unclear at these narrow apertures, so several additional 

simulations with even higher particle volumetric concentration (20 %) are conducted. Figure 7.4 shows the results 

from these 20 % particle volumetric concentration simulations.  

 

 

 

Figure 7.4: a) 20 % volumetric particle concentration slurry settling results. b) Cross-section image of concentrated 
particles settling between smooth-walled fracture. c) Example multiple clustering particles in a concentrated slurry 

with high settling velocity and influenced fluid field. Black lines in b) indicate inter-particle contacting. 
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It becomes clear from Figure 7.4a that for slurries with high particle volumetric concentrations, Novotny’s 

[31] formulation notably underestimates the attenuated settling rate. Measured values range from 16 % to 66 % higher 

settling rates than those predicted. The only result from Figure 8a reasonably approximated by Novotny’s formulation 

is at the widest considered aperture, 𝑑/𝑎 = 0.1. Looking at the in-simulation particle and fluid behavior in Figs. 7.4b 

and c, the cause of these higher settling rates becomes clearer. In Figure 7.4b, particles with closer proximity to the 

walls are observed to experience greater wall effects leading to slower settling rates than more centrally located 

particles. For high volumetrically concentrated cases in narrower apertures, greater particle clustering occurs due to 

greater incidence of particle-particle contact from the closer proximity and the greater variance in settling rate between 

adjacent particles depending on proximity to walls. As seen in Figure 7.4c, these agglomerated particles have a high 

settling velocity compared to non-clustered particles. This behavior is consistent with the observations of Luo and 

Tomac [62] for their quiescently settling proppant slot experiments discussed in Chapter 2 (section 2.2.2).  

As mentioned earlier in this section, volumetric particle concentrations of slickwater slurries do not typically 

reach these high values (maximum ~12 %), so this occurrence of particle clustering is of less practical concern in field 

applications. Still, it does reinforce the limitations on concentration utilized in practice.  

 

7.3.2 Quiescent Slurry Settling Between Rough Walls 

Simulation of quiescently settling slurries in rough fractures is next considered. Figures 7.5 and 7.6 shows 

results of simulated behavior in fractures with various combinations of fractal dimension, RMS asperity height, and 

aperture values. Fractures are considered to be “jammed” for this study once particles become immobile (i.e., trapped) 

across at least half of the simulation domain. Values for average settling velocity in these cases are also recorded as 

zero. The error bars indicate the minimum and maximum average settling rates from simulation between the two 

different surfaces generated with Seed 1 and Seed 2 values discussed in section 7.2.1. 

Results for all simulations initially adhere to the predictions of Novotney’s [31] attenuated settling 

formulations. However, increased attenuation, with eventual jamming in most cases, occurs as the aperture narrows. 

The degree of severity is dependent on the fractal dimension and RMS asperity height values. Not surprisingly, higher 

surface roughness (i.e., increasing fractal dimension and RMS asperity height values) leads to incidence of attenuation 

and jamming at wider apertures than less rough cases. 
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Figure 7.5: a) 1 %, b) 5 %, c) 10 %, and d)15 % particle volumetric concentration slurry settling behavior for fractal 
dimensions of 2.1, 2.25, and 2.5 and RMS asperity heights of 0.5 mm. Error bars indicate the minimum and 

maximum values of the two simulation runs with surfaces generated from Seed 1 and Seed 2 values. 
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Figure 7.6: a) 1 %, b) 5 %, c) 10 %, and d)15 % particle volumetric concentration slurry settling behavior for fractal 
dimensions of 2.1, 2.25, and 2.5 and RMS asperity heights of 0.25 mm. Error bars indicate the minimum and 

maximum values of the two simulation runs with surfaces generated from Seed 1 and Seed 2 values. 
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As textural complexity increases with larger fractal dimension values, more locations for particle travel 

attenuation from contacting and potential jamming points where particle motion arrests occur. Increases in RMS 

asperity height further leads to more pronounced variances in cross-sectional fracture openings, causing increased 

locations for particle attenuation and jamming. The degree of attenuation once roughness effects become more 

influential (i.e., data points between departure from Novotny’s formulation and jamming) in surfaces with identical 

fractal dimension and RMS asperity heights (i.e., Seed 1 versus Seed 2) can also significantly vary. The significant 

difference between the minimum and maximum values within this region from Figures 7.5 and 7.6 demonstrates this 

variance.  

Figure 7.7 further illustrates the influence of fractal dimension and RMS asperity height by looking at sample 

cross-sections through the fractures. These cross-sections are at identically located points within fractures with 

different values of these roughness parameters. Cross-sections are all from the same seed value (Seed 1), so their 

overall shape is similar but contains differing degrees of textural roughness (i.e., varying fractal dimension) and 

surface features heights (i.e., varying RMS asperity height).  

 

 

Figure 7.7: Example varying degree of particle travel way obstruction from example fracture cross-sections with 
differing roughness parameters. 

 

From the example in Figure 7.7, it becomes clear that both fractal dimension and RMS asperity heights both 

play significant roles in the attenuation and jamming behavior for particles within a rough fracture. More importantly, 

from Figures 7.5, 7.6, and 7.7, it becomes clear that additional attenuated settling in rough fractures is primarily 
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attributable to physical interactions between the particles and fracture walls rather than additional frictional influence 

from the walls on the fluid. 

It is further noted that for all the volumetric particle concentrations considered, the aperture where increased 

attenuation begins and where particle jamming occurs is virtually identical for like fractures regardless of particle 

concentration value. The exception is the 15 % concentration case with a fractal dimension of 2.5 and RMS asperity 

height of 0.5 mm. The attenuation and jamming are again attributable to the increased interaction of particles in this 

more highly concentrated slurry coupled with the higher interactions with the roughness features of the fracture walls. 

Roughness features force the particles inward away from the fracture walls, leading to more significant interaction 

and clustering. The clustered groupings then more easily jam within the fracture. However, this case is isolated, and 

as mentioned in the previous section (7.3.1), 15 % volumetric particle concentration is above that typically utilized in 

field slickwater slurries. Section 7.4 will further explore if it is possible to formulaically express the attenuation and 

jamming behavior in these rough fractures and address if this formulation represents the concentration limits for field 

slickwater slurries mentioned previously (i.e., ~1 % to 12 %). 

7.3.3 Flowing Proppant Settling Between Smooth Walls 

A maximum of 𝑅𝑒|| value of 250 is considered in this investigation as higher values require larger domains 

and significantly increased computational expense. This value is below typical field slickwater injection rates, where 

𝑅𝑒|| is closer to ~1000-2000 (see Chapter 5, section 5.2.2). However, evaluation using this flow rate still provides 

insight into some of the variances in settling behavior that occurs for proppants in flow while providing direction and 

considerations for future investigations. Influences of slurry flow rate, proppant particle volumetric concentration, and 

ultimately fracture roughness are considered. 

First, the influence of aperture and flow rate on a single particle behavior between smooth walls is explored. 

A single particle is generated at 1.5 particle diameters from the -X-face, 0.5 particle diameters from the -Z-face, and 

centered about the aperture. Figure 7.8 shows results from these simulations for 𝑅𝑒|| = 0 (i.e., the quiescent results 

from subsection 3.1), 10 and 250. Mesh refinement with 0.025 mm cell size, to check for mesh independence, is also 

performed for the 𝑅𝑒|| = 250 cases at several apertures.  



121 
  

 

Figure 7.8: Single particle settling behavior in flow, 𝑅𝑒|| = 10 and 250. Results from subsection 3.1’s quiescent case 
(i.e., 𝑅𝑒|| = 0) also included for comparison. 

 

Figure 7.8 results for particle settling at flow rate well beyond the Stokes range are surprising, with lower 

settling rates observed in the higher flow condition. Where results for 𝑅𝑒|| = 10 are virtually identical to quiescent 

results (i.e., 𝑅𝑒||  =0), the particles in flow with 𝑅𝑒||  = 250 have a significantly lower settling rate for apertures 

narrower than 𝑑/𝑎 ratio of 0.1. The similarity of results from a more refined mesh (0.025 mm cell size) also confirms 

mesh resolution is not a cause of this behavioral variance. 

To investigate the cause of this increased degree of particle settling retardation, Figure 7.9 looks at a cross-

section through the settling particles in flows with 𝑅𝑒|| = 10 and 250. 
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Figure 7.9: a) Cross-section of fluid X/Y-component velocity fields and pressure fields (adjusted to 0Pa gauge) for 
slices in the X/Y-plane through settling particle in 𝑅𝑒|| = 10, aperture = 0.7 mm; 𝑅𝑒|| = 250, aperture = 0.7 mm.; and 

𝑅𝑒|| = 250, aperture = 5.0 mm simulations. b) Average pressure gradient across fracture width (Y direction) along 
the height of fracture (Z direction). Pressure values for 5.0 mm aperture simulation averaged over a 0.7 mm 

subsection centered about the particle. Values discontinuous about the particle limits. 
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Figure 7.9a reveals a significant variance in the flow field about the particle settling between a 0.7 mm 

aperture with 𝑅𝑒|| = 250. A region of higher relative velocity in the X/Y plane develops below the settling particle in 

this condition (𝑎 = 0.7 mm; 𝑅𝑒|| = 250) and is notably different from the other two cases at high aperture with high 

flow (𝑎 = 5.0 mm; 𝑅𝑒|| = 250) and narrow aperture with low flow (𝑎 = 0.7 mm; 𝑅𝑒|| = 10). More important is the 

variance in pressure fields about the particles shown in Figure 7.9a and quantified in Figure 7.9b. As the particle is 

translating downward due to gravity, vertical asymmetry in the pressure fields about the particle center is not surprising. 

However, as seen in Figure 7.9b., wall effects for the 𝑎 = 0.7 mm, 𝑅𝑒|| = 250 case cause a more significant pressure 

differential from the bottom to the top of the particle than those observed in the other two example cases. This larger, 

upward acting pressure gradient appears to be the cause of the reduced settling velocity.   

Figure 7.10 shows simulation of a 5 % particle volumetric concentration slurry at different flow rates and 

apertures. Again, the flow rate influences the settling velocity in these volumetrically concentrated slurries with higher 

flow rates, leading to more significant settling velocity attenuation at narrower apertures. 

 

Figure 7.10: 5 % volumetrically concentrated slurry settling for 𝑅𝑒|| = 25, 100, and 250. Novotny settling 
relationship for 5 % volumetric particle concentration and wall effects included for comparison. 

 

Given the lack of literature on the effects of flow rate on particle settling rate when confined between parallel 

walls, outside of the few mentioned in Chapter 2 (section 2.1.3), further experimental evaluation of this effect would 

be warranted. If confirmed, this behavior also points to inadequacies of the utilized relationships for unresolved CFD-

DEM simulations for evaluating flowing particles in narrow slots relative to particle size and fracture design software 

that do not encompass this behavior.  
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7.3.4 Effect of Volumetric Particle Concentration on Flowing Slurry Settling 

For this section, the slurries are again subjected to a flow condition of 𝑅𝑒|| = 250 and are tested at volumetric 

concentrations of 1 %, 5 %, and 15 % within varying apertures. Figure 7.11a summarizes the results of the simulations 

and their variation from the settling rate predicted by Novotny’s formulations (i.e., 𝑣,௪(௪ ௦.)/𝑣,௪(ே௩௧௬)).  
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Figure 7.11: a) 1 %, 5 %, and 15 % volumetrically concentrated slurries averaged settling rate normalized by 
Novotny’s predicted settling rate accounting for wall and concentration effects (i.e., Eqns. 1 and 7), with 𝑅𝑒|| = 250. 

b) Example vorticity about leading particles in 1 % and 5 % slurry flow simulations. 
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All concentrations demonstrate increasingly more significant variance (i.e., lower settling rate) from 

Novotney’s [31] evaluation as aperture decreases. While 5 % and 15 % particle volumetric concentration slurries 

demonstrate similar behavior, the 1 % particle volumetric concentration slurry is notable higher than those two sets of 

cases as aperture decreases. Figure 7.11 b and c show vorticity contours about the particles from example 1 % and 5 % 

particle volumetric concentration slurry simulations. More notable interaction between particles and their trailing 

wakes can be seen for the 5 % particle volumetric concentration slurry due to greater proximity of particles, leading 

to greater settling attenuation. This behavior implies that particle concentration can play a significant role in hindered 

settling velocity for confined slurries in flow. Influence, however, only occurs up to a particular volumetric particle 

concentration (5 % in this case). After this specific concentration, relative additional attenuation effects become similar.  

 

7.3.5 Rough Fracture Surfaces Influences on In-Flow Slurry Settling 

A 5 % particle volumetric concentration slurry is injected into three rough fractures with varying textural 

roughness (𝐷) and asperity RMS height features (i.e., 𝐷 = 2.1, RMS asperity height = 0.5 mm; 𝐷 = 2.5, RMS asperity 

height = 0.5 mm; and 𝐷 = 2.5, RMS asperity height = 0.25 mm). Figure 7.12 shows the obtained settling rates, 

including the smooth-walled fracture results. 

 

 

Figure 7.12: 5 % particle volumetric concentration slurry average settling rates in rough fractures, with 𝑅𝑒|| = 250 in 
fractures with varying roughness. 

 

Behaviors of average settling velocity in each fracture are virtually identical until aperture narrows to an 

approximate 𝑑/𝑎 ratio of 0.5. Jamming occurs for roughest fracture (𝐷 = 2.5, RMS asperity height = 0.5 mm) at 𝑑/𝑎 

ratio of ~0.56. When looking at the particle behavior within the simulations, however, it is noted that particles flow 
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around the jammed section, with a large portion exiting the simulation domain either through the top or bottom. In the 

𝐷 = 2.5, RMS asperity height = 0.25 mm fracture, at 𝑑/𝑎 ratio of ~0.7, average settling velocity values are seen to 

deviate from the smooth-walled simulation result strongly. When viewing the full simulation, multiple particles again 

exit through the top and bottom of the domain even without any noted jamming. Other rough fractures at narrow 

apertures have similar upward and downward particle motion, with particles exiting the domain before reaching the 

end of the fracture. Figure 7.13 shows an example of streamlines through a rough fracture for a domain with fluid-

only flow simulated. As the aperture narrows, flow pathways become more tortuous, forming preferred pathways 

through the fracture. As is the case for several simulations in this work, these flow pathways can lead particle upward 

and downward motion, potentially causing exit from the simulation domain. This behavior makes quantification of 

the settling rate in these cases unreliable as true particle behaviors would include the previously exited particles within 

the evaluation.  

 

Figure 7.13: Developed preferential flow pathways in rough fracture (𝐷 = 2.5, RMS asperity heights = 0.5mm, 𝑑/𝑎 
= 0.625). 

 

To illustrate the significant influence the flow streamlines can have on individual particles, a single particle 

is simulated within the 𝐷 = 2.5, RMS asperity height = 0.5 mm rough fracture at various apertures. Single particles’ 
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initial conditions are identical to those discussed in section 7.3.3. Figure 7.14 a and b show an example of the particles’ 

Z-position and Z-velocity while flowing through the rough fracture at 𝑑/𝑎 ratio of 0.5 (i.e., 1 mm aperture). Behaviors 

within both generated surfaces (Seed 1 and 2) are compared to particle behavior in smooth wall conditions from 

section 7.3.3.  

 

 

Figure 7.14: a) Example single-particles’ Z-position and b) Z-velocity while conveying through a fracture (results 
from rough Seed 1 and Seed 2 fractures and smooth walled fracture with 𝑎 = 1.0 mm).  

 

Settling velocity from Figure 7.14b is noted to be very unsteady, with both upward and downward velocity 

directions. This corresponds to observed erratic upward and downward movement of the particle within the fracture 
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during conveyance (see Figure 7.14a). What becomes clear is that even at the relatively low Reynolds number flows 

considered, particles can experience a zero and even negative settling rate in rough fractures with a narrow aperture.  

To further illustrate the impact of these erratic particle settling behaviors, Figure 7.15 shows the average 

values for the settling rate of the last 10 % of the simulations. The wide range of values, as illustrated by the error bars, 

between the two considered rough fracture simulations (Seed 1 and Seed 2) further demonstrates the significant 

variance in behavior that can occur even in quantitatively like rough fractures (i.e., same 𝐷 and RMS values). This can 

even include negative settling rates, i.e., acting against the direction of gravity, as seen in the 𝑑/𝑎~0.63 result. 

 

Figure 7.15: Average settling rate of particles at different apertures. Error bars indicate the minimum and maximum 
values from behavior in the two fractures based on Seed 1 and Seed 2. The ordinate axis scale is reduced in this 

figure compared to others in this manuscript. 
 

The erratic settling behavior seen in Figures 7.14 and 7.15, may also help explain why proppant can be found 

deeper in fractures than predicted from viscous drag alone. Medlin et al. [11] speculated that an additional mechanism 
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exists beyond viscous drag observed in laboratory slot experiments that accounts for the extent that particles travel in 

actual fractures. As observed in this work, the prolonged suspension of particles due to travel along preferential flow 

pathways may be the contributing cause of this observation. 

 

7.4 Quiescent Settling in Rough Fracture Settling Rate Attenuation and Jamming Factor  

From section 7.3.2, quiescently settling behavior in rough fractures is well described by Novotny’s [31] 

formulation for concentration and wall effect until attenuation and jamming influences become more prominent with 

narrowing aperture. By fitting a function to the data from section 7.3.2, an additional factor to account for settling 

behavior in rough fractures (𝑓) can be proposed as:  

𝑓 = 𝑓(𝑅𝑀𝑆, 𝐷, 𝑑, 𝑎) =  1 − ൬
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From this set of equations, the new proposed attenuation behavior would be the product of Novotny’s [31] 

concentration and wall factors (𝑓, 𝑓௪) with the proposed roughness factor (𝑓) to give the average settling rate of a 

slurry in a rough fracture (𝑣,௪,). Figure 7.16 demonstrates several curves incorporating this new factor against data 

sets from subsection 7.3.2. 
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Figure 7.16: Example fitted equation for quiescent settling in rough fractures for 5 % volumetrically concentrated 
slurries.  Novotny’s [31] equations’ predictions are included as well for reference. 

 

To confirm the proposed additional factor formulation, several other sets of quiescently settling slurry 

simulations with different particle and surface properties are performed. Particle and surface properties for these 

simulation sets are summarized in Table 7.3.  

Table 7.3: Quiescent settling in rough fracture confirmation cases properties 

Particle 
Diameter (mm) 

Particle Density (kg/m3) 
Surface Fractal 

Dimension 

Surface RMS 
asperity height 

(mm) 

Particle Volumetric 
Concentration 

0.8 3900.0 2.1 0.375 12% 

0.8 3900.0 2.5 0.375 12% 

0.6 3250.0 2.5 0.375 7% 

 

As summarized in Table 7.3, two simulations sets are performed at the maximum typical field proppant 

concentration (i.e., 12%) and one other set is performed at an intermediate concentration (i.e.,7%). A third set of seed 

values (Seed 3) is utilized to construct fracture surfaces for these simulations. Figure 7.17 shows simulation results at 

various apertures near the expected point of attenuation and jamming.  
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Figure 7.17: Fitted curve confirmation test runs: a) 𝐷 = 2.1, 𝑅𝑀𝑆 asperity height = 0.375 mm, 𝑑 = 0.8 mm, 𝜌௦ = 
3900 kg/m3, 𝐶 = 12 %; b) 𝐷 = 2.5, 𝑅𝑀𝑆 asperity height = 0.375 mm, 𝑑 = 0.8 mm, 𝜌௦ = 3900 kg/m3, 𝐶 = 12 %; and 

c) 𝐷 = 2.5, 𝑅𝑀𝑆 asperity height = 0.375 mm, 𝑑 = 0.6 mm, 𝜌௦ = 3250 kg/m3, 𝐶 = 7 %. 
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The maximum error in 𝑑/𝑎  value where jamming occurs is ~4.0 % for the three sets of simulations. 

Attenuated settling rate values within the region between jamming and departure from Novotny’s [31] predicted 

behavior (i.e., the curved portion of the fit lines) do have some large differences between predicted and simulated 

results, with a maximum 48 % error between values for the 𝐷 = 2.5, 𝑅𝑀𝑆 = 0.375 mm, 𝑑 = 0.8 mm, 𝜌௦ = 3900 kg/m3, 

𝐶 = 12 % simulation at 𝑑/𝑎 ≈ 0.7. This difference however is not unreasonable for these portions of the fitted curves. 

For example, the 𝐷 = 2.5, 𝑅𝑀𝑆 = 0.5 mm, 𝑑 = 0.5 mm, 𝐶 = 10 %, 𝑑/𝑎 ≈ 0.63 evaluation in Figure 7.5 has maximum 

and minimum values that vary by ~80 % from the average value. Given this expected variance in the curved region of 

the curve, the overall fit of the proposed additional factor is good. As this set of results tests concentrations at the 

upper limit of volumetric particle concentration utilized in field slickwater treatments, coupled with the results from 

subsection 7.3.2, the proposed factor appears appropriate for slickwater slurry particle volumetric concentration 

ranging from 1 % to 12 %. 

 

7.5 Concluding Remarks 

This paper investigates the effects on slurry settling rate in fractures both under quiescent and flowing 

conditions. Findings from this work include: 

1. Quiescent slurry attenuated settling rates are well described by Novotny’s [31] concentration and wall factors. 

In rough fractures, this formulation becomes less applicable as surface roughness causes increased 

attenuation and eventual jamming. 

2. Attenuation and jamming in rough fractures are primarily attributable to physical contacting between 

particles and fracture surfaces in quiescent slurries. Fluid interaction with the rough surfaces appears to be 

minimally contributory to behavior in these cases. 

3. For quiescently settling slurries, both surface roughness parameters (fractal dimension and RMS asperity 

height) can highly influence the aperture at which increased attenuation and jamming can occur due to 

roughness features.  

4. An additional attenuation factor for quiescently settling slurries in rough fractures is proposed, and its 

accuracy is tested. This additional factor is found to provide a good description of the attenuated and jamming 
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behavior of slurries in rough fractures for slickwater treatments with volumetric particle concentration from 

1 % to 12 % (i.e., 0.25 to 3 PPA). 

5. Flowing particles at Reynolds number flow rates well above the Stokes regime (maximum 𝑅𝑒||  = 250 

considered in this work) are found to have increased wall-influenced attenuation as aperture narrows due to 

variance in the fluid field about the particle. This variance in behavior is not well studied in the literature and 

further empirical investigation is needed. The behavior may point to inadequacy of formulated settling 

behavior used in unresolved CFD-DEM evaluating flowing conditions in narrow slots relative to particle size 

and current fracture modeling software that do not account for this effect. 

6. Particle volumetric concentration can lead to variance in the degree of settling attenuation for flowing 

conditions well above the Stokes regime when confined between narrow slot walls.   

7. The roughness of fracture surfaces leads to development of preferential flow pathways as aperture narrows. 

Particles flowing in rough fractures are guided by these flow pathways, resulting in significant variances in 

their settling velocities, including upward motion against the direction of gravity. This observation may help 

explain the greater observed particle travel distance within in-field rough fractures versus those predicted by 

smooth-walled laboratory slot experiments.  

 

It is noted that results from this work are based on vertical fracture orientation. An inclination of the fracture 

plane (such as with fracture dip angle or profile of larger fracture roughness features than those considered in this 

study) may also significantly impact settling behavior. These cases should be further considered. 

Overall, this work provides insight into the behavior of settling particle slurries both in quiescent and flowing 

regimes and contributes to a greater understanding of proppant slurry behavior in rough fractures. 
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8 SUMMARY AND FUTURE DIRECTION 

This dissertation investigated the behavior of proppant slurry injections in more field relevant settings. 

Specifically, this work included investigation of slurry behavior at field analogous flow rates, study of proppant flow 

and transport within rough fracture settings, and evaluation of proppant settling in fractures under quiescent and 

dynamic conditions. Specific findings from this work and recommended future direction of research are detailed in 

the below sections.  

8.1 Summary of Conclusions Regarding Flowing Slurry Clustering  

Study of clustering capacity and clustering body effects in flowing proppant slurries found that clustering 

was possible in relevant injection conditions and that these clustering bodies can have significant effects on proppant 

flow, transport, and settling behavior.  

Concentration was found to be a key non-dimensional value that affected both qualitative clustering shape as 

well as quantitative clustering occurrence in both neutrally buoyant and non-neutrally buoyant proppant slurries. 

Particles transitioned from negligible clustering occurrences to 1-D chain-like clusters, to 2-D vertical curtain-like 

clusters, and in some neutrally buoyant slurry flow cases to not clearly defined 3-D clustering structures. 

Stokes number was found to be less influential in clustering behavior, at least for the conditions considered 

in this work. However, the Durand-Froude number was found to be an important value in variance of clustering 

behavior among non-neutrally buoyant proppant slurries. Specifically, quantitative clustering of non-neutrally buoyant 

particles was found to decrease with increase in the Durand-Froude number. 

Clustering bodies, specifically the 2-D clustering structures, in non-neutrally buoyant slurry flows was found 

to lead to notable influence on slurry conveyance behavior.  Some 2-D curtain structures were found to experience a 

lift effect in flow which resulted in greater maximum particle conveyance travel distance.  

Non-neutrally buoyant slurry suspension/deposition behavior was found to be well modeled by simplified 

linear behavioral evaluations for low particle volumetric concentrations. However, as concentration increases, 

suspension/deposition takes on a non-linear suspension/deposition behavior. Suspension/deposition behavior was 

found to be representable by a second-degree polynomial function, with coefficient values depending on injection 

conditions. 

For evaluation of proppant slurries in unresolved CFD-DEM analysis, “Model B” coupling was found to 

adequately model low flow rate, mid to low concentration slurries. Behavior of this coupling method however deviates 
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from the more comprehensive “Model A” coupling implementation in higher flow, higher concentration slurries. 

Therefore, for evaluation of slurry flows with unresolved the CFD-DEM method, “Model A” coupling should be used. 

 

8.2 Summary of Conclusions Regarding Proppant Flow, Transport, and Settling in Rough Fractures 

Investigation of slurry behavior within rough fractures found significant variance from simplified smooth 

wall modeling used in past evaluations. Both fracture textural roughness (fractal dimension) and roughness feature 

heights (considered as root-mean-square (RMS) asperity height) significantly influence behavior of flow, transport, 

and settling. 

For models of neutrally buoyant proppants, transport attenuation due to surface roughness features was found 

to not always be the case. Flow accentuation was observed at moderate mechanical apertures. This accentuation was 

also found to have higher magnitude in rougher (both larger fractal dimension and large RMS asperity height) fractures. 

As aperture narrowed however, attenuation and jamming of particles occurred at wider relative aperture in rougher 

fractures than smoother ones. Reynolds number, at values of interest for proppant injection work, were found to have 

little contribution to proppant conveyance behavior.  

Combined concentration and roughness effects were found to lead to varying accentuated conveyance 

behavior and hydraulic aperture for slurries within fractures with moderate mechanical apertures. As aperture 

narrowed however, effect from concentration diminished and behavior was mainly controlled by fracture roughness. 

It was further found that similar degree of jamming within narrower apertures (while still maintaining through fracture 

flow) occurs and was the cause for varied conveyance and similar hydraulic aperture values within these narrower 

fractures. Ultimately, this similar jamming points to ability of neutrally buoyant proppants to continue to travel though 

narrow fractures regardless of concentration.  

 Quiescent settling behavior of slurries within rough fractures was found to be well represented by Novotny’s 

[31] attenuated settling formulations at wide apertures, however as aperture narrows, additional attenuation effects 

from fracture roughness features occurs. An additional attenuation factor that takes into account fracture surface 

roughness feature parameters (i.e., fractal dimension and RMS asperity height) was proposed and evaluated for 

slickwater slurries at concentrations of concern for proppant injection work (i.e., up to ~12% particle volumetric 

concentration). 
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Flowing proppant slurries were found to exhibit increased wall-influenced attenuated settling behavior as 

aperture narrowed. Additionally, particle settling behavior within rough fractures was found to initially behave similar 

to smooth walled fractures at wide aperture, but, as aperture narrowed particles experienced notable variances in 

settling behavior. This even included upward particle velocity opposite of settling direction. Surface roughness 

induced flow pathways were found to guide particles through the narrow rough fractures, leading to these varied 

settling rates. 

 

8.3 Future Direction and Considerations 

There are additional recommended directions for further exploring the proppant flow and transport in the 

context of this work’s findings as well as general future direction for proppant slurry behavior evaluation in general. 

First and foremost, as discussed in Chapter 6, the increased settling attenuation experienced by particles in 

confined, higher Reynolds number flows is an unexpected behavior this has lacking exploration in the literature. 

Further experimental evaluation and confirmation of this phenomena is needed as it potentially points to shortcomings 

in both proppant injection design evaluations and unresolved CFD-DEM modeled behavior at narrow confinement in 

general. 

For flowing slurry clustering behavior, further evaluation of Durand-Froude number effects on clustering are 

needed. This value was found to be influential in the quantitative extent that clustering bodies formed and may be 

influential in finding further variances in proppant flow and transport behavior in concentrated slurries that form 

behavior altering clustering structures. Additionally, the evaluation of flowing slurries in this work notably neglected 

side wall effects by use of a cyclic boundary. Wall effects are speculated to further alter clustering structures and 

therefore likely to also affect cluster lift behavior, as observed in this work, at narrow enough aperture. Further 

experimental evaluation of clustering behavior would also be greatly beneficial. Large scale slot experimentation to 

see if behavior is sensitive to scaling effects would help determine influences at field scale fracture heights. It is 

additionally recommended that experimental work on clustering evaluation be performed with particle material and 

evaluation methods similar to that described in Chapter 2 from the work of Graham and Steele [63]. Specifically, the 

use of partial transparent and partial opaque particles is recommended. As touched upon in discussion of Graham and 

Steele’s work in Chapter 2, cross particle flow view becomes greatly obscured with particle volumetric concentrations 

above ~5 %. As clustering, and more specifically 2-D curtain structures, were found to occur at concentrations higher 
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than this threshold, use of partially transparent material and evaluation methods described in the work of Graham and 

Steele would foreseeably greatly enhance experimental evaluation of cluster formation and behavior in flowing 

slurries. 

Regarding proppant behavior in rough fractures, the work explored in this dissertation mainly concerned 

roughness features described at scales near that of the proppant particle’s size. Larger fracture features have been 

observed to lead to additional complex behavior in unresolved CFD-DEM simulations, and the combinative effects of 

these explored small-scale and large-scale surface feature influences are needed. Though resolved CFD-DEM 

simulation has been shown here to reveal complex proppant slurry behavior in fractures beyond what is possible with 

unresolved, the computational cost to increase simulation scale size is prohibitive. Other simulation methods or greater 

computational efficiency (continually improved CPU speed/capacity, possible GPU accelerated simulation, etc.) may 

help overcome this limitation.  

In addition, exploration of proppant behavior in rough fractures included some simplifications and 

assumptions. Most notable is the use of isotopically rough fracture surfaces. Rock surfaces can be anisotropic in nature 

and their influence, especially on flowing slurry behavior, should be explored. Additionally, fracture surfaces were 

assumed matched in this work. Mismatch can occur in rock fractures and this may also greatly impact flow, transport, 

and settling behaviors of slurries and should be explored. Lastly, flow was modeled as laminar in slurry simulations 

within rough fractures. At locations where clogging occurs, narrowing of the flow pathway occurs and likely leads to 

turbulent jetting effects at these regions. This probable jetting may impact proppant flow, transport, and settling in 

these conditions and consideration of this may help further improve understanding of proppant behavior within 

fractures at narrow aperture. 

This work mainly focused on monodispersed slurry behavior, whereas true slurries are polydisperse in nature. 

Additional evaluation of effects to clustering, flow/transport, and settling due to this are recommended. Further, 

general evaluation of behaviors as explored in this work (i.e., clustering formation, flow and transport in fractures, 

settling in fractures) should be evaluated for other proppant carrier fluids and materials. Though slickwater proppant 

slurries are popular in the fracture enhancement industry, other carrier fluid (e.g., polymer based, gels, surfactant 

solutions, emulsions, foams, etc.) slurry behavior should also be evaluated within the contexts explored in this work. 

Additionally, as particles were assumed spherical in this work, further influences from non-perfect sphericity should 

be considered. 
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 To spite this, the findings from this work lead to greater understanding of proppant behaviors and demonstrate 

that simplified evaluations used in past evaluation of proppant flow and transport in fractures can be greatly deviated 

from. Ultimately, this work helps guide improved design considerations and evaluations for rock fracture enhancement 

work.  
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