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Professor Karen A. McKinnon, Chair 

 

 Extreme heat events are a threat to human health, productivity and food supply, so 

understanding their drivers is critical to adaptation and resilience. Anticyclonic circulation and 

certain quasi-stationary Rossby wave patterns are well-known to coincide with heatwaves, and 

soil moisture deficits amplify extreme heat in some regions. However, the relative roles of these 

two factors in causing heatwaves is still unclear. Here we use constructed circulation analogs to 

estimate the contribution of atmospheric circulation to United States heatwaves in the 

Community Earth System Model version 1 (CESM1) preindustrial control simulations. After 

accounting for the component of the heatwaves explained by circulation, we explore the 

relationship between the residual temperature anomalies and soil moisture. We find that 

circulation explains over 85% of heatwave temperature anomalies in the eastern and western US, 
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but only 70-80% in the central US. In this region, there is a significant negative correlation 

between soil moisture the week before the heatwave and the strength of the heatwave that 

explains additional variance. Further, for the hottest central US heatwaves, positive temperature 

anomalies and negative soil moisture anomalies are evident over a month before heatwave onset. 

These results provide evidence that positive land-atmosphere feedbacks may be amplifying 

heatwaves in the central US and demonstrate the geographic heterogeneity in the relative 

importance of the land and atmosphere for heatwave development. Analysis of future circulation 

and soil moisture in the CESM1 Large Ensemble indicates that over parts of the US, both may be 

trending towards greater heatwave likelihood. 
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1. Introduction 

 Extreme heat events are a threat to human health and quality of life. Positive temperature 

extremes increase human mortality and morbidity (Ye et al. 2012; Honda et al. 2014; Romero-

Lankao et al. 2014; Gasparrini et al. 2015; Song et al. 2017) and decrease workplace and school 

productivity (Kjellstrom et al. 2009; Heal and Park 2016; Goodman et al. 2018). Further, our 

food supply can be damaged by crop exposure to extreme heat (Schlenker and Roberts 2009; 

Sánchez et al. 2014; Vogel et al. 2019).  

Unfortunately, extreme heat is expected to occur more and more frequently as global 

temperatures increase. For example, between 1986 and 2016, more than twice as many high-

temperature records were set in the United States as low-temperature records (Vose et al. 2017). 

It is therefore increasingly important to understand the physical drivers underlying these 

dangerous events. Improved prediction and modeling of the underlying factors and the resulting 

heatwaves may allow for better adaptation to lessen their negative impact on society.  

Links between large-scale atmospheric circulation and summer heat extremes are well- 

established. Heatwaves are strongly associated with anticyclonic circulation that leads to 

subsidence and clear skies that support drying and warming of air (Meehl and Tebaldi 2004; 

Gershunov et al. 2009; Pfahl and Wernli 2012; Grotjahn et al. 2016; Adams et al. 2021). In some 

cases, these anticyclones are associated with quasi-stationary Rossby waves, which have been 

shown to cause extreme and long-lasting heat events (Schubert et al. 2011; Screen and 

Simmonds 2014; Röthlisberger et al. 2019), at times inducing co-occurring extremes around the 

mid-latitudes (Coumou et al. 2014; Kornhuber et al. 2019). Heat extremes can also be caused by 

horizontal advection of warm air (Lau and Nath 2012; Loikith and Broccoli 2012; Horton et al. 
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2016; Thomas et al. 2020), where the relevant source of the warm air depends on the location of 

the heat wave. For example, Yang et al. (2019) found associations with terrestrial warm air 

advection in the northern US and with oceanic warm air advection in the southern US.  

In addition to the influence of large-scale circulation patterns, summer temperature 

extremes can be amplified or damped due to interactions with the land surface. In particular, soil 

moisture has been identified as an important mediator of interactions between the land surface 

and the atmosphere (Seneviratne et al. 2010, 2013; Grotjahn et al. 2016; Horton et al. 2016; Lo et 

al. 2017). Reductions in soil moisture can shift the partitioning of incoming heat from latent to 

sensible heating, thereby increasing the surface and lower atmospheric temperature (Fischer et al. 

2007b; Miralles et al. 2014). The reduction in evapotranspiration can further increase 

temperatures by causing reduced cloud cover and decreased precipitation (Miralles et al. 2019; 

Selten et al. 2020).  

Soil moisture deficits have been linked to specific extreme heat events in the United 

States and Europe (Fischer et al. 2007a; Hauser et al. 2016; Wehrli et al. 2019), and multiple 

studies have performed simulations with and without interactive soil moisture to show that land-

atmosphere interactions amplify heatwaves (Lorenz et al. 2010; Jaeger and Seneviratne 2011; 

Stéfanon et al. 2014; Vogel et al. 2017). Focusing on the atmospheric response, Merrifield et al. 

(2019) performed a modeling experiment constraining circulation at different levels to 

demonstrate that heatwaves are intensified by land surface-atmosphere interactions. While these 

studies have quantified the influence of soil moisture in idealized settings and/or for individual 

events, we are lacking a more general diagnostic analysis of the relative roles of the atmosphere 

and the land surface in causing extreme heat.  
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Understanding the relative importance of soil moisture in heatwave development is 

especially worthwhile because of its potential predictive capacity. Soil moisture provides a 

memory of previous land-atmosphere conditions (Koster and Suarez 2001; Seneviratne et al. 

2006), whereas the atmosphere is inherently chaotic and difficult to predict beyond short 

timescales. Antecedent precipitation, through its effect on soil moisture, has been identified as a 

predictor of heatwaves in some regions (Hirschi et al. 2011; Mueller and Seneviratne 2012; 

McKinnon et al. 2016). Therefore, quantifying the role soil moisture plays in extreme heat events 

across broad geographies may enhance our ability to predict heatwaves in the future.  

Here, we take a unified approach to exploring the contribution of atmospheric circulation 

versus other processes to heatwaves in nine climate regions of the continental United States. We 

estimate the contribution of circulation to temperature anomalies by dynamically adjusting using 

constructed circulation analogs (Deser et al. 2016), which have been applied successfully to 

monthly temperatures during winter (Deser et al. 2016; Lehner et al. 2017) and summer 

(Merrifield et al. 2017). We apply this technique to control simulations in version 1 of the 

Community Earth System Model (CESM1; Hurrell et al. 2013) on a daily timescale, which 

allows us to quantify the impact of circulation on extreme heat events. We can then identify 

regions where there is substantial amplification of temperatures during heatwaves that is 

unexplained by the circulation and explore the importance of soil moisture for this amplification. 

Finally, we examine projected changes in the identified heatwave components – atmospheric 

circulation and soil moisture - in the CESM1 Large Ensemble (Kay et al. 2015).  

The rest of this study is presented as follows. Section 2 describes the CESM1 datasets 

used and summarizes the constructed circulation analog technique, along with the modifications 
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we made to apply it to daily data. Section 3 shows the results of the dynamical adjustment and 

identifies future trends. The results and implications are discussed in Section 4.  

2. Data and Methods 

a. The CESM1 Control Simulations and Large Ensemble 

We use data from simulations conducted with version 1 of the Community Earth System 

Model (CESM1) at 1° horizontal resolution with the full carbon cycle enabled. Two preindustrial 

control simulations are used, both with forcings representative of the year 1850. The primary 

dataset analyzed is a 1,799-year fully-coupled preindustrial control run (PiCTL). This is 

compared with a 2,600-year preindustrial control run, of which only the first 1,799 years are 

used, where sea surface temperatures are prescribed to those of the seasonally varying monthly 

climatology from PiCTL (fixSST-PiCTL).  

Future projections are from the CESM1 Large Ensemble (CESM1-LE; Kay et al. 2015). 

This consists of 40 ensemble members that have the same radiative forcing, but slightly 

perturbed initial atmospheric conditions, allowing internal variability to lead to a range of 

possible outcomes (Deser et al. 2016). The ensemble members differ only in a very small round-

off error to the initial air temperature on January 1, 1920. These runs are forced by historical 

radiative forcing from 1920 to 2005, then by RCP 8.5 radiative forcing until 2100 (Taylor et al. 

2012).  

We use daily average 2m air temperature (hereafter simply temperature), sea level 

pressure, surface latent heat flux, surface sensible heat flux, 500 hPa geopotential height, and soil 

moisture in the top 10cm of soil for our analysis. The climatological mean and seasonal cycle of 
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each variable at each grid box is removed by projecting the time series onto the first three annual 

harmonics, then subtracting the fitted values. All of our analysis focuses on the summer season, 

June-July-August (JJA), in the continental US. We split the continental US into the 9 climate 

regions identified by Karl and Koss (1984). These climate regions are identified in Figure 1a. 

While each region is analyzed separately, some figures presented in this paper will combine the 

results from all regions into a single map.  

b. Constructed Circulation Analogs for Daily Temperature 

To calculate the daily dynamical component of the temperature distribution in each 

region, we implement constructed circulation analogs (CCAs; Deser et al. 2016). A brief 

summary of the CCA method, with modifications made for this study, follows. To estimate 

the dynamical contribution to temperature anomalies for a target day in a given region, we 

begin with the sea level pressure (SLP) from the target day. The SLP pattern comes from a 

larger spatial domain than the actual climate region whose temperature is of interest. We 

automatically selected an area that extends 54° west, 18° east, 15° north and 15° south of 

the center of the region. This domain is chosen to span the wavelength of a wavenumber-5 

pattern, since patterns with wavenumber-5 are often associated with summer temperature 

extremes in North America (Teng et al. 2013; Screen and Simmonds 2014; Kornhuber et al. 

2020). An example of this broader SLP region relative to the specific region of interest is 

shown in Figure 1b.  
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Figure 1. Climate regions. a) The nine climate regions used in this analysis (Karl and Koss, 1984) and (b) the 
South region, in gray, and its broader sea level pressure region, in blue, used for the constructed circulation analogs.  

Closely matching SLP analogs are found from other days in the simulation. The SLP 

analogs may come from Ny years in the same preindustrial control simulation, which 

cannot include the same year as the target day. The maximum value for Ny is therefore 

1,798 years, one year less than the total length of the control simulation, and we explore 

the effect of decreasing Ny below. To account for the differing seasonal effects of circulation 

on temperature, only days between one week before and one week after the day of summer 

being analyzed are allowed as potential analogs. The importance of this constraint is shown 

in Figure 2. Although we have removed the seasonal cycle in SLP and temperature, the 

temporal standard deviation of SLP, averaged across the broader wave 5 domain, and 

temperature, averaged across the regions of interest, are not stationary throughout the 

summer. The standard deviation of SLP decreases in June and July and increases in August 

in all regions and both increasing and decreasing trends across the summer are present for 

temperature standard deviation. It is therefore reasonable to expect that the same SLP 

pattern in June and August may produce different temperature responses, which will be 

limited by placing the two-week restriction on analogs. This restriction means that for any 

given day, there are 15 days from each of the Ny years that can potentially be used as 
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analogs, but no more than one day per year is selected to eliminate the risk of selecting 

multiple analogs from the same circulation event.  

Figure 2. SLP and temperature standard deviation. The area-weighted standard deviation of (a) mean sea level 
pressure anomaly and (b) mean temperature anomaly across all years of the fully-coupled preindustrial control 
simulation for each date of the summer. The mean sea level pressure is taken over the entire spatial domain used in 
the constructed circulation analogs, while the mean temperature is taken over only the region of interest.  

After specifying the pool of potential analogs, we identify the Na closest options as 

measured by the lowest Euclidean distance to the target SLP pattern. Given a set of analogs, 

ordinary least squares regression is performed to obtain the weights of the analogs to 

match the target SLP field. The weights from this regression are then applied to the 

temperature anomalies from the analogs to estimate the dynamical contribution to the 

target day’s temperature anomalies at each grid cell in the region. In order to reduce the 

noise in our method, we subsample Ns analogs from our set of Na options without 

replacement to generate the dynamical component. This is repeated Nr times, with the final 

dynamical component estimated as the mean estimated dynamical component of all Nr 

samples following Deser et al. (2016). We vary both the number of repeated samples and 

the number of analog years to assess the sensitivity of the results to these values (Section 
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3a). For our primary analysis, we use the same values as Deser et al. (2016) for Na = 150 

and Ns = 100, as well as Nr = 20 and the maximal value of Ny = 1,798.  

3. Results 

a. Daily CCA Performance 

Although the focus of this paper is on heat extremes, we are also interested in the 

performance of dynamical adjustment on daily timescales, as most previous work has focused on 

monthly or seasonal temperature averages. Deser et al. (2016) showed that when using CCAs for 

winter temperature over North America, the average root mean squared error (RMSE) converged 

with Nr less than 20. Here, we vary Ny, the number of analog years, and Nr, the number of 

subsamples averaged over each analog selection. Then we calculate the average RMSE for 

temperature for each region and over the entire continental US for summer. The sensitivity of 

RMSE to Nr, in Figure 3a, is very similar to that found by Deser et al. (2016). The thick black 

line indicates the RMSE over the entire continental United States, while the colored lines show 

the results for all regions. Increasing Nr, while keeping Ny constant at its maximum value of 

1,798, results in average summer RMSE declining approximately exponentially, but plateauing 

before Nr = 20, which is the value used in this analysis. All regions follow a very similar pattern 

of exponential decline. The main difference between regions is the value they plateau at. Regions 

with greater variability in summer temperature will tend to have greater RMSE values, as will 

regions where SLP is less related to temperature variation. Many of these regional differences in 

the performance of the CCAs hold when looking at heatwaves as well and will be discussed 

more below.  
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Figure 3. Temperature RMSE. The area-weighted root-mean-squared-error (RMSE) for summer temperature 
averaged in the continental US (black) and each climate region (colors) for the fully-coupled preindustrial control 
simulation. Constructed circulation analogs are performed with varying (a) Nr, with Ny set at 1,798, and (b) Ny, with 
Nr set at 10. Nr is the number of iterations of the constructed circulation analog procedure that is performed and 
averaged for each day. Ny is the number of years of analogs to select from. 

Figure 3b shows the sensitivity of RMSE to the number of years of analogs, with Nr kept 

constant at 10. Ny is varied from 50 years to 1,798 years. The RMSE again appears to decrease 

exponentially, roughly converging after more than 500 years are available. This seems to 

indicate that results for this analysis would not be substantially different with a longer 

preindustrial control run. However, this has important implications for working with 

observations, where many fewer analogs are available. Daily CCAs may perform poorly if too 

few sufficiently close analogs exist.  

b. Heatwave and CCA Results 

Candidate heatwaves for each region are defined as the hottest consecutive seven-day 

period in each summer, averaged over all grid cells, area-weighted, in each region. Each of these 

heatwaves has an associated dynamical component that has been estimated from the CCAs. This 

dynamical component is interpreted as the expected contribution of atmospheric circulation to 

the heatwave. Since we are selecting weeks that are abnormally hot, the average dynamical 

component from all heatwaves will be greater than zero. However, this definition assumes that 
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there is a heatwave in every summer, so many weeks that fit this criterion are not particularly 

extreme. Therefore, only those heatwaves with an estimated dynamical component in the 85th 

percentile or greater are analyzed, leaving us with 270 heatwaves per region across the full 

control simulation. It is these events that we will refer to as heatwaves in the remainder of this 

study. Filtering in this manner isolates events with a circulation pattern that is expected to be 

associated with extreme heat, and the circulation patterns for the events in each region are very 

similar.  

The residual component of the temperature anomaly during each heatwave, calculated as 

the actual temperature anomaly minus the dynamical component, is unexplained by the linear 

relationship with concurrent SLP that is captured with the CCA methodology. Any influence of 

land-surface preconditioning, the prior time evolution of the circulation leading up to the 

heatwave, and/or nonlinear circulation-temperature relationships will be present in this residual. 

Our aim is to dissect the residual to explore the influence of land-atmosphere coupling during 

events with a similarly extreme expected dynamical contribution.  

Mean temperature anomalies in PiCTL during these extreme events are displayed in 

Figure 4a. Temperature anomalies are highest in the Northwest, reaching up to 6.51°C with a 

regional average anomaly of 4.45°C. The West and most of the northern regions (Northern 

Plains, Upper Midwest, Ohio Valley, and Northeast) have more moderate extreme heat weeks, 

with regional averages ranging between 3.07°C and 4.01°C, while the southern regions 

(Southeast, South, Southwest), have smaller anomalies, between 1.55°C and 3.03°C. Figure 4b 

displays the intra-seasonal standard deviation of temperature during the summer in PiCTL, 

calculated as the square root of the average variance of daily temperatures during each summer. 
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The pattern of heatwave magnitude in Figure 4a generally follows this spatial pattern in summer 

temperature standard deviation, but with some important differences. Both heatwave magnitude 

and standard deviation tend to increase from south to north, with the greatest values in the 

Northwest and the smallest values in the Southeast. However, the South region and Northern 

Plains region, particularly over Oklahoma, North Dakota, and South Dakota, stand out as areas 

where the average heatwave magnitude is greater than one might expect from the summer 

temperature standard deviation.  

Figure 4. Temperature anomalies and standard deviations. In the fully-coupled preindustrial control simulation, 
(a) Average temperature anomaly during heatwaves and (b) daily summer temperature standard deviation, calculated 
as the square root of the average of the variances calculated for each summer individually 

The temperature anomalies associated with the heatwaves are qualitatively similar in the 

fixSST-PiCTL control simulation (Figure S1), indicating the dominance of atmospheric and land 

processes in controlling the statistics of the heatwaves. Three regions, the Southwest, Upper 

Midwest, and Northern Plains show a slightly larger anomaly in PiCTL than fixSST-PiCTL by 

between 0.14°C and 0.18°C, while differences for all other regions are below 0.07°C. Given the 

overall small differences between PiCTL and fixSST-PiCTL, we primarily present results using 

only the fully-coupled control simulation.  
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While some regions have spatial homogeneity in the average temperature anomaly during 

heatwaves, a number of regions have spatial variation that could affect results when analyzing 

the region as one unit or be indicative of poor regional grouping. In particular, the South region 

is more extreme in its northern portion, and the eastern Northwest/western Northern Plains are 

less extreme than the rest of those regions. It is possible that we see these differences because 

certain parts of a region do in fact experience less-extreme temperatures during heatwaves or that 

the region experiences spatially asynchronous heatwaves. Since a heatwave is defined as the 

hottest summer week over the entirety of a region, a single event could occur more strongly in 

one part of the region than another. This effect is likely removed by averaging over many events, 

but it is possible that there is a weak association in heatwave temporal occurrence, with one part 

of the region dominating the most extreme weeks. While not pursued here, an alternative 

approach to using pre-specified climate regions is to use clustering methods to objectively 

identify regions that experience extreme heat events at the same time (Lau and Nath 2012; 

McKinnon et al. 2016; Kornhuber et al. 2020).  

The average SLP pattern associated with heatwaves for each region is shown in Figure 5. 

Regions in the western and central US tend to exhibit negative SLP anomalies during heatwaves, 

likely indicating the presence of thermal lows caused by elevated surface temperatures. Most 

regions exhibit a boundary between positive and negative SLP anomalies close to or inside of the 

region. This potentially indicates a role for advection during these events, depending on the 

orientation of the boundary. For example, the geostrophic flow associated with the Northwest 

SLP pattern, Figure 5c, is southerly, which would bring warm air from the interior west into the 

region. Likewise, in the Ohio Valley, Figure 5d, the geostrophic flow would bring warmer air 
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from the southwest. In contrast, for the Northern Plains, Figure 5b, the geostrophic flow is 

northerly and would therefore, on average, bring cooler air into the region.  

Figure 5. Heatwave SLP patterns. Average sea level pressure anomaly pattern during heatwaves in the fully-
coupled preindustrial control simulation. The region of interest is outlined in black. The colored area shown is the 
spatial region used for sea level pressure in the constructed circulation analogs  

To further understand the meteorology of these events, the average 500 hPa geopotential 

height anomalies (Z500) are shown in Figure 6. The Z500 anomalies are more consistent across 

regions than SLP, with all regions containing or near the center of a Z500 high, although the 

magnitudes of the geopotential height anomalies vary substantially. These high-pressure patterns 

likely are both a cause of and a response to the extreme heat. For the former, high atmospheric 

pressure is associated with clear skies and enhanced solar radiation at the surface; for the latter, 

Z500 will increase as the atmospheric column warms. While Merrifield et al. (2017) found that 

Z500 performed better as an explanatory variable than SLP in some regions in the US, we 
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choose to use SLP as our atmospheric circulation proxy to be consistent with the majority of the 

CCA literature (Deser et al. 2016; Lehner et al. 2017, 2018).  

Figure 6. Heatwave Z500 patterns. Average geopotential height anomaly at 500 hPa during heatwaves in the 
fully-coupled preindustrial control simulation. The region of interest is outlined in black. The colored area 
shown is the spatial region used for sea level pressure in the constructed circulation analogs.  

The average component of the temperature anomaly unexplained by the dynamical 

prediction from the CCAs for these extreme events is shown in Figure 7a, and the proportion of 

the anomaly that is unexplained is displayed in Figure 7b. The dynamical component accounts 

for over 85% of the temperature anomalies along the western coast of the United States. 

Throughout most of the rest of the United States, the dynamical component accounts for at least 

80% of heatwave temperature anomalies. The main exception is in the central US, spanning the 

South and Northern Plains climate regions, where greater than 20% of heatwave anomalies are 

unexplained. This is also true for the Southeast, in Florida and along the Atlantic coast, but since 

heatwave anomalies are relatively small here (see Figure 4a), the magnitude of the residual 
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temperature anomaly is also quite small compared to other regions. The central US stands out as 

having a larger residual component measured in both temperature anomaly and proportion.  

Figure 7. Residual temperature anomaly and proportion. For heatwaves in the fully-coupled preindustrial 
control simulation, (a) average residual temperature anomaly during heatwaves after removing the average 
dynamical component from the temperature anomaly and (b) proportion of the average heatwave temperature 
anomaly accounted for by residual temperature anomaly.  

Even in the central US, the residual component never exceeds 30% of the heatwave 

anomaly on average. This indicates that, as expected, the largest explanatory factor for extreme 

heat is atmospheric circulation. Nevertheless, the residual component is important to understand 

for two regions. First, inasmuch as it is linked to boundary conditions, it may allow for 

predictability on longer-than-weather timescales (Hirschi et al. 2011; Mueller and Seneviratne 

2012; McKinnon et al. 2016). Second, given the nonlinear nature of impacts of extreme heat (e.g. 

Anderson and Bell 2009; Schlenker and Roberts 2009), the amplification of temperature 

anomalies by 20-30%, as seen on average in the central US, is not inconsequential.  

Despite the low proportion of heatwave temperature anomalies explained by the residual 

component across some of the United States, the average residual component in all grid cells is 

positive. Heatwaves have both a circulation pattern associated with positive temperature 

anomalies (a dynamical component greater than zero, by design) and are hotter than circulation 

alone would predict (a residual component greater than zero), indicating a likely role for positive 
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land surface feedbacks on the hottest weeks. This is consistent with prior work showing that the 

land surface tended to amplify, not damp, heat extremes (Lorenz et al. 2010; Jaeger and 

Seneviratne 2011; Stéfanon et al. 2014; Vogel et al. 2017).  

c. The Role of Soil Moisture 

Motivated by the body of research that identifies soil moisture as an important factor for 

temperature variability and extremes during summer (Seneviratne et al. 2010, 2013; Horton et al. 

2016; Grotjahn et al. 2016; Lo et al. 2017), its impact on the residual component is explored 

below. The correlation between the residual component and the average soil moisture in the top 

10cm of soil one week prior to each heatwave is displayed in Figure 8a. Only those correlations 

that are significant when controlling for a false discovery rate of 0.05 are colored (e.g. Wilks 

2016). We examine the preceding, rather than synchronous, soil moisture because heatwaves can 

both be amplified by and cause low soil moisture; a deficit prior to the heatwave is suggestive 

that the heatwave-associated circulation pattern occurred over pre-conditioned dry soils. The 

residual component is significantly negatively correlated with one-week lagged soil moisture in a 

large swath of the central US, with smaller regions of negative correlations in Northern 

California and Oregon, and the Southeast. The region of large negative correlations in the central 

US roughly aligns with areas that have a larger residual proportion in Figure 7b. In particular, the 

South, Northern Plains, and western Ohio Valley have greater associations between their residual 

component and deficits in soil moisture, with average correlations of -0.40, -0.32, and -0.24 

across the regions, respectively.  
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Figure 8. Soil moisture correlation, mean, and standard deviation. (a) Correlation between average residual 
temperature anomaly during a heatwave and average soil moisture anomaly the week before the heatwave for fully-
coupled preindustrial control simulation heatwaves. Grid cells that are not significant when controlling for a false 
discovery rate of 0.05 are grey. (b) Mean summer soil moisture and (c) daily summer soil moisture standard 
deviation, calculated as the square root of the average of the variances calculated for each summer individually. 

The spatial structure of the correlation map is related to the spatial structure in mean and 

variance of soil moisture. In the western US, both the mean soil moisture and its intra-seasonal 

standard deviation are small; in these dry regimes, soil moisture does not typically have an 

impact on temperature (Seneviratne et al. 2010). On the east coast, although soil moisture 

variability is greater, the correlation with the residual component is still near zero, consistent 

with the region being “energy limited”, as opposed to “moisture limited” (Teuling et al. 2009). 

Therefore, we expect variations that alter the radiation reaching the surface, such as cloudiness, 

to be more important. In contrast, the central US is a classic transitional region with low enough 

mean soil moisture to be moisture limited (Vargas-Zeppetello et al. 2020) and high soil moisture 
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variability, leading to greater potential for soil moisture variations to alter the surface energy 

balance and amplify the near-surface temperature.  

The difference between moisture-limited and energy-limited regimes is further explored 

in Figure 9, which shows the average sensible and latent heat flux anomalies from 31 days prior 

to the start of a heatwave through the last day of the heatwave. The South climate region is 

selected to represent the moisture-limited case, whereas the Northwest and Northeast both 

represent energy-limited regimes. In the South, latent heat anomalies decrease as temperature 

rises during a heatwave, indicating a moisture limitation; in tandem, sensible heat flux anomalies 

at the surface increase, further increasing near-surface air temperature. The trends are in the 

opposite direction for the Northeast and Northwest, although with a lesser relative magnitude. In 

response to additional heating in these regions, additional water is evaporated or transpired from 

the land surface, leading to an increase in latent heat flux anomalies. The decrease in sensible 

heat fluxes indicates that the ground is cooler than the overlying atmosphere for these heatwaves 

(not shown), highlighting the importance of processes like advection over soil moisture-mediated 

heating. While we do not explore the role of humidity in heat waves here, the increase in latent 

heat in the energy-limited regimes will lead to increases in near-surface humidity, and therefore a 

higher heat index for a given temperature anomaly.  
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Figure 9. Sensible and latent heat flux progression. For heatwaves in the fully-coupled preindustrial control 
simulation in three representative regions, (a) average sensible heat flux anomalies, and (b) average latent heat flux 
anomalies for 31 days before the start of the heatwave (day 1) through the last day of the heatwave (day 7). The 
fluxes are measured in standard deviations, which have been calculated for each region as the square root of the 
area-weighted average of the variances calculated for each summer individually. 

In order to see the differing relationship between soil moisture and heatwaves for 

moisture versus energy limited regimes, Figure 10 shows the progression of temperature 

anomalies, the estimated dynamical components (i.e. those temperature anomalies predicted by 

each day’s SLP), and soil moisture anomalies for the South, Northeast, and Northwest from 31 

days prior to the start of the heatwave through the end of the event. Heatwaves are split into the 

bottom and top quartile of residual component (the difference between the actual temperature 

anomaly and the dynamical component) magnitude and averaged. We would expect the higher 

residual events and the regions with stronger negative correlation between soil moisture and the 

residual component to demonstrate larger soil moisture deficits. This holds true, with the South 

experiencing larger soil moisture deficits during heatwaves than the Northwest and Northeast, as 

well as larger deficits in the high residual cases than low residual cases in all regions. However, 

Figure 10 also reveals a stark contrast in how long high residual events last compared to low 
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residual events in the moisture limited (South) versus energy limited (Northwest and Northeast) 

regions.  

Figure 10. Temperature, dynamical component, and soil moisture progression. Heatwave progression in three 
representative regions for heatwaves with residual components in the lower quartile (a, c, e) and upper quartile (b, d, 
f) of fully-coupled preindustrial control simulation heatwaves. Displayed are (a) and (b) average temperature 
anomalies, (c) and (d) average dynamical component, and (e) and (f) average soil moisture anomalies for 31 days 
before the start of the heatwave (day 1) through the last day of the heatwave (day 7). The values are measured in 
standard deviations, which has been calculated for each region as the square root of the area-weighted average of the 
variances calculated for each summer individually. The dynamical component is measured in temperature standard 
deviation. 

During low residual events, in which the temperature during the heatwave week can be 

better predicted using SLP analogs, all three regions behave similarly. Temperature anomalies 

begin increasing one to two days prior to the start of the heatwave week, rising rapidly as the 

extreme heat-associated circulation pattern occurs, and peaking near 1.5 standard deviations 
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above the climatological temperature. The behavior of the dynamical prediction is nearly 

identical, as expected. Significant soil moisture anomalies generally only occur during the 

heatwave week or a few days before, as the elevated temperature leads to increased 

evapotranspiration from the surface.  

On the other hand, there is a marked difference between the regions during high residual 

events. The Northwest and Northeast behave largely the same as during low residual events, but 

with greater magnitudes in the size of anomalies during the heatwave week. These regions again 

experience elevated temperature anomalies a few days before the heatwave week, but now 

increase in temperature more rapidly, peaking closer to 2 standard deviations. The dynamical 

component also increases a few days before, but only peaks at 1.5 standard deviations (by 

definition, a high residual event will have a discrepancy between its temperature anomaly and its 

dynamical component). The soil moisture again declines only during the week of the heatwave. 

The decrease in soil moisture is greater, likely due to the higher temperatures inducing more 

evapotranspiration. 

In the South, there is very different behavior in the high residual events compared to the 

low residual events. The peak heatwave temperature is 55% greater than the dynamically 

predicted temperature, in part due to the increased sensible heat fluxes linked to the low soil 

moisture. Positive temperature anomalies and negative soil moisture anomalies extend back for 

the full 31-day period prior to the heatwave. While the rate of change in temperature does peak at 

the start of the heatwave week, the heatwave is building upon a long period of hot and dry 

conditions. These persistent hot and dry conditions are not entirely explained by circulation, as 

the temperature anomaly exceeds the dynamical component throughout the period. This indicates 
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an important role for soil moisture preconditioning in the South: while we may not be able to 

predict a heatwave 31 days in advance, the presence of anomalously low soil moisture at that 

lead time would suggest that any future heatwave-associated circulation pattern will likely result 

in more extreme temperatures.  

d. Future Trends 

Having identified the circulation patterns and soil moisture anomalies associated with 

extreme heat, we next explore whether the probability of these heatwave ingredients is projected 

to change. To assess potential future changes, we use the CESM1-LE. Using all 40 ensemble 

members limits the impact of internal variability on the results, allowing a clearer picture of the 

forced response to human influence in the model.  

Focusing first on projected forced circulation changes, we calculate the spatial correlation 

between each summer day in CESM1-LE and the average heatwave SLP pattern from PiCTL 

(the patterns seen in Figure 5). For each region, these correlations are calculated over the same 

expanded spatial domain that was used for the CCAs. The results, shown as the percentage of 

summer days per decade with a spatial correlation greater than 0.7, are plotted in Figure 11. 

Controlling for a false discovery rate of 0.05, there is a statistically significant positive trend over 

the period 2010-2099 in CESM1-LE in six of the nine regions and a statistically significant 

negative trend in the remaining three regions. For those regions with an increasing trend, the 

percentage is generally stable in the historical period, before increasing rapidly over the 21st 

century. In many of the regions, over twice as many days in 2090-2099 have a correlation greater 

than 0.7 compared to the historical period.  
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Figure 11. CESM1-LE SLP trends. By decade, percentage of days with a correlation above 0.7 between daily 
summer sea level pressure patterns in CESM1-LE and the average sea level pressure pattern for fully-coupled 
preindustrial control simulation heatwaves. Linear trend lines for 2010-2099 are shown in red.  

To further understand these increases, we define a heatwave-associated event as one or 

more consecutive days with an SLP pattern that has a correlation greater than 0.7 with the PiCTL 

heatwave pattern. For the regions with an increasing percentage of days exhibiting heatwave- 

associated SLP patterns, we find that the increase is primarily driven by an increase in the 

number of separate events per year with the heatwave SLP patterns, although there are also small 

increases in event duration (Figures S3 and S4). This increasing trend in circulation events 

similar to those associated with heatwaves indicates a potential forced response in the dynamic 
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controls on extreme heat. However, given that heatwaves can also influence SLP, this analysis 

alone cannot conclusively establish causation.  

Previous studies have identified decreasing trends in future projections of soil moisture in 

the American West (Mankin et al. 2017), Southwest (Seager et al. 2013; Cook et al. 2015) and 

Central Plains (Cook et al. 2015). Here we focus on trends in soil moisture in the South and 

Northern Plains regions of the US in the CESM1-LE, since these two regions displayed stronger 

links between the residual component of temperature and soil moisture anomalies. The trend in 

decadal average summer soil moisture for these two regions is displayed in Figure 12. The values 

are measured in each region’s intra-summer PiCTL soil moisture standard deviation.  

Figure 12. CESM1-LE soil moisture trends. By decade, average summer soil moisture in CESM1-LE for the 
South and Northern Plains regions. Soil moisture is measured in intra-summer fully-coupled preindustrial control 
simulation soil moisture standard deviations. The mean and seasonal cycle has been removed with respect to the 
period 1920-2100 for each ensemble member.  

No visible trend is present in the South, as mean summer soil moisture appears to remain 

relatively constant throughout the simulations. However, in the Northern Plains, there is a clear 

decreasing trend. From the 1920s to the 2050s, mean soil moisture decreases by over half a 
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standard deviation. By the 2100s, the decrease has surpassed a full standard deviation. 

Regressing the residual component on one-week lagged soil moisture during Northern Plains 

heatwaves provides a coefficient of -0.29°C per standard deviation of soil moisture change. From 

the baseline of mean soil moisture in 1920-2010, this implies a potential amplification of the 

residual component of 0.19°C and 0.36°C for 2040-2049 and 2080-2089, respectively. These 

correspond to 27% and 51% increases in the residual component, which could increase the 

severity of heatwaves in this region.  

4. Discussion and Conclusions 

In this study we apply CCAs to daily summer temperature to estimate the contribution of 

concurrent atmospheric circulation to extreme heat events. As expected, we find that atmospheric 

circulation explains the majority of temperature anomalies during heatwaves. We then explore 

the “residual component”, defined as the temperature anomaly unexplained by dynamical 

adjustment, which is largest in the central US. Here, 20%-30% of the heatwave temperature 

anomalies are not explained by the concurrent circulation, and soil moisture is identified as 

having an important role in amplifying temperatures beyond that expected from heatwave-

associated circulation alone. Further, we present evidence that during events with the largest 

residual component (which should roughly align with the most extreme events) in the central US, 

negative soil moisture anomalies are present over a month in advance of the heatwave.  

Before discussing the implications of these findings further, we note a number of caveats 

of our results. First, our analysis of a single model, CESM1, means that the results could reflect 

relationships that are not present in the true Earth system or other climate models; future work 

should establish consistency in other data sources. Second, we take advantage of long control 
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simulations that both improve the skill of our CCA method and remove the need to account for 

nonstationarity related to human influence on the climate system. Applying the same technique 

we use here to observational data would be more difficult and result in a noisier estimate of the 

circulation-induced component of temperature, owing to the much shorter data record and the 

presence of an anthropogenic forced response. This highlights the need for further statistical 

advances in dynamical adjustment that can improve the signal-to-noise ratio, such as those 

explored in e.g. Sippel et al. (2019). Third, CCAs assume a linear relationship between SLP and 

temperature, which is likely a simplification of the true relationship. As such, a portion of the 

residual component that we attributed to non-dynamical processes could instead reflect 

nonlinearities in the relationship between temperature and SLP. Fourth, insofar as SLP is 

affected by the land surface (such as the effect of surface temperature on thermal low 

development), it is possible that some of the dynamical component that we estimate may be 

better attributed to the land and not to the circulation. Replacing SLP with Z500 would not solve 

this issue of causality, as it too is affected by surface conditions. Finally, the CCA method has an 

inherent dependence on the domains chosen for both temperature and SLP. While our climate 

regions are sufficiently small that they are likely to experience heatwaves synchronously, and our 

SLP regions were chosen based on physical mechanisms, it is possible that results could differ 

with different regions. We are nevertheless encouraged by the similarity of our main results and 

those of Merrifield et al. (2017), who dynamically adjusted the US as a whole.  

Despite these limitations, our methodology provides a general framework with which to 

parse the dynamical components of heatwaves from those resulting from other processes. The 

approach confirms the central US as a land-atmosphere coupling hot spot (e.g. Zhang et al. 2008; 

Merrifield et al. 2017; Vogel et al. 2017). In this region, we find that negative soil moisture 
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anomalies and positive dynamically-predicted temperature anomalies precede the hottest 

heatwaves by over a month (recall Figure 10). These anomalies suggest soil moisture as a source 

of heatwave predictability in the region and raise the possibility of positive feedbacks occurring 

between the land surface and the atmosphere as follows: The circulation patterns associated with 

positive dynamically-predicted temperatures would be expected to lead to negative soil moisture 

anomalies. In addition, it is possible that negative soil moisture anomalies, via reducing 

evapotranspiration and increasing sensible heating, could have an effect on circulation patterns 

that drives an increase in the dynamical component of temperature. Such a positive feedback has 

been identified in Europe, where Miralles et al. (2014) showed that during mega-heatwaves, soil 

desiccation enhanced temperatures by increasing entrainment of warm air into the boundary 

layer and Haarsma et al. (2009) demonstrated that warm easterly winds were driven by drier 

soils. In North America, Teng et al. (2019) found that prescribing low soil water in CESM1 

during the summer led to positive geopotential height anomalies over North America and drove a 

circumglobal teleconnection response. While these studies support the idea of land-atmosphere 

feedbacks causing the persistent hot and dry conditions we observed, it is also plausible that 

circulation patterns consistent with positive temperature anomalies and drier soils are particularly 

persistent in the central US due to factors other than soil moisture feedbacks, such as remote 

ocean forcing.  

While soil moisture provided a consistent explanation for the amplification of heatwaves 

in the central US, we did not find the same relationships for the remainder of the country. 

Circulation accounted for a larger proportion of temperature anomalies in the western and 

eastern US compared to the central US, but the dynamical prediction typically failed to explain 

10%-20% of the anomalies. If the residuals resulted from unbiased methodological error, we 
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would expect that each event might have large positive or negative residuals, but on average they 

would be zero. The fact that the average dynamical component of temperature is always found to 

be less than the actual temperature anomaly indicates that there is a systematic underestimation. 

One explanation is that because we are filtering to particularly extreme events, the circulation 

patterns may be particularly distinct and possess fewer close analogs, leading to poorer 

prediction during these events. Given the large number of potential analogs in the CESM1 

preindustrial simulation, this seems unlikely to fully explain the residual component. Other 

possibilities related to our CCA methodology are that SLP is an incomplete proxy for the 

atmospheric circulation, that the assumption of linearity between SLP and temperature does not 

hold for more extreme events, and/or that the time evolution of the circulation is relevant. 

Finally, there may be other variables beyond one-week lagged soil moisture that would help to 

explain the residual component in these regions.  

Looking to the future, the CESM1-LE projects an increase in the probability of the 

heatwave- associated circulation patterns that we identified in the PiCTL in six out of nine 

regions, raising the possibility of a forced increase in heatwaves due to dynamical changes. 

However, from our analysis alone, the causality is unclear because some of the SLP patterns 

associated with heatwaves, such as thermal lows, could have been caused by the heatwaves 

themselves. Further, it is not guaranteed that the relationship between SLP and temperature is 

stationary. When dynamically adjusting the CESM1-LE using the PiCTL as SLP analogs (Deser 

et al. 2016) or dynamically adjusting observations, where history provides analogs, a trend in the 

distribution of SLP may make similar SLP events less analogous and reduce the utility of 

dynamical adjustment techniques.  
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Overall, this study demonstrated the application of CCAs to daily temperatures, which 

allows a focus on high-impact extreme heat events. We demonstrated a role for persistent soil 

moisture deficits and circulation anomalies in the most severe central US heatwaves, suggesting 

a role of land-atmosphere coupling and feedbacks. Having developed and tested our framework 

using a large climate model dataset, it would be useful to extend this analysis to observational 

data to confirm that the results hold. Finally, inasmuch as there is a strong link to the circulation, 

this technique could be applied to other extremes, such as high-precipitation events and droughts.  

5. Supplementary Figures 
 

 
Figure S1. FixSST-PiCTL temperature anomalies and standard deviations. For the climatological mean sea 
surface temperature preindustrial control simulation, (a) Average temperature anomaly during heatwaves and (b) 
daily summer temperature standard deviation, calculated as the square root of the average of the variances calculated 
for each summer individually. 
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Figure S2. FixSST-PiCTL residual temperature anomaly and proportion. For heatwaves in the climatological 
mean sea surface temperature preindustrial control simulation, (a) average residual temperature anomaly during 
heatwaves after removing the average dynamical component from the temperature anomaly and (b) proportion of the 
average heatwave temperature anomaly accounted for by residual temperature anomaly. 
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Figure S3. CESM1-LE SLP event duration trends. By decade, average length in days of separate, non-
consecutive events with a correlation above 0.7 between daily summer sea level pressure patterns in CESM1-LE and 
the average sea level pressure pattern for fully-coupled preindustrial control simulation heatwaves. Linear trend lines 
for 2010-2099 are shown in red. 
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Figure S4. CESM1-LE SLP event count trends. By decade, average number of separate, non-consecutive events 
per year with a correlation above 0.7 between daily summer sea level pressure patterns in CESM1-LE and the 
average sea level pressure pattern for fully-coupled preindustrial control simulation heatwaves. Linear trend lines for 
2010-2099 are shown in red. 
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