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Abstract

Machine learning and control methods for biological systems: towards advancing

precision medicine

by

Giovanny Marquez

Integrating technology in bioelectronics into the medical field allows for the ad-

vancement of precision medicine to better care for patients. Precision medicine

includes personalized treatment options that consider varying responses across

patients to the same medical treatments. To better administer these medical

strategies, closed-loop control is needed to make real-time changes in treatment

strategies as new information is gathered. Closed-loop control of biological sys-

tems is difficult in practice due to model uncertainties and innate complexities.

To cope with this issue, we need control methods that do not require full system

information, can handle time-varying uncertainties, and work across various time

scales. Here, we develop and apply feedback control algorithms interfaced with ion

pumps and cell systems that exhibit similar challenges. A class of artificial neural

networks called a Radial Basis Function (RBF) network is applied to control pH

and cell migration. This approach is chosen because it can achieve real-time on-

line control without prior knowledge of the dynamical model of the system. The

controller is interfaced with an ion pump to control the pH of a solution. We then

modify the update laws of the controller to handle a system where the input needs

to be within a set range. This new controller is used to control cell migration.

We also consider a sliding mode controller (SMC), where partial system infor-

mation provides better performance and is used for the delivery of a therapeutic

drug using an ion pump. To control more complex systems with constraints, we

xvi



need to be able to leverage data-driven models. Thus, finally, we present a switch

controller, utilizing a model predictive controller and the sliding mode controller,

to reduce the control effort needed to direct cell migration in silico and, thereby,

reduce off-target effects.
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Chapter 1

Introduction

1.1 Background and Motivation

Self-regulation is an important attribute for the health of many systems. It can

be seen in ecological systems where the dynamics of the system can be modeled by

a predator-prey model[6]. Biological systems achieve this using feedback control.

In humans, once the body senses a change the system adjusts to keep everything

in a dynamic stable state. One example being during exercise when vasodilation

occurs allowing for increased blood flow, which allows for more oxygen delivery to

the muscles[46]. Another example is the human body’s response to the influenza

virus. Once the body senses infection, the infected cells and antigen presenting

cells stimulate immunity by secreting interferon molecules. These molecules inter-

act with healthy cells, converting them to an infection-resistant state and limiting

the spread of the virus [28].

To apply a self-regulation approach to medicine, bioelectronics have been in-
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tegrated with biological systems important to the medical field. This has the

potential to advance precision medicine where treatment can be specialized for

the patient, as is the case with pacemakers[3]. The ability of such devices to

specialize treatment comes from having sensors and actuators, which can help

facilitate the closed-loop control seen naturally in biological systems[81]. The

challenge being, how to properly control the signal/input added to the biological

system to elicit a desired response. In terms of the pacemaker, this is regulating

the heart from an irregular heartbeat back to a normal one.

The difficulty lies with the behavior of biological systems. Biological systems

tend to be adaptive to changes in their environment. This adaptive property is

a consequence of their ability to self-regulate in order to maintain stability for

optimal survival [10]. This stability is dynamic in that it diverges as needed

to better suit the ever-changing environment around it. This adaptive property,

along with system uncertainties, makes mathematical modeling a challenging task.

Under these conditions, control can be difficult since no mechanistic model might

be available, and typical control strategies might falter.

1.2 Identification of Problem

The adaptive nature of biological systems requires an adaptive control strategy.

Many traditional methods, such as proportional-integral-derivative (PID) control,

can have issues with uncertainty in a system. This can cause the controller to fail

to reach the desired trajectory. In order to address this issue, adaptive control

is required. Two adaptive control methods are utilized: machine learning and

sliding mode control.

Machine learning has been used to control biological systems in an online

fashion where large datasets are not available for offline training in priori [38,

2
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81]. This is due to the parameters being updated at each timestep using new

information of the system output. Sliding mode control is another approach that is

robust to system uncertainties. This is beneficial, considering we know no/partial

information about the system.

When enough data is gathered, deep learning can be used to derive a model of

the complex biological system [76]. This allows for an alternative control method,

model predictive control. This allows for desired constraints, such as control effort,

to be placed.

1.3 Contributions and Objectives

The proposed contributions of this work is to implement real-time feedback

control of biological systems, in particular, to lay a framework for methods that

can be applied towards expediting wound healing. Although biological systems

are still not fully understood, we show that machine learning offers an adaptive

control strategy that can allow us to drive responses toward a desired trajectory.

As our understanding of biology grows, we can help guide these trajectories to

yield beneficial results in wound healing. The contributions are as follows:

• Application of a machine learning algorithm to control pH of a solution using

an ion pump in vitro.

• An improved version of the algorithm to control cell migration in vitro.

• Application of a sliding mode controller to control the amount of a thera-

peutic drug being delivered using an ion pump in vitro.

• Development of a switch controller that utilizes model predictive control and

sliding mode control to control the migration of cells in silico.

3
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These results show promise in the capability of feedback control to help expedite

wound healing, and help lay a framework for methods that might be used in vivo.

We intentionally made each chapter in this dissertation independent by in-

cluding all relevant background information and method descriptions within each

chapter. Accordingly, there may be some repetition across chapters, but readers

are welcome to approach the chapters out of order.
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Chapter 2

Background

2.1 Modeling

Control theory uses mathematical models of systems to understand how a

change in the control signal affects the systems’ responses. In classic control the-

ory, this is done by converting the ordinary differential equation (ODE) model of

a system from the time domain to the frequency domain using a Laplace Trans-

formation [21]. Once in the frequency domain, there are methods to analyze

how a change in the control signal will affect the system, such as root locus and

bode plots [97]. The limitation of these techniques was the inability to work for

multiple-input multiple-output (MIMO) systems, which is why classical control

theory deals with single-input single-output(SISO) systems [64]. This problem was

solved, however, when state space representation of ODE models was introduced

by Kalman [34]. Having models in state space form allows for multiple-input

multiple-output (MIMO) systems to be analyzed and facilitates controllers design
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for them.

In order to design more informed control laws, an accurate model representa-

tion of the system is required. A mathematical model can be derived using data

gathered from the system or through first principles. Mathematical models can be

of various types: linear, nonlinear, continuous, discrete, stochastic, deterministic,

etc. The type of model used depends on how the represented system behaves over

time [9].

When data is small, and there isn’t a deep understanding of why a system

behaves the way it is, a qualitative model might be used. A qualitative model’s

essence lies in capturing a system’s essential dynamics based on a fundamental

understanding of the interactions between its states. It can be further improved

with system data. A qualitative model would not be used for making predictions

but rather to see how certain dynamics change under different conditions. For

control purposes, a model that shows saturation would allow for the development

of a controller that is able to overcome the saturation bounds to achieve a desired

steady state for the system. An advantage of a qualitative model is it can be a

simple representation of a system, making them easier to work with and cheaper

to develop.

A more predictive model can be developed when there is plentiful data for a

system. Predictive models are of paramount importance to those control tech-

niques, such as model predictive control (MPC), that rely on the predictive mod-

els of the systems. MPC utilizes predictive models to derive the control signal to

send to the system [74]. Data improves the model’s predictability by being used

to properly tune parameters in the model. This is done by enforcing the model

output to match that of the data. There are numerous methods for parameter

tuning that are able to make the model closely match the given data, such as the
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genetic algorithm, sequential quadratic programming (SQP), Newton’s method,

etc [8, 47, 60]. Although this helps make model outputs match data closer and

used as predictive models, there are always complexities that can’t be captured

accurately. Examples can be the parameters of a model varying dynamically over

time due to the performance of a system degrading over time.

As the models improve to address these complexities, they can grow difficult

to work with in terms of control. Models that are of too high order can’t be used

for control design because it can result in a high-order control law that needs a

reduction to be implemented [34]. The process of reduction could lead to poor

performance of the resulting controller. An advantage to having a model is that

you can perform a system stability analysis. However, if the model is too complex,

it can prove difficult or impossible to provide proof of stability by the controller.

Another disadvantage is the time and cost required to develop models that are

detailed to match data better.

2.2 Model Based Control

Modeling is important for control since it allows for model-based control (MBC).

Models allow for stability guarantees by the controller as long as the models are

able to capture the dynamics of the system fully. MBC can be done in two ways:

open-loop and closed-loop. The goal in control is to keep the state(s) of a sys-

tem/model at a desired reference value. Both methods are used in practice and

have their advantages and disadvantages.

Open-loop control is used with systems where unforeseen disturbances are a

rarity. This means the system behaves in a predictable manner that is shown in

the model of the system. Therefore, in open-loop control, there is no change in

the control strategy based on the output of the system/model. This is also known
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as a feedforward control. The system is generally simple to the model allowing

for the parameters of the controller to be tuned to acceptable values that should

keep the system near the reference without adjustments.

Closed-loop control uses the output of the model/system and updates the

control strategy in real-time. This allows the controller to be able to react to

changes in the dynamics of the model/system. In practical application, the model

allows for the tuning of the control parameters before the controller is used in

a real-life system. Even if the model doesn’t perfectly match the system, the

feedback aspect allows the controller to still keep the system around the desired

reference point. Due to modern control theory techniques, verifying the stability

of linear and nonlinear models is possible through different techniques. For linear

models, feedback stabilization can be verified by looking at the eigenvalues of the

system after the control law is applied. For nonlinear models, Lyapunov stability

analysis allows us to verify that the energy of the system is decreasing, proving

the stability of the system.

The problem is that the stability proofs fail in practice if the system is not

captured accurately. This means that a controller that was appropriately tuned

using a model might not be able to control a system leading to instability. Even if

the model is close enough that the system remains stable, missed dynamics could

lead to poor performance of the controller when applied in real life. One other

challenge is that to formalize proofs, assumptions on the system are made. These

assumptions might not be true about the actual system at all times leading to

poor performance or instability.
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2.2.1 Model Predictive Control (MPC)

Model predictive control is a control method based on an optimal control

problem [77]. A model of the system is used to evaluate the next optimal control

value to send to the system using a cost function J created by the user, as shown

below


xk+1 = f(x(k), u(k))

y = xk+1

min J(x(k), u(·)).

(2.1)

The system dynamics is given by the function f . The system states are x,

the control input is u, and the output seen is y. The problem can also handle

constraints of the system that might be needed for specific problems, such as

penalizing control efforts. The optimal control problem is repeated based on a

receding horizon. The receding horizon is a prediction of how the system will

behave during a preset amount of time. The horizon should be long enough to

account for the change u(k+1) will have on the system [30]. Figure 2.1 illustrates

how the receding horizon works.

Past

Predicted Horizon

Future

k k+1 k+2 k+nk+n-1…

Reference
Predicted output
Previous output
Predicted control input
Previous control input

Figure 2.1: Example of the receding horizon/prediction
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Model

Optimizer

System
Ref Output

MPC Controller

u

Figure 2.2: Block diagram depicting the MPC controller framework.

The diagram in 2.2 shows a simplified schematic of how the MPC controller

works. A reference trajectory and output value are sent to the MPC controller.

The optimizer decides the best control values over the receding horizon. Only the

first input is used and applied to the system. The system responds, giving an

output and closing the loop.

2.3 Data Driven Control

Due to difficulties in creating an accurate model of a complex system, a differ-

ent approach to control has gained momentum. Data drive control (DDC) uses

data, online or offline, to make adjustments to the control strategy without any

model information of the system [34]. Some stability guarantees can still be made

by making reasonable assumptions about the system and using a Lyapunov sta-

bility approach [34]. This is an advantage over requiring a model, where if the

model doesn’t capture all dynamics of the system, stability guarantees can dimin-

ish when a real-life application is done. Two methods will be discussed here, an

online method where the control function is approximated and an offline method

where parameters are tuned using offline data.
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2.3.1 Offline - Proportional-Integral-Derivative (PID)

A PID controller is a control method that uses feedback to update the control

signal. Each portion of the PID contributes to helping reach control objectives

such as overshoot at a minimum, hitting steady state at a certain time, etc.

u(t) = kP e(t) + kI

∫ t

t0
e(τ)dτ + kD

de

dt
(2.2)

The proportional control is related to the instantaneous system error and amplifies

the control signal depending on the value of the proportional gain parameter kP .

The integral portion’s goal is to integrate the error being received. Integrating

the error allows integral feedback to minimize steady-state error and help deal

with disturbances depending on the integral gain value kI . Finally, the derivative

feedback portion uses the derivative of the error. This helps speed up the transient

response and reduce overshoot depending on the derivative gain value kD [22].

Due to its simplicity and the rigorous study done on PIDs, it is the industry

standard when control is required. Some techniques have been developed to tune

the parameters kP , kI , kD to achieve the control objectives desired. One such

method is known as the Ziegler-Nichol method [42]. The method gives rules on

how to tune each parameter based on finding consistent oscillations using kP . This

method of tuning is said to be appropriate for best rejecting disturbances.

2.3.2 Offline - Sliding Mode Control

Sliding mode control is a nonlinear control method known to be robust to

uncertainties. This is due to the controller driving the system to a designed

manifold/sliding surface [13]. Once the system is on this surface, the system

‘slides’ along the surface as the system gets pushed towards a desired reference.
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Let the following system be a nonlinear affine system

ẋ = f(x) + g(x, u)

y = h(x). (2.3)

First, a sliding surface needs to be created that the system will be driven to and

used to get our desired outcome. A common surface chosen is

s = ė − ke (2.4)

where e = x − xd with xd being the desired value for the state x. Since the goal

is to push the dynamics to the surface then s = 0 yields the wanted result being

ė = −ke. This would mean that the error is converging to 0 and that the system

is at a wanted set point. This leaves a second decision being the control law u,

which needs to be designed in such a way as to make sure s = 0.

One major drawback to the sliding mode controller is the chattering phe-

nomenon that can occur [101]. Due to the sliding mode controller being discon-

tinuous, it can give control signals along the manifold that cause the system to

oscillate around the reference. There have been many developments to counteract

the chattering since quick changes to an actuator in a real-life system might cause

harm (i.e., degrade performance).

2.3.3 Online - Radial Basis Functions Neural Network (RBF-

NN)

An RBF-NN is used for function approximation due to its ability to universally

approximate any function on a bounded compact set given enough neurons/centers

[35]. An RBF is a three-layer neural network consisting of an input, hidden, and

12
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output layer [29]. A radial basis function is a real-valued function defined by the

distance between an input and its centers ci, as shown below.

Φ(x) = Φ∥x − ci∥ (2.5)

A typical radial basis function used in practice is the Gaussian function defined

as

Φ(x) = exp
∥x − ci∥2

2β2 (2.6)

where β is known as the width of the receptive field. The norm ∥ · ∥ is defined to

be the two norm. This can be seen as a way of normalizing the data. This makes

sense to do since, otherwise, the input values might be too large compared to the

centers and cause the output of the Gaussian to be 0 at all times. The output

of the RBF-NN is a linear combination of all radial basis functions Θ : Rn → R

defined as

Θ(x) =
M∑

i=1
wiΦ(x) (2.7)

where wi are the weights associated with each radial basis function. The weights

are updated through back-propagation. Figure 2.3 shows a diagram of the overall

framework of the RBF-NN. For the control problem, no information about the

system is given beforehand, and all parameters are randomized at the start. It

takes in the output of the system to make real-time adjustments to the weights

to approximate a control law to carry out the problem objective (i.e., a desired

reference or trajectory).
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X Y Σ  

Inputs RBF Neurons Linear 
Combiners 

Bias 

Outputs 

X(t) X(t+n) y(t) y(t+n) 

c1,β1 

c2,β2 

c3,β3 

ck,βk 

w0 

w1 

w2 

w3 

wk 

Figure 2.3: Diagram depicting how an RBF-NN works.

2.4 Bioelectronics

Galvani’s experiments demonstrated the ability to stimulate a part of an or-

ganism by applying an electrical charge[ref]. This finding has lead to the field of

bioelectronics. As advances in technology continue to grow, we see bioelectronics

play more of a role in human lives. Devices have been able to shrink in size, allow-

ing these devices to interface on a nano level to stimulate the cell membrane. Due

to this, integrating bioelectronics with the medical field is possible and has already

seen positive results through pacemakers, and drug delivery to stop seizures.

2.4.1 Proton pump

An ion pump is capable of delivering charged molecules. The ion pump is used

and characterized as one that adds/removes protons. Figure 2.4 shows a schematic

of the device. The ions travel through an ion bridge ((C) in Figure), which is

connected to a reservoir ((A) in Figure) and a membrane that leads to the area
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where pH change is being monitored ((B) in Figure), which is the target solution.

It is capable of doing this by sending electrical signals to an electrode/electrodes

((D) in Figure), which allows for ions to go through a polymer membrane, which

separates a reservoir containing a large number of ions and a target solution. A

negative charge will remove ions from the place where pH is being monitored and

back to the ion bridge/reservoir. A positive charge will have the reverse effect,

pushing ions into the place where pH is being monitored. The amount of ions in

the reservoir is considered to be infinite, meaning that moving ions to the target

solution to reach a target pH value should not be limited by the supply of protons.

It is important to note that the ion bridge has no fluids, strictly only allowing ion

movement.

 Va  Vb 

PDMS 

PVA:PDDA 

PVA:PSS 

Parylene-C 

Au/NPs 
 + 
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 +  + 
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(D)
(A)

(B)

(C)

Figure 2.4: Diagram depicting how proton pump works.
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Chapter 3

Machine learning for prediction

This chapter is from [57] as it appears in IEEE Symposium Series on Com-

putational Intelligence (2019): pages 1120-125. The dissertation author was a

co-first author of this paper.

3.1 Introduction

Synthetic biology has demonstrated the power of its approaches in many

biomedical applications such as the synthesis of drug-delivery tools, the discov-

ery of novel drugs, optogenetic systems based gene- and cell- therapies and so

on [31, 96]. Modeling, identification, and prediction are key components of both

systems and synthetic biology and, thus, necessary for their convergence [80].

They all are considered to be challenging tasks due to the complex nonlinear na-

ture of biological systems [50]. In general, a model of a physical or biological sys-

tem is a mathematical approximation (often in the form of differential equations

and/or difference equations) of the underlying system which allows us to better
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understand the rules governing a system and/or to predict the system behav-

ior. For example, aiming at improving applications of optogenetic systems, Olsen

and his colleagues developed an optogenetic ‘function generator’ method used to

program custom time-varying gene expression levels in live bacterial cells [65]. Fol-

lowing their previous work, they developed a mathematical model of wavelength-

and intensity-dependent photoconversion, signaling, and output gene expression

for full spectral programming and multiplexing of optogenetic systems [66].

The precision of the model is the key feature required to accurately predict

the system response. A clear advantage of a mechanistic model is its utility in

engineering and modifying systems. However, a priori knowledge of the underly-

ing chemical and genetic mechanisms governing the biological system is needed to

build an accurate model. Furthermore, a lot of time might be spent determining

the correct model parameter values only to have those values change under differ-

ent conditions (e.g., changing environment or host strain for synthetic networks).

When a mechanistic model is not needed but accurate predictions are, re-

searchers in systems biology can employ machine learning (ML)-based techniques,

which are considered another way of doing system modeling, identification, and

prediction using input/output data. Considering the necessity of identifying

causal disease variants, Alipanahi et al. developed a deep learning-based al-

gorithm, called DeepBind, to discover the sequence specificities of DNA- and

RNA-binding proteins from large-scale experimental data [1]. Their proposed

methods resulted in increased predictive power in comparison with the tradi-

tional techniques [71]. In a dynamical example, Ławryńczuk applied artificial

neural networks to model predictive control (MPC) for temperature control in a

yeast fermentation biochemical reactor [49]. Applications of neural networks have

gained most popularity in chemical and biochemical processing industries due to
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the complex nonlinear dynamics involved [53]. However, similar to the mechanis-

tic modeling approach, one can only guarantee prediction under previously seen

environmental conditions.

The availability of large datasets a priori is necessary for these methods and

most of the ML-based techniques in order to successfully tackle modeling, iden-

tification, and prediction problems [5]. This makes them unsuitable for online

implementation. Some Lyapunov-based online methods have been successfully

employed in applications outside of biology [48, 103] in continuous-time. However,

sampling times in biology are often sparse. In this paper, we extend an algorithm

for a discrete-time approach using gradient descent for parameter updates on a

neural network [51]. We demonstrate that the development of ML-based predic-

tion strategies with less dependency on large datasets, and with low computational

complexity is advantageous for future applications in controlling biology.

The main objective of this paper is to present an online ML-based technique

that predicts the behavior of a biological system without a priori knowledge of

the system dynamics or datasets. To accomplish this objective, we present an

online ML-based predictor by leveraging the radial basis function artificial neural

network (RBF-ANN). The presented approach predicts the output of the system

one step ahead in an online manner. It has a low computational complexity, which

makes it suitable for real-time implementation. The presented method is validated

by using experimental data. Furthermore, the presented online predictor is shown

to perform better than a commonly used offline neural network based approach.

Our main contributions are summarized as follows:

• Predicting the output of the system in an online manner (i.e., no offline

training stage is needed).

• Low computational complexity (i.e., it can be implemented by using general
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purpose computers with acceptable performance).

• Two algorithms are proposed to minimize the prediction error.

The rest of the paper is organized as follows. Section 3.2 presents details of

the proposed methodology and the related preliminaries. The proposed method

is utilized for predicting the response of optogenetic systems [66] in Section 3.3.

The conclusion and future directions of our work are provided in Section 3.4.

3.2 Methodology

In this section, the methodology is highlighted in three stages. First, a brief de-

scription of the optogenetic two-component systems (TCS) model is given. Then,

the required preliminaries of the RBF-ANN are provided. Finally, details of the

proposed machine learning based predictor are elaborated.

3.2.1 Optogenetic Systems

In general, most optogenetic systems are based on a photoreceptor protein

that generates a biological signal such as gene expression by externally applying

light signals. They have been utilized in many biomedical applications such as the

optogenetic systems based gene- and cell - therapies [96]. Aiming at improving the

applications of optogenetic systems, an optogenetic ‘function generator’ method

was developed and used to program custom time-varying gene expression levels

in live bacterial cells [65]. Following that, a mathematical model of wavelength-

and intensity-dependent photoconversion, signaling, and output gene expression

systems was developed in [66].

Here, the experimental data from an in vivo optogenetic two-component sys-

tems (TCS) model is utilized (shown in Fig. 4.2). This system consists of a
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Figure 3.1: Model of optogenetic systems [66].

sensing and an output model. The sensing model converts light inputs into a

ratio of photoreceptor populations, and the output model converts the photore-

ceptor populations into a gene expression signal. More detailed studies about the

experimental setup can be found in [5], [66].

3.2.2 RBF Artificial Neural Network

Machine learning based approaches have been widely utilized by researchers

from different disciplines aiming at improving the performance of diverse sys-

tems, including image processing, unmanned aircraft systems, pattern recognition,

power systems, chemical processes, multi-agent systems, and so on [17, 25, 37, 39,

40, 41, 44, 49]. Among them, artificial neural network (ANN) based techniques

have received wide interest by many researchers because of their inherent poten-

tial to deal with complex and unknown dynamical systems [27, 29, 62]. There are

two major classes of ANN, (i) feedforward ANN (such as multi-layer perceptron

(MLP), radial basis function (RBF) ANN, etc.), and (ii) feedback ANN (such as

Hopfield ANN, etc.). Here the RBF-ANN is used, which is faster than the MLP-

ANN and, therefore, more appropriate to be utilized for the online prediction

and/or estimation of complex dynamical systems.
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RBF-ANN, a feedforward ANN, has been shown to have the capabilities of

global generalization and local specialization. This means that it can simulta-

neously capture both global and local attributes of the system, approximating

input-to-output mapping. Furthermore, the capability of acting as a universal

approximator makes RBF-ANN very promising for utilization in modeling, iden-

tification, and prediction of the unknown dynamical systems [70].

An RBF-ANN utilizes the radial basis functions as its activation functions. In

general, the RBF-ANN consists of three different layers: (i) a hidden layer where

its neurons have RBF activation functions, (ii) an output layer that is simply a

linear combiner, and (iii) an input layer.

It has been shown that RBF-ANN has the capability of acting as the universal

approximator on a compact subset of Rn. In other words, an RBF-ANN (with

enough number of neurons in its hidden layer) can approximate any continuous

function on a closed bounded set. More detailed studies can be found in [70].

An RBF-ANN receives its input as a vector of real numbers x(t) ∈ Rn, and

its output is defined by a scalar function of its input vector Φ : Rn → R. Many

radial basis functions exist but here, a Gaussian function is considered with the

norm (i.e., ∥ ·∥) defined by the Euclidean distance. The equation below shows the

output of an RBF-ANN with the Gaussian function:

Φ(x(t)) =
M∑

i=1
wi(t)Θ(||x(t) − ci(t)||) + b(t) (3.1)

Θ
(

∥x(t) − ci(t)∥
)

= e
−∥x(t)−ci(t)∥2

2β2
i

(t) , (3.2)
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where the number of neurons in the hidden layer is shown by M , the center vector

for the ith neuron is shown by ci(t), the weight of the ith neuron in the linear

output neuron is shown by wi(t), the bias term is shown by b(t), and finally, βi(t)

is a width of the receptive field (i.e., β2
i (t); variance of the Gaussian function).

More detailed studies about neural networks can be found in [29].

3.2.3 Machine Learning based Predictor

Generally, the objective in prediction is to use the previous and current inputs

and the past states/outputs to decide what the next states/outputs will be. It is

known that modern machine learning techniques, such as deep learning, promise

to leverage large-scale datasets for making accurate predictions [5]. However, the

techniques are not suitable when there is insufficient data for offline training,

unknown influences, such as intrinsic and extrinsic variability, not captured in the

data, or limited access to high performance computing systems.
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Figure 3.2: Online machine learning-based predictor architecture.

In order to address these limitations, we present an online machine learning-

based methodology (shown in Fig. 3.2, where Yd is the output of the system,
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and YE is the predicted output of the system.) to predict the output of biological

systems without a priori knowledge of their dynamical models and with no depen-

dency on the large-scale datasets, while it can be implemented on general purpose

computing systems. By leveraging the RBF-ANN introduced in Section 3.2.2, the

details of the proposed algorithm is presented below.

In order to improve predictions, whenever new information is presented to the

system, adjustments are made to the ML-based predictor’s parameters. In other

words, prediction happens in real-time, which simply means that the model is only

learning from the information provided up until the current time-step and does

not require seeing the whole dataset. Therefore, the cost function to be minimized

is the total instantaneous error energy

E(t) = 1
2e2(t), (3.3)

where e(t) is the prediction error (i.e., e(t) = Y (t) − Φ(x(t))) and Y (t) is the

output of the system. The updates to the ML-based predictor’s parameters are

made by computing the appropriate gradients (i.e., ∂E
∂w ,∂E

∂c ,∂E
∂b , ∂E

∂β ). Here, only

the centers ci(t), the weights wi(t), and the bias term b(t) are updated by using

equations

ci(t + 1) = ci(t)

+ ηc

(
e(t)wi(t)Θ

(
∥x(t) − ci(t)∥

)− ∥x(t) − ci(t)∥2

2β2
i (t)

)
, (3.4)

wi(t + 1) = wi(t) + ηw

(
e(t)Θ

(
∥x(t) − ci(t)∥

))
, (3.5)
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and

b(t + 1) = b(t) + ηbe(t), (3.6)

respectively. Here, ηc, ηw, and ηb are the learning rates (ηc, ηw, ηb > 0). However,

the width of the receptive fields βi(t) could also be updated if needed.

Algorithm 1 : The Method 1 for Minimization.
Read the current outputs/states Y (t) for updating the NN parameters
while e(t) > ϵ do

Compute Φ(x(t)) =
M∑

i=1
wi(t)Θ(||x(t) − ci(t)||) + b(t)

Compute e(t) = Y (t) − Φ(x(t))
Update wi(t)
Update ci(t)
Update b(t)

end while

Algorithm 2 : The Method 2 for Minimization.
α − − > scaling factor

Read the current outputs/states Y (t) for updating the NN parameters
Compute dY (t)

dt
= (Y (t) − Y (t − 1))/ts

Compute Ynew(t) = (αdY (t)
dt

+ Y (t))
while e(t) > ϵ do

Compute Φ(x(t)) =
M∑

i=1
wi(t)Θ(||x(t) − ci(t)||) + b(t)

Compute e(t) = Ynew(t) − Φ(x(t))
Update wi(t)
Update ci(t)
Update b(t)

end while

Two algorithms are proposed: Algorithm 1 and Algorithm 2, for minimizing

the prediction error before the next prediction. They provide the capability of real-

time error correction for improving the performance of the proposed ML-based

predictor.
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Algorithm 3 : The Machine Learning Based Methodology for Online Prediction.
Initialization:
Set wi = rand, and b = rand, for i = 1, 2, ..., M .
Define ci = rand, and β2

i = predefined value for i = 1, 2, ..., M .
Define ϵ = minimization criteria.

for each iteration t = ts do
Read the current inputs and past outputs/states x(t)
Return the predicted output
Minimize e(t) Using Algorithm 1 or Algorithm 2

end for

The idea of using Algorithm 1 is simply to minimize the prediction error

based on the current input/output data in order to better estimate the next

output. We found that this method can sometimes lead to a lag in accurate

prediction of system behavior. In a preliminary attempt to deal with such a delay

in prediction, we developed Algorithm 2, which initially computes the derivative

(the instantaneous rate of change) of the output with respect to time to define an

initial guess to the next output. Current input information is not yet given. Then,

the minimization is applied with respect to this guess and the updated parameters,

accordingly, are used to predict the next output. The results of utilization of both

minimization algorithms are provided in Section 3.3. Algorithm 3 is summarizing

the overall online machine learning based predictor methodology proposed in this

paper as pseudo-code.

3.3 Results and Discussion

This section presents the results obtained by applying the proposed online

ML-based predictor to the experimental data of optogenetic systems provided in

(Supplementary Materials, Dataset EV8) [66]. This data consists of the

multiple sets of inputs (two different light intensities (µmol m−2s−1)) and their
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Figure 3.3: The online prediction of the sfGFP fluorescence using Al-
gorithm 1 and Algorithm 2.
(Top) Two different light intensities (µmol m−2s−1) are in Green and Red colors.
(Bottom) The desired output is in Black color, and the predicted responses of ap-
plying Algorithm 1 and Algorithm 2 are in Blue and Cyan colors respectively.

corresponding outputs (measured fluorescence of sfGFP and mCherry). The re-

sults are presented under three different scenarios: i) online prediction using Al-

gorithm 1, ii) online prediction using Algorithm 2, and iii) prediction using an

offline training methodology. In all scenarios, there are a total number of 24 data

points that are sampled during the 480 minutes of the experiment. All simula-
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Figure 3.4: Prediction accuracy for the online prediction of the sfGFP
fluorescence using Algorithm 1 (left) and Algorithm 2 (right).
Target is output is along x-axis and predicted output is along the y-axis. Data
points are plotted with open circles, and colored lines are a linear regression fit
to the data. The dotted black line is the one-to-one line, which is ideal accuracy.
Note that Algorithm 2 outperforms Algorithm 1 with a regression line closer
to the one-to-one line and a correlation coefficient, R, closer to 1.

tions are carried out on a platform with the following specifications: MacBook

Pro (macOS 10.14.1), Processor: 2.3 GHz Intel Core i5, RAM: 16.00 GB.

Generally, the configuration of the RBF-ANN differs for different problems [29].

In this paper, in order to ensure a fair comparison, all predictors (online/offline)

are designed with the same number of nodes in their input, hidden, and output

layers. All weights and biases are initialized with random values, and all predictors

are initialized with the same centers and receptive fields values. In the offline

scenario, 75% of the dataset (i.e., first 18 points) is used for training and 25%

(i.e., last 6 points) for testing (i.e., prediction). It should be noted that the offline

training phase is not needed or used for the proposed method. The input vectors

for all predictors consist of the same 9 components, the current and two previous
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Figure 3.5: The online prediction of the mCherry fluorescence using Al-
gorithm 1 and Algorithm 2.
(Top) Two different light intensities (µmol m−2s−1) are in Green and Red colors.
(Bottom) The desired output is in Black color and the predicted responses of
applying Algorithm 1, Algorithm 2, and offline prediction are in Blue, Cyan,
and Magenta colors respectively. Note that in the offline method, 75% of datasets
(i.e., first 18 points) is used for training and 25% (i.e., last 6 points) for testing
(i.e., prediction).

inputs (i.e., light intensities 1 and 2) and three previous outputs.

Fig. 3.3 shows the online prediction of the sfGFP fluorescence by using Algo-

rithm 1 and Algorithm 2. Fig. 3.5 shows the online prediction of the mCherry

fluorescence for a different set of experiments by using Algorithm 1, Algo-
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Figure 3.6: Prediction accuracy for the prediction of the mCherry fluo-
rescence using online Algorithm 1 (left), online Algorithm 2 (middle),
and the offline prediction (right).
Target output is along x-axis and predicted output is along the y-axis. Data
points are plotted with open circles, and colored lines are a linear regression fit
to the data. The dotted black line is the one-to-one line, which is ideal accuracy.
Note that Algorithm 2 outperforms Algorithm 1 and the offline prediction with
a regression line that is closer to the one-to-one line and a correlation coefficient,
R, that is closest to 1.

rithm 2 and also the offline prediction method.

To rigorously evaluate the performance of the proposed algorithms, the linear

regression between target and predicted values are plotted in Figs. 3.4 and 3.6.

These figures demonstrate that the proposed method has successfully predicted

the outputs of the optogenetic systems and the predictions are good given sparse

data. It should be mentioned that, although the prediction of the offline method

is very good for the previously observed data points, it performs poorly for the

new data points (i.e., the data points which are not within the training domain).

It is simply due to the fact that there is no real-time error correction in the offline

method. Furthermore, comparing the results of applying Algorithm 1 and Al-

gorithm 2, it is shown that, while Algorithm 1 might predict the output with

a slight lag whenever the variations of the outputs are not smooth, Algorithm 2

has a reduced lag in this instance (see Fig. 3.3). However, Algorithm 2 can

result in many under and over shoots in prediction. We will aim to improve on
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this method.

Moreover, the accuracy and effectiveness of proposed algorithms are demon-

strated using three different numerical metrics. The Mean Absolute Error (MAE)

and Mean Absolute Percentage Error (MAPE) are fairly common methods used

when discussing accuracy. In addition, the Accuracy Ratio (AR) is a different way

of calculating accuracy that has been shown to perform better than MAPE [92].

Tables 3.1, 3.2, and 8.2 show the

MAE =
∑l

j=1 |Yj(t) − Φj(x(t))|
l

=
∑l

j=1 |ej(t)|
l

,

MAPE = 100%
l

l∑
j=1

∣∣∣∣∣Yj(t) − Φj(x(t))
Yj(t)

∣∣∣∣∣, and AR =
l∑

j=1
log

(
predicted

actual

)2

values for all three methods in experiment 2 (i.e., Fig. 3.5) respectively.

Table 3.1: Mean Absolute Error (MAE).

Method MAE MAE
(Excluding the initial point) (Last 6 data points)

Algorithm 1 170.9599 131.8767
Algorithm 2 163.4260 146.6755

Offline 175.8645 662.8856

Table 3.2: Mean Absolute Percentage Error (MAPE).

Method MAPE MAPE
(Excluding the initial point) (Last 6 data points)

Algorithm 1 8.2621 8.5456
Algorithm 2 8.0827 9.4283

Offline 11.9670 46.3159

Table 3.3: log of the Accuracy Ratio (AR).

Method AR AR
(Excluding the initial point) (Last 6 data points)

Algorithm 1 0.2349 0.0592
Algorithm 2 0.2379 0.0791

Offline 4.9666 4.9655
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In all tables, in the second column, the error associated with the initial point

is eliminated. This is due to the fact that the initial point is randomized by

the values given for weights and biases from the random number generator, and,

therefore, the algorithms have not begun “learning". In the third column, only the

last 6 data points are chosen due to the fact that this is when the offline algorithm

is finally predicting the unseen data points (the first 18 points were used to train

the offline algorithm).

Our proposed online ML-based methodology is advantageous to current alter-

natives by the following key criteria:

• No offline training phase is needed.

• Implementable on general purpose computers with a promising performance.

• Minimization of the prediction error.

• Real-time error correction.

3.4 Conclusion and Future Work

An online machine learning-based technique is presented in this paper to pre-

dict the output of biological systems without a priori knowledge of their dynamical

models and with no dependency on large-scale datasets. Considering its learning

capability and low computational complexity, the proposed technique is a promis-

ing tool for practical and real-time implementation for biological systems. The

prediction results demonstrate the effectiveness of the presented method.

Future work will consider improvements on the presented methodology for

predicting the output of biological systems with better accuracy and more than

one step ahead. In addition, the proposed algorithm will be integrated with
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a machine learning based control strategy for real-time control of a biological

system.
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Chapter 4

pH control on a bioelectronic

device using machine learning

This chapter uses portions of [38] as it appears in IEEE Control Systems

Letters 5, no. 4, August (2020): pages 1133-1138. Mohammad Jafari was the

primary author, and Marcella Gomez is a co-author of this paper. The dissertation

author was a contributor to this paper.

4.1 Introduction

Advancements in technology has allowed for further integration between man

made devices and biological systems. Bioelectronics devices have been created

that allow for monitoring blood sugar levels, controlling stem cell fate, applying

electrical stimulation and deliverying therapeutic drugs [67][26][84]. Ion pumps

are bioeletronic devices that allow for the movement of ions and charged drugs to

move towards a targeted area using electrical signals. They are capable of helping
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in the case of precision medicine where applying a concentration of a drug at a

specific region and time is more effective than current drug delivery methods such

as digested pills [90].

Ion movement is important in a biological system because a system in general

has a healthy range of pH values it stays between. Being outside of the healthy

range of pH could be harmful and cause sickness or even death [87]. Delivery

of ion H+ is capable of helping to maintain a healthy pH balance. Maintaining

these healthy pH values can help with gene expression and maintaining a healthy

neuronal function [80].

One area where bioelectronics come to play is feedback control. Biological

systems tend to have a form of feedback where it self regulates to stay in a healthy

state. Feedback control is when after sensing a change, the system adjusts itself

to push itself back to its steady state. An example of this is during blood clotting

where a signal goes out once the body senses a cut that activates blood platelets

which in turn stop bleeding and form blood clots [54]. Using bioelectronics it is

possible to reproduce this type of feedback. Such an application was demonstrated

in the control of the resting potential of cells [38].

As technology becomes more advanced more time is needed to thoroughly test

devices. Though well monitored experiments are necessary to make conclusive

results in silco experiments are a means of helping bridge the gap when proper

experimentation is slow/expensive to iterate. This could lead to slowing down

the process of tuning parameters in a feedback control algorithm. This requires a

predictive model.

Trying to model these devices that interact with biology can be a difficult task.

Being unable to fully understand the system can lead to a poor performance of

the model when compared to the actual data. The devices have unforeseen hidden
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dynamics that aren’t understood. Manufacturing differences between devices lead

to differing responses requiring a more specific model per device.

Due to these difficulties, a machine learning approach leveraging a Radial Basis

Function (RBF) Neural Network. An RBF is used for control here since priori

knowledge of the dynamical system is not required and due to its low complexity.

This makes it feasible as a controller where a model isn’t available and real-time

input values for the system are needed every few seconds. To verify that the

controller will successful on the experimental setup, a pump model capturing

similar challenges is used.

4.2 Methods

In this section, we highlight the methodology in three parts describing the

plant, sensor, and controller. First, a brief description of the bioelectronic proton

(H+) pump system is provided. Second, we introduce the fluorescent dye used

for imaging. Finally, the details of the proposed machine learning-based feedback

controller are elaborated.
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Figure 4.1: Bioelectronic proton (H+) pump system. Top: Schematic of the
bioelectronic proton (H+) pump with applied voltages. Bottom: Top view of an
array of targets for the proton pump system. Actuated columns and selected areas
for measurements are indicated.
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Ion (H+) pump system

A proton (H+) pump (shown in Fig. 4.1–Top) is a bioelectronic device that

can be used to repetitively control and maintain the pH level in biological pro-

cesses [90]. Here, the bioelectronic platform consists of multiple columns of proton

(H+) pumps, which are devices capable of modulating the pH of solution, and

work by transferring H+ between polymer membranes within the device and a

target solution (labeled as “target” in Fig. 4.1–Top) upon an applied voltage (i.e.,

Vb in Fig. 4.1–Top). A positive value for Vb drives the release of H+ from the H+

cation exchange membrane into the solution (see black dotted arrow in Fig. 4.1–

Top) thus increasing H+ of the solution and a negative value for Vb will drive H+

from the solution into the cation exchange membrane (see red dashed-dotted arrow

in Fig. 4.1–Top) thus decreasing H+ of the solution. The proton pumps are posi-

tioned in an array with 100µm2 pixel size and are individually accessible through

a custom-designed expansion board using a microcontroller. Figure 4.1–Bottom,

shows the top view of proton pumps distribution in the target demonstrating

different columns, selected areas for measurements, and the corresponding dimen-

sions. Microscope-based real-time imaging is used for monitoring the H+ changes

over the target. More detailed studies about the bioelectronic proton (H+) pump

systems (such as the details of all the layers in Fig. 4.1–Top, fabrication process,

etc.) can be found in [90].

Sensing pH

Measurement of media pH on the surface of the ion pump is a challenging task

due to the small volume and requires specialized instrumentation. In this work,

we instead read out changes in pH using Carboxy SNARF-1 dye, a fluorescent

pH indicator developed by Molecular Probes, useful for measuring pH changes
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between pH 7 and pH 8. Common applications of Carboxy SNARF-1 dye are in

biology, where intracellular pH is generally between 6.8 and 7.4 in the cytosol.

Additionally, pH inside a cell varies by only fractions of a pH unit, and such

changes may be quite slow. Since small changes in pH can have significant impact

on cellular response, there is a need for tight control within this small range of

pH for applications in synthetic biology. Roughly speaking, the relevant range

of pH for cells corresponds to an overall 10% change in fluorescence [56]. In this

work, we demonstrate control with less than 5% error and active control over a

10% change in fluorescence.

Machine Learning based Controller

Figure 4.2: Architecture of the implemented online machine learning based
feedback controller designed for the bioelectronic proton (H+) pump system.

Figure 4.2 shows the architecture of the implemented online machine learning-
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based feedback controller designed for the bioelectronic proton (H+) pump system.

The system consists of the bioelectronic proton pump where “A" is a reservoir for

H+ ions (e.g., water (H2O)) and “B" is a medium with appropriate dye (e.g.,

water with SNARF-1 dye). The sensing system consists of the KEYENCE BZ-

X710 microscope imaging system, which takes fluorescent images in real-time

and sends them to a shared folder. The image analyzer reads images from the

shared folder using MATLAB scripts and computes the mean value of the selected

area of the proton pumps distribution in the target. This value then is used as

feedback of current states of the system to update the ML-based control output.

Machine learning (ML) based controller consists of an ML-based control algorithm

that is running on a PC. The interfacing device consists of a Raspberry Pi and

an expansion board which applies the commands received from the ML-based

controller to the bioelectronic proton pump.

To design a feedback controller for the pH level control in a bioelectronic proton

(H+) pump system, we formulate the problem as a tracking control problem. In

a tracking control problem, our interest is in a certain output variable rather than

the states [86].

Let us consider the following representative nonlinear dynamical system:


ẋ = f(x, u) + ξ(t)

y = x,

(4.1)

where x is the system state, u is the system input, y is the system output,

||ξ(t)|| < ξmax is a continuous uniformly bounded time-dependent disturbance,

and f is defined within a bounded domain Vmin < u < Vmax (Vmin < 0, Vmax > 0)

to be a continuously differentiable and strictly monotonic function in u such that
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f(x, 0) = 0 and a0 < f(x, u) < a1 (a0 < 0, a1 > 0). As mentioned previously, pos-

itive voltages deliver ions, while negative voltages remove ions. It follows that the

system response x(t) = g(x0, t; [u], [ξ]) is also continuous and monotonic in u in

the sense that for constant u, u1 > u2 =⇒ g(x0, t; u1, [ξ]) > g(x0, t; u2, [ξ])∀t [4].

Furthermore, the biolectronic device is inherently internally stable. The equi-

librium point x∗ for the noiseless system satisfying f(x∗, u) = 0 is a monotonic

function of u and is a stable equilibrium point. However, changes in f can be

largely sensitive or insensitive to changes in u depending on the range of u, mak-

ing control difficult. We are interested in having system (4.1) track a reference

trajectory r(t). Given the reference trajectory r(t), there exists u∗(t) such that

ṙ = f(x, u∗) + ξ(t). (4.2)

for (ṙ − ξ(t)) ∈ [a0, a1].

Let us assume the existence of the above-mentioned control law. The objective

is to design unn that can approximate u∗ which drives system (4.1) towards the

desired reference trajectory assuming it is a reachable state. The error dynamics

are given by

ė = ṙ − ẋ

= ṙ − f(x, unn) − ξ(t)

= f(x, u∗) − f(x, unn) (4.3)

and since f is an invertible function, we have ė → 0 implies unn → u∗.

The universal approximation capability of the RBF network is leveraged to

design unn [70]. The output of an RBF network with the Gaussian function is

shown in the following equation:
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Φ(z(t)) =
M∑

i=1
wi(t)Θ(||z(t) − ci(t)||) + b(t) (4.4)

Θ
(

∥z(t) − ci(t)∥
)

= e
−∥z(t)−ci(t)∥2

2β2
i

(t) , (4.5)

where M is the number of neurons in the hidden layer, z(t) is the RBF network

input vector, ci(t) is the center vector for the ith neuron, wi(t) is the weight of the

ith neuron in the linear output layer, βi(t) is a width of the receptive field (i.e.,

β2
i (t), variance of the Gaussian function), and b(t) is the bias term. More detailed

studies about neural networks can be found in [29].

Let us define unn by using an RBF network as follows:

unn(t) = Φ(z(t)) =
M∑

i=1
wi(t)Θ(||z(t) − ci(t)||) + b(t). (4.6)

Let us choose ċi, ẇi, and ḃ, respectively, as

ċi(t) = e(t)wi(t)Θ
(

∥z(t) − ci(t)∥
)(z(t) − ci(t))

β2
i (t) , (4.7)

ẇi(t) = e(t)Θ
(

∥z(t) − ci(t)∥
)
, (4.8)
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ḃ(t) = e(t). (4.9)

For implementation purposes, we use the update laws

ċi(t) ≈ ci(t + Ts) − ci(t)
ηc

, (4.10)

ẇi(t) ≈ wi(t + Ts) − wi(t)
ηw

, (4.11)

and

ḃ(t) ≈ b(t + Ts) − b(t)
ηb

, (4.12)

where ηc,w,b are the learning rates (ηc,w,b > 0) and Ts is the sampling time. Note

that updates 4.7, 4.8, and 4.9 are partial derivatives of the cost function J = 1
2e2

with respect to parameters c, w, and b. That is, with 4.10, 4.11, and 4.12, the

discrete-time parameter updates are given by

ci(n + 1) = ci(n) − ηc∇ci
J(ci(n), wi(n), b(n)), (4.13)

wi(n + 1) = wi(n) − ηw∇wi
J(ci(n), wi(n), b(n)), (4.14)

b(n + 1) = b(n) − ηb∇bJ(ci(n), wi(n), b(n)). (4.15)

Here ∇[ ]J = e∂(r−y)
∂[] = −e ∂y

∂unn

∂unn

[ ] . Since ∂y
∂unn

is unknown, we set ∂y
∂unn

= 1. Note

that for finite M in 4.6, J is continuously differentiable with ∇J < ∞, and, hence,

is Lipschitz continuous with respect to parameters c, w, and b. This means that

41



4.3. RESULTS

for small enough learning rates ηc, ηw, and ηb, gradient descent decreases J .

4.3 Results

4.3.1 In Silico

Model

To be able to verify that the RBF controller should be successful in the pH

control in vitro experiment, a water pump model is used for the system shown

below for in silico simulations..

u(t)

u(t)

h(t)

𝜃

Figure 4.3: Figure of pump system.

dh(t)
dt

=
−k

√
(h(t))

A(h(t)) + ξ

A(h(t))u(t) − θ (4.16)

Here, h(t) is the height of the water in the tank, ξ is the parameter if there is

clogging in the actuator pump, and θ is a constant term to account for a leak

in the tank. The function A(h(t)) is the cross-sectional area of the tank and
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k = ρa
√

2g where ρ is the parameter that deals with the output of the pipe, a is

the cross-sectional of the pipe and g = 9.8 for gravity. The control input into the

tank system is denoted by u(t).

This model is seen as having similar challenges we will see in the in vitro

experiments. This is due to the controller having to pick different values for

adding water into the tank and taking water out of the tank. This is similar to

how it is easier to add ions into the media than it is to remove them. There is

also a leakage term that can be similar to the natural diffusion of the ions after

being added to the area we are monitoring for mean fluorescence intensity.

Results

For the in silico study, three different references are chosen: square wave, sine

wave, and constant reference. This is to show that we can control a wide array of

control strategies that might be needed for in vitro studies. The control effort is

kept between [0,4] as the ion pump does have bounded constraints on the allowed

control effort.

Figure 4.4 shows the simulation results of tracking the three different refer-

ences. The stop plots are the system response, and the bottom is the control effort.

The left plots are with a square wave reference with an amplitude of 1.25 around

16.125, the middle plots are with a sinewave reference with an amplitude of 2.5

around 17.5, and the right plots are a constant reference held at 17.5. After the

transient response, we see that the system is kept at the wanted reference value

throughout the simulation. There is a slight reappearance of transient response

in the square wave plot due to the student change in reference value requiring a

quick change in control effort.
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System Response System Response System Response
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Figure 4.4: In silico results of different references being tracked by the RBF-NN
controller.

4.3.2 In Vitro

Some of the data gathered is shown in Fig.3-8, wherein each figure the top

panel shows a reference trajectory (blue) and the actual output of the system

(red). The lower panel shows the voltage/input being applied to the system.

Figure 4.5: Closed loop experiment of controller tracking a reference signal
linearly decreasing followed by a linearly increasing trend. The top graph depicts
the trajectory trying to be tracked (blue) and the actual value of the system (red).
The bottom graph shows the voltage/input being applied to the system during
this time.
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Figure 4.6: Closed loop experiment of controller trying tracking a sine wave. The
top graph depicts the trajectory trying to be tracked (blue) and the actual value
of the system (red). The bottom graph shows the voltage/input being applied to
the system during this time.

Figure 4.7: Closed loop experiment of controller tracking a square wave. This
run is called Square Wave A. The top graph depicts the trajectory trying to be
tracked (blue) and the actual value of the system (red). The bottom graph shows
the voltage/input being applied to the system during this time.
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Figure 4.8: Closed loop experiment of controller tracking a square wave. This
run is called Square Wave B. The top graph depicts the trajectory trying to be
tracked (blue) and the actual value of the system (red). The bottom graph shows
the voltage/input being applied to the system during this time.

Figure 4.9: Closed loop experiment of controller tracking a square wave. This
run is called Square Wave C. The top graph depicts the trajectory trying to be
tracked (blue) and the actual value of the system (red). The bottom graph shows
the voltage/input being applied to the system during this time.
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Figure 4.10: Closed loop experiment of controller tracking a square wave. This
run is called Square Wave D. The top graph depicts the trajectory trying to be
tracked (blue) and the actual value of the system (red). The bottom graph shows
the voltage/input being applied to the system during this time.

4.4 Discussion

Looking through the data gathered, we notice variability in the response of

the fluorescence mean value compared to the target trajectory. One thing noticed

is that when the control value doesn’t hit the voltage limits, the system remains

fairly responsive and tracks the trajectory. When the saturation values are hit,

however, we see that the system tends to stop responding.

A saturation of the system seems to occur when the minimum voltage is applied

for too long as shown in Square Wave A and Down Up datasets. The Sine Wave

and Down Up datasets tend to suggest it is easier to lower the fluorescence mean

value compared to increasing it. This implication can be seen from the oscillations

that occur when the fluorescence value is being decreased. The controller has a

difficult time keeping the decrease in value smooth while the increase is capable

of being tracked smoothly.
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Chapter 5

Control of cell migration using

machine learning

This chapter is currently under review. The dissertation author was the pri-

mary investigator and author of this paper.

5.1 Introduction

Regulation of cell migration plays a critical role in many biological processes

essential to life. The role of cell migration is most prominent and studied in

development, homeostasis, and disease [95]. Deregulation of cell migration can

lead to autoimmune diseases and cancer[95]. Recent work suggests that such

processes, when malfunctioning, can be externally regulated through feedback

control facilitated by the integration of biological sensors and actuators [105].

Examples of sensors and actuators include bioelectronic devices, which have paved

the way for humans to control the responses of biological systems in favorable
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ways. Bioelectronic devices allow for monitoring of blood sugar levels, controlling

stem cell fate, applying electrical stimulation and delivering therapeutic drugs

[26, 67, 84, 89]. An effective signaling cue for cell migration that can be achieved

and regulated automatically with current technology is the electric field. However,

the presence of an EF can also result in undesired system responses, including

phenotype changes[99]. Thus, it is important to be able to regulate EF carefully

to maximize target response while minimizing off-target effects. This can be

achieved with feedback control.

Successful application of feedback control to biological systems faces many

challenges that primarily stem from time-varying unmodeled dynamics. The dy-

namics of biological systems are inherently stochastic and non-linear[50], but more

detrimental to feedback systems is their adaptive nature[18]. That is, the system

response to the same stimuli can change over time. Feedback controllers must

also work under different environmental conditions and account for disturbances

that arise in those conditions. Finally, the fabrication process of sensors and ac-

tuators inevitably results in variable performance and response across devices.

This implies an inability to derive a single predictive model for all like devices.

Furthermore, device response can change over time through repeated use.

Previous work has demonstrated the potential of neural network-based con-

trollers that are updated in real-time to effectively control biological systems with-

out a working model and adapt to changing system conditions [38]. One drawback

that has received less attention is the effects of saturation on controller perfor-

mance. Actuation devices always have a finite range of operation. If suggested

controller actions exceed safe operating regions, the control output is clipped,

while controller updates resume normally. This deteriorates the performance of

the controller. Initial conditions and update parameters must be carefully set to
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avoid such problems. Previous work towards controlling systems when the model

is unknown has dealt with saturation head-on using sliding mode control [33]. This

controller was shown to be effective in controlling bioelectronic devices with no

biological system in the loop. However, the controller can be easily challenged in

the presence of large sampling times and delays, which are expected in biological

experiments.

Previous work in controlling cell systems has been successful in eliciting desired

responses using different methods. Directed cell migration through electrical cues

occurs naturally during wound healing [104]. The authors in [102] created a device

platform to leverage the use of an EF to direct the movement of keratinocyte cells

in a 2D setting using predetermined EF signals. The results were promising in

controlling the cells’ movement in an open-loop fashion. In [82], the authors were

able to control the morphology of HeLa cells using photoresponsive 3D nanotubes

and leveraging photoirradiation.

Here, we present an online machine learning (ML) approach that is adapted

to account for saturation in the control output. To this end we use a projection

update on the weights of the ML controller to help with saturation that can occur.

To evaluate the performance of the controller, we consider an in silico experimental

platform by applying the controller to the model developed in [76]. In [76], the

authors created a deep learning model to be able to simulate the directedness

of cells when an electric field was applied. Finally, a version of the controller is

demonstrated in vitro, where the recruitment of macrophages is controlled in an

experimental setting by regulating the electric field. This is successfully setup by

coupling the feedback control algorithm with image processing and cell tracking

software using time lapse microscopy.

The paper will be structured as follows. Section 7.3 will speak on the ML
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controller being used, show In silico results of how it is an improvement and the

stability of it on the system. Subsection 7.3.3 will discuss the experimental set up

and the measure being controlled. Sections 7.4 and 7.5 will show the results and

a discussion on them. Section 5.5 is the conclusion of the paper.

5.2 Methods

In this section, we introduce the original ML controller framework and the

corresponding update law. We then propose an adapted update law that considers

saturation by way of adding a projection operator when the control output exceeds

operational bounds. We present some analysis in the continuous time framework

to show the convergence of the algorithm.

5.2.1 ML Controller

A radial basis function neural network (RBF-NN) is a feedforward neural net-

work. It has been shown to work well for predictions and control of biological

systems [38, 57]. It consists of three layers: an input layer, a hidden layer, and an

output layer. The inputs go through a transformation in the hidden layer using

an activation function. The activation function here is the Gaussian function

Φ(||z(t) − ci||) = e
−∥z(t)−ci∥2

β2
i (5.1)

with input vector z(t), variance βi and the center vector ci(t) for the iit neuron.

The output of the RBF-NN is:

Ω(z(t)) =
M∑

i=1
WiΦ(||z(t) − ci||), (5.2)
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where M is the number of neurons in the hidden layer and the weights Wi are

updated according to the following update law in [38]:

Ẇi = eΦ(||z − ci||) (5.3)

This neural network is tasked with learning a feedback control law u for the

system


ẋ = f(x, u) + δ(t)

ẏ = x

(5.4)

such that the measured output y tracks a desired reference value r. That is, the

goal is to minimize e(t) = r(t) − y(t) where e is the error between the reference

value r and the output y. To update the parameters of the RBF, the gradient of

the cost function C(t) = 1
2e(t)2 is used. For implementation purposes, we let

Ẇi ≈ Wi(t + Ts) − Wi(t)
γ

(5.5)

where γ is the learning rate of the weights and Ts is the sampling time. Taking
∂C
∂W

and using the following discrete-time parameter updates

Wi(t + Ts) = Wi(t) − γ
∂C

∂W
(5.6)

gives the update law:

Wi(t + Ts) = Wi(t) + γΦ(||z − ci||)e (5.7)

The issue with this update is when saturation occurs and the reference has
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not been achieved. In this case, the control output continues to grow because the

parameters will continue to increase due to the error not achieving zero.

To keep the controller output from straying too far from the allowed value,

the control update law is adapted when the control output exceeds permissible

bounds. If the control output is above the upper limit (UL) or below the lower

limit (LL), a projection method is applied to down-regulate updates on the NN

weights. The new update law is

Ẇi =



γaΦ(||z − ci||)e − sign(e)αa
WiW

T
i Φ(||z−ci||)
∥Wi∥ e, if u > UL

γbΦ(||z − ci||)e + sign(e)αb
WiW

T
i Φ(||z−ci||)
∥Wi∥ e, if u < LL

γΦ(||z − ci||)e, otherwise.

(5.8)

This helps keep the control signal from straying too far from the current bounds

allowed by the experimental set up. Doing this would allow for the control value

to not be delayed when a change is necessary and help keep the control values

near the bounds allowed.

We look at the control problem as a tracking problem with the following rep-

resentation of our system


ẋ = f(x, u) + δ(t)

ẏ = x

(5.9)

where x is the state of the system, u is the control input into the system, y is

the output seen from the system, and δ is a continuous uniformly bounded time

dependent disturbance. f is defined on a bounded domain umin < u < umax to
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be a continuously differentiable and strictly monotonic function in u such that

f(x, 0) = 0 and fmin < f(x, u) < fmax where fmin <0 and fmax > 0. Given a

reachable reference r(t), there exists a u∗(t) such that

ṙ = f(x, u∗) + δ(t) (5.10)

Assuming the existence of the control law u∗, the objective is to design unn to

approximate u∗ which drives (7) towards the reference trajectory. The dynamics

of the error are

ė = ṙ − ẋ

= f(x, u∗) + δ(t) − [f(x, unn) + δ(t)]

= f(x, u∗) − f(x, unn) (5.11)

Since f is invertible, this means ė → 0 implies unn → u∗.

Given the capabilities of RBF NN to universally approximate functions, we

use the proposed RBF with projection to design unn

unn = Ω(z(t)) =
M∑

i=1
WiΦ(||z − ci||)). (5.12)

Using the same steps as in 5.5-5.7 to implement the update on the weights,
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the discretized update law for the weights are as follows:

Wi(t + Ts) =



Wi(t) + γaΦ(||z − ci||)e − sign(e)αa
Wi(t)Wi(t)T Φ(||z−ci||)

∥Wi(t)∥ e, if u > UL

Wi(t) + γbΦ(||z − ci||)e + sign(e)αb
Wi(t)Wi(t)T Φ(||z−ci||)

∥Wi(t)∥ e, if u < LL

Wi(t) + γΦ(||z − ci||)e, otherwise.

(5.13)

5.2.2 Experimental set up

Figure 5.1 shows the schematic of the experimental set up used in this work.

Macrophages were seeded in a tissue culture dishes (Corning)-based electrotaxis

chamber for the best in-vitro migration performance. The chamber was built

with glass strips and sealed with high vacuum grease as previously described [88]

A Direct Current (DC) electric field (EF) with a voltage of up to 3 V/cm across

the chamber was applied through Ag/AgCl electrodes for inducing electrotactic

cell movement. The electric current was monitored and controlled by the ML

controller to achieve efficient electrotaxis at will. The power system consists of a

Keithley current source. The current source transfers the current through Agar

bridges and Steinberg’s solution. This causes an electric field to be applied to

the macrophages in the electric field chamber where a microscope takes an image

of the cells at 5 minute intervals. The images are stored on a computer where

MATLAB script is running that calls on the image analyzer to evaluate the cells

recruitment index value. This value is feedback into the ML controller algorithm

to decide the next current value to keep the recruitment index at the desired

trajectory. The value is sent to the current source through a serial cable that

connects it to the computer.
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Figure 5.1: Schematic depicting the experimental setup.

5.2.3 Preparation of M0 macrophages

Bone marrow-derived macrophages (BMDMs) were generated and purified in

vitro (see Fig.5.2) following standard procedures as previously described [91].

Briefly, bone marrow cells were isolated from the tibia or femur of C57BL/6 mice

and cultured in (Dulbecco’s Modified Eagle Medium) DMEM (Invitrogen) with

10% Fetal Bovine Serum (Invitrogen) and 1× Antibiotic-Antimycotic solution (In-

vitrogen), supplemented with 20% l-929 conditioned medium containing M-CSF

for 6 days, followed by an extra 24-h culture without the conditioned medium.

Adherent macrophages were then harvested by gentle scraping with a cell scraper

and seeded in electrotaxis chambers for subsequent experiments. Cell viability was

determined by trypan blue staining. C57BL/6 mice were purchased from Jackson

labs and maintained under a strict 12-h light cycle and given a regular chow diet

in a specific pathogen-free facility at the University of California, Davis (UCD).

All animal experiments were performed in accordance with regulatory guidelines
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and standards set by the Institutional Animal Care and Use Committee of UCD.

Figure 5.2: Schematic depicting how macrophages were prepared.

5.2.4 Image processing and cell tracking

The image analyzer (see Fig.5.3) is a Python script to evaluate the cells’ re-

cruitment index value called from the MATLAB script (as described in Section

2.2). The input to the image analyzer is microscope images acquired at 5-minute

intervals. The cells in the images are identified and tracked over time using

Trackpy [2], a particle-tracking Python package in 2D and higher dimensions. The

resulting cell trajectories are analyzed to compute the recruitment index values.

The computed recruitment index values are saved into a CSV (comma-separated

values) file which is then used to provide feedback to the ML controller algorithm.

Figure 5.3: Schematic depicting the stages of Image Analyzer
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5.2.5 Quantifying cellular response

The cells’ relative x̂ and ŷ position values at every time step t̂ are obtained

from the cell trajectories and calculated based on the input image resolution. The

migration speed of the cells is the ratio of accumulated distance to the time at

every 5-minute, calculated as

Migration speed =
∑n

i

√
x̂2

i + ŷ2
i

i ∗ 5 (5.14)

Cells that exhibit migration speeds below the 25th percentile are filtered out in

order to eliminate immobile cells. The directedness of cell migration, or the angle

of migration, is quantified by calculating the cosine of the angle between the

electric field and the line connecting the centroid of the cell from its initial to

its current location. Cell directedness is calculated for every 30 minutes, i.e., 6

frames ahead as

cosθi = x̂i+6 − x̂i√
(x̂i+6 − x̂i)2 + (ŷi+6 − ŷi)2

(5.15)

where x̂i and ŷi are the relative position values of a cell at time t̂i.

To quantify the percentage increase of the cells by each different EF, we define a

measure called Recruitment Index (RI). The RI value is feedback to determine

the error closing the loop calculated using the directedness values. The RI is

normalized (subtracted) to the time point 0. If all the cells move to the anode,

the index is 100%, whereas the index is -100% to the cathode. The Recruitment

Index is calculated using

Recruitment Index (RI) = Cells to the anode − Cells to the cathode
Total cell count ∗ 100

(5.16)
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where

• Cells to the anode are cells with directedness > 0.01

• Cells to the cathode are cells with directedness < −0.01

• Total cells are the sum of the cells in anode and cathode, including the cells

with −0.01 < directedness < 0.01

5.3 Results

Here we apply the feedback control algorithm to our in silico platform and

finally demonstrate an in vitro implementation. For the in vitro analysis we use

a qualitative stochastic model of directedness, to demonstrate the advantages of

using the feedback control algorithm with projection. The new algorithm is tested

in an experimental setup and compared to a PID controller. The PID controller

was chosen for comparison given that it is an industry standard.

5.3.1 In silico

Model

For the in silico demonstration we choose a simplified model to demonstrate

and verify the stability of the control algorithm. In experiments, the feedback

control is done on a metric based on the measured directedness of the cells. Here

we test the controller on a mathematical model describing the temporal dynamics

of directedness as a function of EF. In [76], the authors present data showing the

response of cells as measured by directedness to various EF strengths. We use
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this data to guide model parameters and general qualitative behavior.

directedness =



1 if dir(2 ∗ rand − 1)
s

EF +1 EF

3 > 1

−1 if dir(2 ∗ rand − 1)
s

EF +1 EF

3 < −1

dir(2 ∗ rand − 1)
s

EF +1 EF

3 otherwise

(5.17)

Let dir be the direction in which the cell migrates while under an electric field

(i.e., towards or against the anode). EF is the strength of the electric field being

applied to the cell. s is the strength towards a specific direction in the electric

field. rand is a small random number between (0, 1) that adds randomness to

the cell movement. Since directedness values should be between -1 and 1, the

model makes each value the minimum and maximum if the derivation exceeds

those values.

Figure 4.4 shows a comparison between the data we received and the model

output. Both have the same EF applied and it can be seen that the trends of

how the outputs are ordered by EF are the same. The main differences are that

the model seems to be more stochastic in nature and there isn’t as sharp of an

increase of directedness from EF=1. We treat the model as a qualitative model of

the real-life system we planned on using the RBF with projection algorithm on.

One important thing to note is that the cells from the data are keratinocytes. The

real-life cell we performed experiments on were marcophage M0 cells. Although

the cells are different, we hope that the information transfers over and that the cells

behave similarly enough to that the model will be informative of the controller’s

performance.
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Figure 5.4: Plots showing the data given and showing the model based on the
data using the same electric field values.

Results

For the simulation, s is set to 4 making it so the directedness of the cells travel

similarly from positive or negative EF. 100 simulations are done at each step and

averaged out for the output of the model. The EF is bounded between [-0.9,0.9]

to demonstrate the difference in algorithms.

Figure 5.5 shows simulation results between the proposed ML algorithm with

projection on the weight updates and the standard weight update law for the ML

algorithm. The top plots have the output of the model in blue and the desired

reference value in red. The middle plots have a comparison of the saturated control

output and the actual output the controller wanted to apply. The saturated value

is in blue and the actual control output is in red. The bottom plot is a zoomed-in

view of the proposed algorithm with projection. It demonstrates the algorithm’s

ability to push the control output back toward the minimum allowed voltage

rather than continually decreasing as the standard algorithm does. We see that

this continually decreasing output by the standard algorithm causes a delay in
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changing the voltage to the correct values when the reference trajectory changes.
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Figure 5.5: Performance of the ML algorithm with projection is compared to
the original ML algorithm. The controller is applied to the qualitative stochastic
model for cell migration under an electric field. a) The reference signal is in blue
and the red line shows the response of the systems under feedback control. b)
The tracking error between the reference signal and system response is plotted.
c) The controller output (pink) is compared to the saturated control signal being
sent to the device. d) A re-scaled plot of the left image in panel c) showing the
effects of the projection component of the algorithm.

5.3.2 In vitro

Figure 5.6 shows experimental results of feedback control on the recruitment

index of macrophage M0 cells using the purposed ML algorithm (left three fig-

ures) and a PID controller (right three figures). The initial goal was to have the
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recruitment index exceed the reference value of 60% RI. Once this was achieved,

the reference changed to -60% RI, with the goal being to track the reference value.

In the plot titled output, the blue line is the reference value, and the red is the

measured recruitment index value of the M0 cells during the experimental run (a).

The plot titled tracking error shows the error in light blue (b). The plot titled

comparison of saturated control output and control output shows the saturated

control output applied to the cells and derived control output before the satura-

tion bounds were applied (c). Table 5.1 shows the parameters used for the ML

controller, including the input z used.

We see that the value used for γa was not in the correct range to keep the

control effort from growing far from the saturation limits for the beginning part

of the experiment. Once the initial goal was met, however, the controller quickly

changes signals to achieve the changed reference value. When saturation values

are reached, the control output starts to get pushed back toward the bounded

limits of the experimental setup. We see that the final 3 values applied by the

saturated control output are the same as the values decided on by the controller.

Table 5.1: Detailed design parameters of the RBF network used in EF cell
migration experiment.

Example 1
Sampling Time (Ts) 5 [min]

ηw 9e − 5
β 1
γa 1
γb 1
γ 1
αa 0.4
αb 0.4

Number of Neurons (M) 101
Number of Inputs (N) 6

wi(0) rand(1, 101) ∗ 1e − 5
z(n) for Controller 1 [r(n + 1), y(n − 1), y(n − 2), y(n − 3), y(n − 4), y(n − 5)]T
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Figure 5.6: Plots in row (a) show the experimental results for feedback control on
the recruitment index of macrophage M0 cells using the purposed ML algorithm
and a PID controller. Once the initial positive reference value of 60% RI, in
blue, is surpassed, the reference changes to -60% RI, and the goal is to track the
reference value from there on out. The red is the measured recruitment index value
of the M0 cells during the experimental run. Plots in row (b) show the tracking
error in light blue. The plots in row (c) show the saturated control output applied
to the cells, in green, and the control output without the saturation limits, in
magenta.
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5.4 Discussion

Part of the difficulty in applying the algorithm above comes from not knowing

how large the norm of the weights would be prior to the experiments. This led

to the controller not always staying near the stability bounds. Due to the limited

number of experimental runs available, insufficient data was collected to find a

good set of parameters for the controller to be fully utilized. Further improvements

can be made to the update law to compensate.

The projection method works in this setup because of the activation function

chosen and the experiment’s goal. A Gaussian function does not have negative

values as an output. This means the only way to have negative values for the

control output is through the weights. If the goal was to keep the RI in only

positive values, the controller could help with the output growing too large, but it

would not be able to return it to the saturation bounds without possibly causing

issues with stability.

Even with promising results using the proposed ML algorithm for control,

other challenges need to be addressed where this controller falls short to solve.

Inducing a strong electric field for long periods of time on the macrophage cells

can cause polarization [43], which could have an adverse effect on wound healing

time[45]. This means picking a control strategy that minimizes the control effort

while also directing the cells towards the desired reference. This leads to the idea

of model predictive control (MPC) as a possible solution. The cost function that

is minimized while finding the optimal control value at each time step allows us to

penalize control effort and error. The solution obtained wouldn’t necessarily use

the maximum/minimum values allowed during experiments meaning polarization

is less likely to occur.

The work presented has relevance in wound healing. M1 cells tend to abundant
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during the beginning of inflammation where they help in the cleaning of the wound.

M2 cells are plentiful at the end of inflammation and beginning of proliferation

where they help with growing new tissue[55]. With this understanding, an external

EF can be modulated to increase recruitment of these cells at the correct stages

in the hopes of expediting the wound healing process. This would require a way

of monitoring cell migration in vivo and in real-time. This can potentially be

addressed through proxy for M1 and M2 abundance and composition through the

measurement of biomarkers or chemical compounds in the wound bed.

The methods in this paper can be extended to broader applications. Self-

regulation is an important attribute for the health of many systems. It can be

seen in ecological systems where the dynamics of the system can be modeled by a

predator-prey model[6]. In biology it is done more in a feedback control manner

where once the body senses a change the system adjusts to keep everything in a

stable state. One example being during exercise when vasodilation occurs allowing

for increased blood flow, which allows for more oxygen delivery to the muscles[46].

Another example is in wound healing where particular cells are sent out during

different stages to help treat the wound[75]. Utilization of control of biological

systems has already been shown to be beneficial in precision medicine[61]. Some of

the barriers to extending the work includes challenges in sensing system response

in vivo.

5.5 Conclusion

The ML controller with a projection on the weights showed improvement over

the original ML controller in simulations. The controller was then used in vitro

to recruit macrophage M0 cells towards a desired trajectory. A PID controller

was used for the same in vitro experiment to compare a standard controller used
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in industry vs the designed controller in this paper. The ML controller showed

better results in tracking the cells’ recruitment index than the PID controller. The

control algorithm seems suitable for situations where the norm of the weights can

be predetermined or enough experimental runs can be done to find an approxi-

mation of the weights’ norm and where the control signal has to change between

positive and negative values.
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Chapter 6

Modeling of a Proton Pump

6.1 Introduction

Advancements in technology has allowed for further integration between man

made devices and biological systems. Bioelectronics devices have been created

that allow for monitoring blood sugar levels, controlling stem cell fate, applying

electrical stimulation and deliverying therapeutic drugs [67][26][84]. Ion pumps

are bioeletronic devices that allow for the movement of ions and charged drugs to

move towards a targeted area using electrical signals. They are capable of helping

in the case of precision medicine where applying a concentration of a drug at a

specific region and time is more effective than current drug delivery methods such

as digested pills [90].

Ion movement is important in a biological system because a system in general,

has a healthy range of pH values it stays between. Being outside of the healthy

range of pH could be harmful and cause sickness or even death [87]. Delivery
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of ion H+ is capable of helping to maintain a healthy pH balance. Maintaining

these healthy pH values can help with gene expression and maintaining a healthy

neuronal function [80].

One area where bioelectronics comes to play is feedback control. Biological

systems tend to have a form of feedback where it self-regulates to stay in a healthy

state. Feedback control is when after sensing a change, the system adjusts itself

to push itself back to its steady state. An example of this is during blood clotting

where a signal goes out once the body senses a cut that activates blood platelets

which in turn stops bleeding and forms blood clots [54]. Using bioelectronics it is

possible to reproduce this type of feedback. Such an application was demonstrated

in the control of the resting potential of cells [38].

As technology becomes more advanced more time is needed to thoroughly test

devices. Though well-monitored experiments are necessary to make conclusive

results in silco experiments are a means of helping bridge the gap when proper

experimentation is slow/expensive to iterate. This could slow down the process

of tuning parameters in a feedback control algorithm. This requires a predictive

model.

Trying to model these devices that interact with biology can be a difficult task.

Being unable to fully understand the system can lead to poor performance of the

model when compared to the actual data. The devices have unforeseen hidden

dynamics that aren’t understood. Manufacturing differences between devices lead

to differing responses requiring a more specific model per device.

Through all these difficulties, I present a mathematical model that is capable

of capturing the dynamics of a bioelectronic device used in experiments. With the

use of literature, I was able to apply assumptions that allowed the model to have

appropriate bounds. Finally, using parameter fitting techniques, proper values for
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the parameters were found that allowed the model to have proper dynamics when

compared to the data used.

The rest of the paper is outlined as follows: Chapter II is an introduction,

Chapter III is the results, Chapter IV is a discussion of the results, Chapter V is

a mention of future works and Chapter VI is the conclusion of the paper.

6.2 Background

6.2.1 Proton Pump

The proton pump is an ion pump that delivers positively charged molecules.

The proton pump used and being characterized here is one that adds/removes

H+ ions. Figure 1 shows a schematic of the device. The ions travel through an

ion bridge ((C) in Figure 1) which is connected to a reservoir ((A) in Figure 1)

and a membrane that leads to the area where pH change is being monitored ((B)

in Figure 1), which is the target solution. It is capable of doing this by sending

electrical signals to an electrode/electrodes, which allows for ions to go through a

polymer membrane, which separates a reservoir containing a large number of ions

and a target solution. A negative charge will remove ions from the place where

pH is being monitored and back to the ion bridge/reservoir. A positive charge will

have the reverse effect, pushing ions into the place where pH is being monitored.

The amount of ions in the reservoir is considered to be infinite, meaning that

moving ions to the target solution to reach a target pH value should not be

limited by the supply of H+. It is important to note that the ion bridge has no

fluids, strictly only allowing ion movement. The individual pumps are aligned in

a 4x5 grid. Each pump can be activated individually, or a group of them can be

activated to add/remove ions.
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A

BC

Figure 6.1: Image of the Proton Pump. (A) shows the reservoir of the pump.
(B) is higlighting the yellow square which is containing the media which is where
pH is attempted to be controlled. (C) shows the ion bridge.
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6.2.2 How Data was Gathered

M.L. Control 
Algorithm

Raseberry Pi 
board

M.L Control 
Algorithm

MicroscopeImage takenImage 
processing

+

- OutputDesired 
Trajectory

Figure 6.2: Schematic of how experiments were carried. The figure shows how
the overall system uses feedback to make corrections for the voltage in real time.

The data used in this worked was obtained from [38], where the authors demon-

strated control of pH using a proton pump. An experiment was carried out where

a change in the pH of the media in the device is controlled using a machine learning

algorithm in real-time. In order to see a change in pH, a fluorescent dye (SNARF-

1) is added to the media. The strength of the fluorescence changes depending on

the change in the pH of the system. SNARF-1 is best used for seeing changes in

pH from ranges 6-8 in experiments without cells and 7-8 when cells are used [72].

In this experiments no cells were used, just the change in the pH in the media. A

microscope using a Texas red filter is used to take images of the media to capture

real-time changes in the pH media. The sampling time during these experiments

was 2 seconds.
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To make sure the pH is being driven towards a desired trajectory, a machine

learning algorithm is used for the controller. The algorithm is a 3 layer radial

basis function neural network with an input layer, hidden layer, and output layer.

Using the images taken from the microscope, a small portion next to the proton

pump(s) being actuated is considered. The fluorescence mean pixel value (FMPV)

of the portion of the image tracked is evaluated using Matlab and fed back into

the algorithm, which adjusts the voltage in order to push the FMPV toward the

desired trajectory, thus providing closed-loop feedback control.

The data gathered is shown in Figures 6.3-6.8, wherein each figure on the top

panel shows a reference trajectory (blue) and the actual output of the system

(red). The lower panel shows the voltage/input being applied to the system.

Figure 6.3: Closed loop experiment of controller tracking a reference signal
linearly decreasing followed by a linearly increasing trend. The top graph depicts
the trajectory trying to be tracked (blue) and the actual value of the system (red).
The bottom graph shows the voltage/input being applied to the system during
this time.

Looking through the data gathered, it was decided to throw out three of the

datasets: Square Wave B (Figure 6.6), Square Wave C (Figure 6.7), and Square
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Figure 6.4: Closed loop experiment of controller trying tracking a sine wave. The
top graph depicts the trajectory trying to be tracked (blue) and the actual value
of the system (red). The bottom graph shows the voltage/input being applied to
the system during this time.

Figure 6.5: Closed loop experiment of controller tracking a square wave. This
run is called Square Wave A. The top graph depicts the trajectory trying to be
tracked (blue) and the actual value of the system (red). The bottom graph shows
the voltage/input being applied to the system during this time.
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Figure 6.6: Closed loop experiment of controller tracking a square wave. This
run is called Square Wave B. The top graph depicts the trajectory trying to be
tracked (blue) and the actual value of the system (red). The bottom graph shows
the voltage/input being applied to the system during this time.

Figure 6.7: Closed loop experiment of controller tracking a square wave. This
run is called Square Wave C. The top graph depicts the trajectory trying to be
tracked (blue) and the actual value of the system (red). The bottom graph shows
the voltage/input being applied to the system during this time.
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Figure 6.8: Closed loop experiment of controller tracking a square wave. This
run is called Square Wave D. The top graph depicts the trajectory trying to be
tracked (blue) and the actual value of the system (red). The bottom graph shows
the voltage/input being applied to the system during this time.

Wave D (Figure 6.8). This was due to how the output values in these experiments

didn’t respond as well to the input values given compared to the other experi-

ments. It would be challenging to try to capture the responses in Square Wave

A and Square Wave B using a single model considering how both start at the

same fluorescence value and are given similar voltages to reach the same reference

trajectory but only one achieves it while the other one is not able to reach the

target. This type of dynamics can’t be captured in a single time-invariant model.

Ideally, the system should maintain consistent input-to-output responses.

Looking at the remaining datasets which are used, we see that they cover a

large range of different applied voltages. These datasets also respond well com-

pared to the datasets not chosen, making them the best representatives to char-

acterize the proton pump. It is important to note that there is a bound on the

voltage applied to the system. Square Wave A covers primarily at the minimum
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value of voltage allowed to be applied. It nears a voltage of one at its highest pos-

itive value. Sine Wave primarily stays between a voltage of (-0.5,1). The Down

Up dataset is the most unique in terms of the voltages applied and is seen using

voltages similar to Sine Wave, but also ends at the minimum voltage value.

A saturation of the system seems to occur when the minimum voltage is applied

for too long, as shown in Square Wave A and Down Up datasets. The Sine Wave

and Down Up datasets tend to suggest it is easier lower the fluorescence mean

value compared to increasing it. This implication can be seen from the oscillations

that occur when the fluorescence value is being decreased. The controller has a

difficult time keeping the decrease in value smooth while the increase is capable

of being tracked smoothly.

6.3 Results

6.3.1 Mathematical Model

In this section, we derive a mathematical model of the bioelectronic device,

an ion pump. In order to try to capture the dynamics of the ion pump, a hy-

brid ODE model is used. The reason behind a hybrid model is due to how the

range in voltage being applied changes the dynamics of ion transport across the

membrane. From the data shown earlier [Figure 3-5] when the voltages are not

near the upper and lower bounds of the voltage the system responds well and can

generally be kept at a trajectory. When the input is near the minimum/maximum

voltages the system tends to respond differently. The state x1 in the schematic

in Figure 10 and in the model represents the rations in the portion of the image

considered and is proportional to the fluorescence mean value in the imaged area

in Figure 9. In [32] I present a simplified version of the proposed model used
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here. The fact that the model an ODE facilitates in showing stability of the con-

troller in [32]. In general, PDEs are used to model systems where diffusion occurs.

This is due to diffusion having a spatial component that ODEs don’t take into

account. Although diffusion is naturally occurring in the system, an ODE model

is a suitable model since we are taking only a small portion of the image to obtain

the fluorescence value. This can alleviate the need to model the diffusion of the

system.

There were many challenges that came with attempting to model the ion pump

due to all the variability within the device and how experiments were conducted.

Due to manufacturing being done by hand, each device could have slight variances.

This could cause certain proton pumps to have different efficiency compared to

others across devices and even between proton pumps on the same device. Fresh

media in the ion pump would normally allow for a better response from the pump.

The media wasn’t always refreshed between experiments which resulted in varia-

tions in the system response. The resistance of the ion bridge might have gotten

worse as experiments ran. There have been reported issues where the response

of the device worsens as it is used more. Lack of calibrations before experiments

made it impossible to know the exact values of the pH in the system as exper-

iments ran. This makes it so the initial condition of the pH at the start of the

experiments is an educated guess using literature. The light emission of the mi-

croscope and media affect the fluorescence values. The fluorescence values are

then arbitrary and without calibration can’t give an exact relationship to how the

pH is changing in the system.

The voltage applied seems to be an indicator as to how the system will most

likely respond. The voltage is bounded in the experiments. Some have a min/max

value of -1.6/1.6V, while others had a min/max value of -1.8/1.8V. From the data
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Figure 6.9: Image taken by microscope. The blue rectangle indicates the portion
of the image used for the fluorescence value in the data.

Figure 6.10: Ion Pump Schematic
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gathered it can be seen that pushing the voltage to its minimum value seems to

cause saturation in the system. Depending on the experiment, this saturation

value can be larger or smaller. All the datasets at some point hit the minimum

voltage value except for the Sine Wave data (Figure 6.4). Here the system seems

to work well without any issues trying to hit the reference value.

One thing noticed is that there appear to be more oscillations when pushing

the system down than up. This tends to suggest that the rate of change for

adding and removing ions should be different. Due to saturation occurring near

the min/max voltage values and the system responding well when not near those

values it is reasonable to split the model into four regions. To separate these

regions ϵ and δ terms are introduced. The parameter ϵ separates the system into

two regions where the voltage is positive. The upper region (u ≥ ϵ) is where a

saturation of the system may occur although there is only one dataset that pushes

the max voltage value. The upper middle region (ϵ ≤ u > 0) tends to act linearly

with a differing slope depending on the voltage being applied. The parameter δ

does the separation in the negative region. The low middle region (0 ≥ u ≥ δ)

tends to act linearly with a differing slope depending on the voltage being applied.

The lower region (δ > u) is where the system tends to saturate especially if the

minimum voltage is being applied for a long period of time.

As stated before x1 in the model is the ion concentration in the area where

images are taken and used for data[image of photo]. The state x2 is the ion

concentration that are in the reservoir and ion bridge. This value is considered to

be infinite, suggesting that the pH can be changed without hitting a saturation,

although the data does not support this.

It is assumed that the rate of transport of ions is bounded. This leads to the

use of a nonlinear saturating function that is used in the model. This hill type
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function will be a function of the voltage, considering that is how the majority

of the exchange of ions between x1 and x2 occurs. The variable u is the applied

voltage and is the input of the system. The parameters ci and cci are the maximum

rates of change of ions in the hill function due to u. Parameters di and ddi are the

half maximals of the hill function. Although x1 is the ion concentration in only

a small portion of where the image is taken, diffusion should still be accounted

for since ions can still flow freely through the area. To take this into account, a

leakage term g is added. Natural diffusion is considered through the membrane

when no voltage is applied as the term D. The completed model is shown below.

u > ϵ


ẋ1 = D(x2 − x1) + u c1x2

d1+x2
− gx1

ẋ2 = D(x1 − x2) + u c1x2
d1+x2

ϵ ≥ u > 0


ẋ1 = D(x2 − x1) + u cc1x2

dd1+x2
− gx1

ẋ2 = D(x1 − x2) + u cc1x2
dd1+x2

0 ≥ u ≥ δ


ẋ1 = D(x2 − x1) + u cc2x1

dd2+x1
− gx1

ẋ2 = D(x1 − x2) + u cc2x1
dd2+x1

δ > u


ẋ1 = D(x2 − x1) + u c2x1

d1+x1
− gx1

ẋ2 = D(x1 − x2) + u c2x1
d2+x1

(6.1)

6.3.2 Fluorescence Values to pH Mapping

The movement of ions and change in ion concentration from x1 to x2 and vice

versa are the dynamics the model is attempting to capture. In order to do this

a mapping function needs to be used that will take the fluorescence mean pixel

values to ion concentrations. The formulation of the mapping function is further

discussed below.
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The data was given in terms of FMPV, which is an arbitrary value depending

on the lamp used in the microscope and the intensity the image is taken at.

Although this does allow one to see a change in the pH value of the system it is

not possible to quantify the exact pH values. To know the exact change in the

pH, careful calibrations are required where two images are taken at around the

same time at different emission values and two known pH points are known, one

acidic and one basic [72].

Unfortunately, due to no calibrations done on the device, there is no exact

relationship between the FMPV and the pH of the media/water. There is also no

exact value for the initial pH of the experiments ran. Although this is a difficult

obstacle there are some things that can be said to find a proper transformation. It

is known that the range of the initial condition is 7-7.3. There is also a relationship

between pH and ion concentration which is

H = 10−pH (6.2)

Also, from [Snarf paper] there should be a linear relationship between the FMPV

and the pH values when calibrated correctly. It also states SNARF-1 works best

for reading measurements between 6-8 pH for experiments without cells. The

linear relationship is given by

c + xFMPV = pH (6.3)

Using this information, a mapping function is created that will go from FMPV to

pH as shown above. First, we assume that the initial pH for all experiments ran

is 7.1 and that the minimum pH value attained from the set of experiments is 6.1
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as shown below


c+FMPVIC ∗ x = 7.1

c+FMPVmin ∗ x = 6.1
(6.4)

Another assumption being made is the pH value never went above or below the

thresholds of reliable readings for SNARF-1 during these experiments where the

data was gathered. In order to make this assumption hold, the largest difference

in fluorescence value between the initial FMPV of each individual data set and

the largest difference from that value was taken as the slope. In this case, the

Down up data set has the largest difference and is used for finding the slope that

will be used universally for the mapping function. To be sure the initial condition

is the same for the mappings, the initial value of the fluorescence for each set is

used to get the value of the bias c. This sets up two equations with two unknowns

resulting in slope and bias of

x = 1
FMPVIVDU

− FMPVminDU

(6.5)

c = 7.1 − xFMPVIV (6.6)

This is important considering the values that come from the FMPV are arbi-

trary and can change depending on the lamp used and the intensity of the light of

the microscope which is why calibrating is typically very important to know how

pH is changing. Since the actual dynamics of the system are the change of ions

this mapping function, along with [ph to ion con eq], allows the model to capture

the appropriate dynamics.
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6.3.3 Parameter Fitting

In order to fit the parameters for the model, time series data from the ex-

periments in [38] were used. The grey box model estimation from the system

identification toolbox is used [52]. Different algorithms can be used to fit the pa-

rameters of the data. Initially, a gradient descent method was used but the results

didn’t capture what was physically happening and weren’t used. The algorithm

chosen to solve the nonlinear least square problem was the trust region reflective

Newton algorithm [11]. At first, the parameter fitting for each individual data

set was fairly accurate but the parameters were overfit to the datasets. Certain

parameters varied more than others. This led to using a different algorithm since

there were difficulties due to the fact that the fluorescence values-to-pH mapping

had to be adjusted to each dataset since the minimum value of the FMPV is

different for each dataset.

The new algorithm used was a genetic algorithm [85]. This would allow for

the parameters to be tuned to all three datasets simultaneously. This method did

prove to be computationally expensive and seemed to suggest that there wasn’t

a set of universal parameters. This suggested that due to variations in how the

devices responded there might be a global set of parameters along with parameters

specific to each dataset. This could be due to how long the device was in use or

how images were taken at the time.

In order to get these global and specific parameters the grey box model esti-

mation was used again with the trust region reflective Newton algorithm. This

allowed for set of global parameters and specific parameters for the model to be

found such that the model was capable of following the dynamics of the datasets.

The results of this parameter estimation are shown in Tables 1-4. Table 1 shows

the values for the global parameters and Tables 2-4 show specific parameters for
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each data set with corresponding simulations in Figures 11-13.

Parameters Values
D 0.0043
g -9.34E-04
k 0.1460
ϵ 0.8767
δ -0.6855

Table 6.1: Shared Estimated Parameters of the Pump Model

Figure 6.11: Down Up experimental data vs model simulation.

6.4 Discussion

The model has shown it is capable of capturing the trends of each individual

dataset when a subset of the total parameters are optimized for all datasets.

However, it is unable to capture all three datasets with one parameter fitting.

This can be due to many variables that occur during experimentation.
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Parameters Values
c1 0.9724
c2 4.62E-06
d1 0.1694
d2 34.995
cc1 0.1923
cc2 1.47E-04
dd1 2.9066
dd2 34.8764

Table 6.2: Estimated Parameters for Down Up Experiment

Figure 6.12: Square Wave A experimental data vs model simulation.
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Parameters Values
c1 0.9982
c2 0.0902
d1 0.6467
d2 34.8044
cc1 0.0398
cc2 0.4830
dd1 0.1037
dd2 34.9872

Table 6.3: Estimated Parameters for Square Wave A Experiment

Figure 6.13: Sine Wave experimental data vs model simulation.
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Parameters Values
c1 1.000
c2 0.0267
d1 2.60E-05
d2 11.9037
cc1 0.1779
cc2 0.1684
dd1 34.9994
dd2 2.22E-14

Table 6.4: Estimated Parameters for Sine Wave Experiment

Due to no calibration of the device and not knowing the exact relationship of

FMPV and pH the exact initial condition of each experiment isn’t known. The

range that the initial condition could be is 7-7.3 pH and for the simulations, an

initial condition of 7.1 pH was assumed. The reason for this range in the initial

value of the pH is what media was used in the device. Water has a pH value of

7, while other media could be as high as 7.4 pH. This, coupled with not knowing

how exactly the pH value is changing in time, can lead to results that vary from

what is actually happening in the system.

The mapping from fluorescence to pH might have been another issue in terms

of trying to fit the parameters of the system. When just reading values at one

emission, as is the case here, a nonlinear function might have worked better.

Picking values for a nonlinear mapping function still runs into the same problem

as the current linear mapping. The values in the nonlinear function are still

arbitrary considering there is no exact initial condition or known pH value at any

other reading of the fluorescence. Although a nonlinear mapping could improve

the model performance the drawback of not exactly knowing how the dynamics

remains a problem.

The amount of data that was considered good enough to use for modeling
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might have been too small. More data could have helped in better understanding

the dynamics of the system in the different regions of the model. The upper region

(u > ϵ), upper middle (ϵ ≥ u > 0), lower middle (0 ≥ u ≥ δ), and lower region

(δ > u) are all represented by the data but in limited capacity depending on the

dataset. An example of this is the Sine Wave data. The data there shows how

most of the voltage applied was within the middle regions and had none occurring

in the lower region. When this is optimized it would take into account the middle

regions and the parameters necessary to push it into the middle regions quickly

from the upper region as the data requires.

Variations on how each experiment was carried out can cause differences in

outcomes. The best results for the experiments typically occurred when the media

in the device was refreshed. The refreshing of media is what is assumed for the

three datasets chosen for evaluating the model due to responses being better

than the other datasets. Although the media is assumed to be refreshed as the

experiments go on, the fluorescence response could lessen. Over time the devices

could have different dynamics due to the value of the current going through the

device getting worse.

Manufacturing of devices is done by hand, which makes creating devices to

be exactly identical a difficult task. This allows for each device to have slight

variations that could lead to different dynamics. Due to these differences, a global

model that works for all devices might not be attainable.

With there being parameters specific to each individual dataset it can be help-

ful to see how the differences are between each dataset at each region.

89



6.4. DISCUSSION

Figure 6.14: Hill functions of the model capturing three datasets in the upper
region. Square Wave A is blue, Down Up is red and Sine Wave is yellow

Figure 6.15: Hill functions of the model capturing three datasets in the upper
middle region. Square Wave A is blue, Down Up is red and Sine Wave is yellow
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Figure 6.16: Hill functions of the model capturing three datasets in the lower
middle region. Square Wave A is blue, Down Up is red and Sine Wave is yellow

Figure 6.17: Hill functions of the model capturing three datasets in the lower
region. Square Wave A is blue, Down Up is red and Sine Wave is yellow
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In the upper region (u > ϵ) (Fig. 14) the hill functions are all relatively close in

terms of their maximum value. Sine Wave hits the maximum value immediately,

while the other data sets took a little longer. This might suggest that more

parameters could be shared, at least at this region of the model, although it

would make the individual simulations less accurate.

In the upper middle region (ϵ ≥ u > 0) (Fig. 15), the hill functions vary more.

The overall maximum values of the hill functions are smaller than before by a

large margin. Square Wave A hits its maximum value faster than the other sets,

which are still increasing at the end of the simulations. This could be due to the

fact that Square Wave A is trying to hit a saturation as quickly as possible in this

region while the other datasets are just decreasing somewhat linearly.

In the lower middle region (0 ≥ u ≥ δ) (Fig. 16) the plots show very different

responses. Sine Wave again reaches its maximum value immediately. Square Wave

A increases almost linearly. Down Up is a very small value and also increases but

slowly. This most likely has do with how the three datasets behave in this region.

Square Wave A attempts to quickly increase/decrease in order to hit the min/max

values of the square wave given. Due to this Square Wave A dataset doesn’t have

as much time in these regions as the others. Down Up remains in this region for a

while before the voltage value moves to the lower region of the system. The Sine

Wave dataset is primarily in the middle regions. It differs from the others in that

it immediately hits its max value.

The lower region (δ > u) (Fig. 17) is more in line with the lower middle region,

except that the values are smaller. One thing that should be noted is that the

Sine Wave dataset never has voltages that causes it to be in this region so the hill

function for this can be disregarded.
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6.5 Future Works

Although a model that is able to generalize the datasets fairly well was derived,

it does have things that could be considered faults, such as no full set of global

parameters, i.e. one overall model for all the datasets. The inability to derive a

universal model could be due to a more complicated ODE model being required.

Different functions could have been used over the hill function to cause saturation

of the system. More time could have been used to find the proper form of another

saturating, such as a sigmoid function.

Another approach could be using a PDE. The fact that diffusion does play

a role in the actual system might be better characterized using a PDE model.

A PDE also allows for other complexities in the system that might have been

overlooked when first modeling the device.

The initial attempt at modeling the device was using machine learning meth-

ods. Although these didn’t yield good results using, the fluorescence value-to-pH

mapping wasn’t used. Using the mapping could allow for the machine learning

methods to do a better job of capturing the dynamics of the system. This might

be an avenue to pursue in order to model the proton pump.

A model that captures the dynamics of the proton pump can be used in simu-

lations to help test new control algorithms. A goal is to have a biological system

that this device would be used on and to create a controller that is capable of

keeping it at a target value. The meaning of the device can change as in rather

than pumping ions, it could be administrating medicine. The controller would

attempt to keep a target value through the constraints on the voltage, as stated

before, and the dynamics of the new system. Simulations would be run in silico.
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6.6 Conclusion

Modeling the proton pump proved to be a difficult task. Due to variability

in the nature of the experiments and devices, it was challenging to be able to

create an ODE-based model that could capture all the datasets with one set of

parameters. A model was created where some parameters are shared between all

the datasets that make sense in terms of how the device functions. The variability

for the non-shared parameters can be attributed to things such as time usage of

the device, media not always being re-freshened between experiments, and other

contributing factors.

In order to achieve more universal results, devices need to be created such that

they have the same input-to-output response. Also, if they happen to vary in time

this variation needs to be across all devices and not be a constraint on only one.

Calibrations are required to be able to model the devices in a way that rep-

resents what is actually happening with the system as different inputs are being

applied. Not having knowledge of the pH change makes it challenging to con-

struct a model since the values of the FMPV are arbitrary. It isn’t known if

the saturation is due to system dynamics or the dye losing effectiveness or other

factors.

Despite all the setbacks, the model was capable of capturing the overall dynam-

ics of the system presented in the datasets. This allows for in silico experiments

which are helpful since experiments can’t always be run to test how a controller

will work with the actual device.
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Chapter 7

Current control using a sliding

mode controller

Portions of this chapter are currently under review. The dissertation author

was the co-first author of this paper.

7.1 Abstract

Precision medicine tailors treatment toward a patient’s individual needs. This

is beneficial, considering people respond differently to the same treatments. One

way of implementing precision medicine is through bioelectronics equipped with

real-time sensing and intelligent actuation. Bioelectronic devices such as ion

pumps can be utilized to deliver therapeutic drugs. To be able to perform precision

medicine, medical devices need to be able to deliver drugs with high accuracy. For

this, closed-loop control is required to be able to change the treatment strategy

as new information about the response and progression of the biological system is
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received. To this end, a sliding mode controller is utilized given its ability to per-

form satisfactory control actions when there is model uncertainty. The controller

is used in an experiment with the goal of delivering a pre-determined dosage of

fluoxetine throughout a period of time.

7.2 Introduction

Recent developments in bioelectronics hold promise for advancing precision

medicine [105]. Bioelectronics devices have been created that allow for monitoring

blood sugar levels, controlling stem cell fate, applying electrical stimulation and

delivering therapeutic drugs [26, 67, 84]. Ion pumps are bioelectronic devices that

allow for the movement of ions and charged drug molecules to move towards a

targeted area electrophoretically [98]. They are capable of helping in the case of

precision medicine where applying a concentration of a drug at a specific region

and time is more effective than current drug delivery methods such as digested

pills [89].

Such applications require the ability to carefully control the delivery of thera-

peutics with precision. In [79], the authors discuss the ability of feedback control to

enhance the capabilities of bioelectronic devices. However, implementing feedback

control in bioelectronic devices presents unique challenges including variability in

device performance. It is difficult to fabricate bioelectronics in a way that the end

process is exactly the same. Due to variations occurring in the fabrication process,

the bioelectronic devices can differ in their properties. Components in the device

can also vary in their performance when the device is used for an extended period

of time [14]. This can lead to different responses from the devices when used in

an experimental setting.

To address the above mentioned challenges, in previous work, a neural network
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(NN)-based machine learning algorithm was used with ion pumps to successfully

control the pH level of a target solution [38]. A feedback control algorithm was

able to regulate pH levels according to a target time-varying trajectory. In [81],

the authors were able to use a similar control algorithm to control the membrane

potential of stem cells by way of regulating pH of the extracellular environment.

Thus, an adaptive feedback control algorithm helps to mitigate variations in sys-

tem response even when they evolve in time.

The second primary challenge in the control of bioelectronic devices is their

limited operating range. That is, the voltages that can be applied to the device

are limited. This causes a saturation issue that needs to be taken into account.

In [33], the authors presented an alternative approach to arriving at an adaptive

algorithm that has the benefits of the NN-based controller but explicitly handles

saturations with guaranteed convergence. This algorithm was tested in silico.

In this paper, a similar algorithm as presented in [33] is leveraged to control

the amount a biochemical being delivered by an ion pump. We applied a heuristic

switching algorithm for modification of the controller gains. The biochemical

chosen is fluoxetine which has been shown to be a relevant drug in wound healing

in diabetic mice [63]. Three different reference signals were used where the average

value for all three was the same. This was done to show the controller’s ability to

keep the current at the reference regardless of the signal used as well as to allow for

different methods of delivery. Due to interface limitations, the controller output

cannot be exactly executed at all times. Regardless of this, we demonstrate that

the controller is able to perform at a reasonable level, keeping the current near

the reference throughout the experimental time.

The paper will be structured as follows. Subsection “Bioelectronic Ion Pump” 7.3.1

will speak on the ion pump and its capability to deliver flouxetine. Subsection
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“Controller” 7.3.2 will discuss the sliding mode controller being used. Subsection

“Experimental Setup” 7.3.3 will discuss the experimental setup and how things

are integrated together. Sections “Results” 7.4 and “Discussion” 7.5 will show the

results and discussion, respectively .

7.3 Materials and methods

In this section, we introduce the ion pump and discuss its ability to deliver

fluoxetine. We then discuss the sliding mode controller and give a brief outline

of how the controller works. Finally, we present an overview of the experimental

setup used.

7.3.1 Bioelectronic Ion Pump

Ion pumps are bioelectronic devices that can perform precise electrophoretic

delivery of ions and molecules from a region of high concentration in the device,

known as the reservoir, to the region of interest, known as the target [78, 98].

Over the years, ion pumps have been used to modulate pH [90] , treat neurolog-

ical disorders [73, 94], recruit macrophage [15] and deliver hormones in plants

[7]. In this work, we use the ion pump to deliver fluoxetine, a biochemical which

is a selective serotonin reuptake inhibitor known to have immunomodulatory ef-

fects [63].

The ion pump transfers the biochemical from the reservoir to the target, with

a voltage (Vpump, typically between 0.5V and 2V ) applied between the working

electrode (Ag) and the reference electrode(Ag/AgCl) (see Fig 7.1(a)). A nega-

tively charged hydrogel selectively transports the biochemical between the target

and the reservoir. In the reservoir, we have 0.01M of fluoxetine hydrochloride.
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Fluoxetine exists as a positively charged species at a pH of 5. For a positive Vpump,

the fluoxetine moves through the hydrogel-filled capillary and is transported to

the target. Fig 7.1(b) shows an image of the device in a six-well plate with a

buffer solution. This acts as our target for the experiments.

a) b)

c) d)

Figure 7.1: (a) Schematic of the bioelectronic ion pump. (b) Image of the ion
pump in a 6-well plate with buffer solution. (c) Chemical structure of fluoxetine
(d) Graph showing the relationship between the current produced by the ion pump
and amount of fluoxetine delivered.

We collect the target solution after completion of delivery and use High Per-

formance Liquid Chromatography (HPLC) to estimate the amount of fluoxetine

in the target. We establish a relationship between the current produced during

the biochemical delivery and the corresponding amount of fluoxetine delivered to

calibrate the ion pump’s performance (see Fig 7.1(d)) Based on these results, we

found the devices to be delivering the biochemical with an efficiency of approxi-
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mately 20%, where efficiency is defined as follows

Efficiency = Number of moles of fluoxetine delivered
Number of moles of electrons transferred × 100% (7.1)

7.3.2 Controller

Sliding mode control is known for its ability to deal with uncertainties and

unmodelled dynamics of a system [83]. This is due to their design, where once

the controller drives the system to the designed sliding manifold, the system stays

there, sliding along the manifold until it reaches equilibrium. The major issue with

the control design is the chattering of the control signal that tends to appear [101].

There have been many methods to deal with this so the control method can be

applied in real-life systems. It is applied in robotics, process control, induction

motors, and power converters [23, 68, 100].

A similar sliding mode controller developed in [33] is being utilized for this out-

put feedback control experiment (see Fig 7.2). The controller developed in [33]

was shown to perform well with a mechanistic model of an ion pump where satu-

ration can occur. These challenges are ones that we are expected to encounter in

these experiments and inspired confidence that the proposed controller would be

a viable.

To begin, we consider our system to be an affine nonlinear system with input

saturation represented by the following state space model



ẋ = f(x) + g(x)ϕ(u) + δ(t)

u̇ = ν

y = h(x),

(7.2)
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Figure 7.2: Closed-loop control architecture of actuating the ion pump to achieve
the desired current value in order to control the concentration of fluoxetine.

where x ∈ Rn is the state vector. In our in vitro experimental setup, y is current

being read from the system. An artificial control signal ν ∈ Rm is introduced

to help reduce the known chattering issue with sliding mode controllers. The

output of the actuating function ϕ(u) ∈ Rm is the control input vector. In this

application this is the voltage applied to the system. y ∈ Rn is the output vector

of the system. In the experiment here y = x which is the read current from

the system. The function f(x) ∈ Rn is an unknown locally Lipschitz nonlinear

function and g(x) ∈ Rn×m is an unknown input coefficient value. The time-varying

variable δ(t) ∈ R is a sufficiently smooth disturbance occurring throughout the

experiment. We design the manifold as

s = Ke + ė, (7.3)

where K is a positive constant, and e is the error defined as

e(t) = x(t) − r(t), (7.4)

x(t) is the current value, and r(t) is the desired reference value for the current.

The sliding mode controller then calculates the artificial control input to be
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used for calculating the actual control signal to be sent to the ion pump

ν = µρsign(Qs), (7.5)

where ρ is a positive coefficient and Q is obtained as

Q = g(x)∇uϕ(u). (7.6)

We require the sign of g(x) which is found through experiments to be µ = −1,

which is the case when the response of the system is monotonically increasing

with the input. In some cases, the rate of change in the response could be faster

or slower in one direction than the other. Therefore, we introduce a heuristic

switching algorithm 4 for better adaptation to these conditions.

Algorithm 4 Gain update Algorithm
Set parameters ρ1, ρ2
if e(i) > 0 then

Set ρ = ρ1
else

Set ρ = ρ2
end if

The actuating function used here is defined as

ϕ(u) = Amaxsin(u), (7.7)

where Amax is the max/min voltage allowed by the ion pump. For the experiments,

we set Amax = 3. To help reduce the chattering signal that tends to occur with

sliding mode controllers, ν is integrated to get u. Integration is done using the

trapezoidal rule where we have a sampling time of T = 1 sec. It should be noted

that using the trapezoidal rule causes us to start the algorithm at t = 2 sec.
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Finally, to make sure we stay in the saturated region, we applied ϕ(u) to get the

final voltage that will be applied to the ion pump

usat = ϕ(u(t)). (7.8)

Algorithm 5 shows the detailed description of the implementation of the de-

veloped algorithm.

Algorithm 5 Sliding Mode Control Algorithm
Set parameters K, n, r(i), T, µ, u(1)
for i = 2 : n, do

Read the current output y(i)
e(i) = y(i) − r(i)
s(i) = Ke(i) + ˙e(i)
Call Algorithm 4
ν(i) = µρsign

(
s(i)Amax cos (ui−1)

)
u(i) = u(i − 1) +

(
ν(i)+ν(i−1)

2T

)
usat(i) = Amax sin

(
u(i)

)
end for

For details regarding the stability proof of the developed controller, readers

are referred to our previous work [33]. One thing to make note of is, that stability

cannot be proven in application due to not having accurate model information.

Through experimental trial and error, the parameters can be adjusted to have the

controller work properly.

7.3.3 Experimental Setup
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Figure 7.3: Schematic of the experimental closed-loop set up. The error is
computed using the values of the current output read from the ion pump and the
desired reference value. The sliding mode controller evaluates the next voltage
value. This is sent to the external voltage controller with Raspberry Pi through
a WiFi connection with the laptop running the control algorithm. The external
voltage controller applies the value through a connected cable from the ion pump.
After the voltage has been applied, the external voltage controller reads the current
from the ion pump and sends it back to the laptop with the control algorithm
through WiFi closing the loop.

The ion pump is integrated with a printed circuit board (PCB) interface which

connects the electrodes in the pump to an external power supply. We use silver

pins and a conductive silver paste to connect the Ag/AgCl electrodes in the reser-
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voir to the PCB which is then soldered to the ion pump. Jumper cables are used

to connect this PCB to a Raspberry Pi based external voltage controller which

can connect to the WiFi [69]. The device is seated in a six-well plate with a

buffer solution acting as the target for delivery. The external voltage controller

applies the control commands it receives from the sliding mode controller to the

ion pump. The setup is able to successfully apply up to 16 different voltages with

a resolution of 1.95mV per channel. In addition, it is able to successfully read up

to 16 current values from the ion pump but at a potential sacrifice in the accuracy

in the reading, where the resolution of the current reading is 0.125nA. This could

lead to extra uncertainty in the system.

Fig 7.3 shows the closed-loop experimental setup. The error is calculated using

the value of the current output read from the ion pump and the desired reference

value. The sliding mode controller evaluates the next voltage value to drive the

current towards the desired reference. This is sent to the Raspberry Pi through

a WiFi connection between the Raspberry Pi and a laptop where the control

algorithm is running on. The Raspberry Pi applies the voltage value to the ion

pump through a connected cable. This closes the loop.

7.4 Results

7.4.1 In silico

Model

To demonstrate the ability of the sliding mode controller to control the current

in an ion pump and to verify its stability, the model of the proton pump developed

chapter 6 is used. To briefly remind the reader, the data used for the model was

collected during controlling the change in the mean fluorescence intensity of media
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in a proton pump in chapter 4. The model is as follows

u > ϵ


ẋ1 = D(x2 − x1) + u c1x2

d1+x2
− gx1

ẋ2 = D(x1 − x2) + u c1x2
d1+x2

ϵ ≥ u > 0


ẋ1 = D(x2 − x1) + u cc1x2

dd1+x2
− gx1

ẋ2D(x1 − x2) + u cc1x2
dd1+x2

0 ≥ u ≥ δ


ẋ1 = D(x2 − x1) + u cc2x1

dd2+x1
− gx1

ẋ2 = D(x1 − x2) + u cc2x1
dd2+x1

δ > u


ẋ1 = D(x2 − x1) + u c2x1

d1+x1
− gx1

ẋ2 = D(x1 − x2) + u c2x1
d2+x1

.

(7.9)

x1 is the ion concentration in the area we are trying to control the mean flu-

orescence intensity and x2 is the ion concentration in the ion reservoir and ion

bridge. Variable D is the natural diffusion rate of the dye into the media. The

variable u is the applied voltage into the system. The parameters ci and cci are

the maximum rates of change of the ions in the hill function due to u. Parameters

di and ddi are the half maximals values of the hill function. Although x1 is the

ion concentration in only a small portion of where the image is taken, diffusion

should still be accounted for since ions can still flow freely through the area. The

variable g is added as a leakage term to account for this.

The ability of the sliding mode controller is shown using the model and per-

forming output feedback control using the algorithm. Although an actual value

can’t be found to show stability, from the proof, it is reasonable to assume that

a large enough value for ρ will allow for stability. The drawback of using a large

value for ρ will be an increased amount of chattering in the control signal, but it
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is an acceptable tradeoff for stability. We demonstrate the ability of the controller

to perform well using two different trajectories: a slow decline and a constant

trajectory.

Figure 7.4: In silico results of the sliding mode controller. Left, are the results
when the trajectory is a slow decline. Right, are the results when the trajectory
is constant. The top plots is the output of the model, the middle shows the error
between the system output and reference, and the bottom is the control value
being applied to the system.

The results of the in silico study are shown in Fig 7.4. The top plots are the

system responses in blue and the reference being tracked in red. Middle plots show

the error. Bottom plots show the control effort being the sliding mode control. The

left plots are for a decreasing reference value while the right plots are for a constant

reference of 17.5 fluorescence mean pixel value. We show sliding mode controller

does chatter a bit, but is able to keep the system the fluorescence intensity, x1,

near the desired trajectory. We see that the error is kept low throughout both
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simulations.

7.4.2 In vitro

Fig 7.5 shows experimental results for feedback control on current in the ion

pump device using sliding mode control. In the first column the blue lines indicate

the desired current set as a reference for the feedback control algorithm. The red

line is current being measured from the device in real-time. The second column

shows the controller output (i.e., voltage) being applied to the ion pump in green.

The third column shows corresponding tracking error in cyan.
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Figure 7.5: Experimental results for feedback control on current in the ion pump
device using sliding mode control. Row (a) shows ion pump response to a constant
reference signal at 1200nA. Row (c) shows ion pump response to step changes
in the reference signal starting at 1500nA dropping by 300nA each 400 seconds.
Row (b) shows ion pump response to a gradual decline reference signal beginning
at 1500nA and ending at 900nA.The blue line in the first column indicates the
desired current set as a reference for the feedback control algorithm. The red
curve represents the measured current from the device in real-time. The second
column shows the control output that is delivered to the device in green. The
third column shows the error between the desired and measured current referred
to as tracking error in cyan.

We establish a value for the reference signal by estimating the amount of
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current required to deliver a dosage of 0.45mg fluoxetine. Based on device cal-

ibration, we estimate that a current of 1.2µA (1200nA) is required to meet the

desired dosage of biochemical.

In the first experimental setup (see Fig 7.5(a)), we test the controller’s perfor-

mance on a constant reference signal of 1200nA. In the second experiment (see

Fig 7.5(b)), we test the controller’s performance on a gradual descending reference

signal starting at 1500nA dropping to 900nA by the end of the experiment. In the

third experiment (see Fig 7.5(c)), we test the controller’s performance on a step

wise descending reference signal starting at 1500nA, dropping by 300nA every 400

seconds. Note the fluctuations around the reference signals at the steady-state has

relative error of less than 7% in all the experiments. We set the steady-state to

be after the first 100 seconds of the experiment to allow for all three runs to reach

the reference from the starting current of 0nA. Since the amount of biochemical

delivered is determined by integrating over the measured current, we don’t expect

that the high frequency fluctuations in current measurements has a high impact

on the overall uncertainty in the biochemical delivery. Although the fluctuations

make it difficult to keep the current exactly at the reference, the average current

throughout each experiment can be calculated to show the desired amount of flu-

oxetine is being delivered. The averages for each reference signal as as follows:

constant - 1171.49nA, gradual decline - 1166.45nA, decreasing steps - 1184.75nA.

Table 7.1 shows the relative error information along with the averages.

Table 7.1: Quantitative measures of all the experiments.

Experiment average output signal average steady-state relative error
constant 1171.49nA 7%
gradual decline 1166.45nA 6%
decreasing steps 1184.75nA 7%
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7.5 Discussion

We see that the controller had to gradually increase the voltage applied to the

ion pump in order for it to maintain the constant reference. This is due to the

device’s decaying performance as the experiment wears on. This highlights the

need for an adaptive control strategy and why open-loop control could not deliver

the amount of concentration wanted. One thing to notice is that the average cur-

rent throughout the experiment was always lower than the actual reference. This

leads to the idea of increasing the reference slightly passed the wanted reference

to offset the consistent error being seen.

A challenge that needs to be addressed to achieve better control of the ion

pump is the selection of the tuning parameters. The reason for this is that the

efficiency of the ion pump tends to decline over time. This would mean that the

response will change later in the experiments which could affect the performance of

the sliding mode controller. Adaptive parameters could lead to better performance

since they would adjust as needed to the varying response of the ion pump.

Some of the oscillatory behaviour of the current could be due to the interfacing

board used. When the controller sends a voltage value that is smaller than the

resolution of 1.95mV then the board is unable to send the exact voltage value.

This can cause slight oscillatory behavior with the current as small changes in

voltage are able to cause large changes in the current as seen in Fig 7.5. Although,

exact control of the current at the reference is not achievable, we see in Table 7.1

that the average of the current is near the desired value and is within acceptable

relative error bounds.

This application can have an impact on the wound-healing field. People can

respond differently to the same applied medical treatment for reasons such as

age, ethnicity, and genetics [58]. This makes it difficult for physicians to treat
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people optimally. Through precision medicine, custom treatment options can be

created depending on an individual’s needs. Closed-loop control allows for the

customization of the treatment strategy by changing the strategy in real-time as

new information is being given [24]. This can be done by interfacing the feedback

control regulated ion pump presented here with a higher-level control algorithm

that provides the reference signal. In this way, wound healing might be treated

by sensing how well a wound is responding to a specific treatment and changing

the dosage of biochemicals as needed in real-time.

7.6 Conclusion

We demonstrated a method for delivering a desired amount of biochemical

using closed-loop control. By finding the efficiency of the ion pump in delivering

fluoxetine, we know the amount of fluoxetine being delivered using the current of

the device. A sliding mode controller was used in vitro and it successfully kept the

current at the desired reference, which allowed the desired amount of fluoxetine

to be delivered.
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Chapter 8

Control of cell migration using

model predictive control

This chapter is currently finishing revisions for publication. The dissertation

author was the primary investigator and author of this paper.

8.1 Introduction

Cell migration is required for proper development and health. It is involved

in stem cell homing, tissue regeneration, and immune response [16, 59]. Cell

migration also plays a role in disease, where cancer cells use movement toward

the vasculature to cause cancer metastasis. It also can cause arthritis and asthma,

where an abundance of inflammatory cells collect during cell migration [93]. In

an effort to elicit wanted responses from biological systems using electric fields,

bioelectronics, have shown their ability to help when leveraging feedback control.

An example being [81], where the authors were able to control the membrane
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voltage of mammalian stem cells.

One way cell migration occurs naturally in the body is through electrical sig-

nals. Physiological electric fields (EF) have been sensed during wound healing and

embryonic development [20]. Leveraging an electric field to direct cell migration

can be done utilizing bioelectronics [102]. One concern is eliciting an undesired

system response by applying an electric field. This is why an effective closed-loop

control setup is necessary to reduce offset effects while achieving the desired goal.

A control method that is capable of minimizing the control effort is model

predictive control [30]. However, this can be difficult to achieve since predictive

models of biological systems are hard to derive due to their complexity and how

important models are for developing control algorithms. Due to models not being

able to capture the system exactly, another control method that can be viable is

sliding mode control. This is because of its robustness to uncertainties, although

it comes with a tradeoff of oscillation in the system response [19].

Although a mathematical model can be difficult to derive for a biological sys-

tem, deep learning has proven to be an alternative method to derive a model of a

system. Long short-term memory (LSTM) deep learning models have shown an

ability to capture temporal patterns for time series predictions [36]. In [76], the

authors developed a predictive deep-learning model for the migration of Cranial

Neural Crest Cell (CNCC) under an electric field. They were able to show the

models’ ability to predict CNCC’s cell migration for one-time step ahead. In ad-

dition, they have shown the models’ ability to be adapted for one-time step ahead

prediction of other cell types (i.e., keratocyte and keratinocyte) migration using

transfer learning. With a predictive model, it is possible to develop a control al-

gorithm for cell migration while minimizing the control effort. Minimizing the EF

applied will help limit any offset effects, such as the polarization of macrophages
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[12].

In this paper, we propose a switching controller that utilizes a model predic-

tive controller and a sliding mode controller. The sliding mode control will be

used when the error exceeds a certain bound. The design of the sliding mode

controller can be found in [33]. Once the controller is within the bound, the

model predictive controller is used to compute the control signal sent to the sys-

tem. This combination should allow for the system to be driven to the reference

with minimal oscillations.

8.2 Methods

In this section, we introduce the deep-learning model used and briefly describe

how it works. We then discuss the model predictive controller, propose a switch

control and briefly describe how the in silico setup works.

8.2.1 Deep Learning Model

In [76], LSTM models were developed for cell migration under an electric field.

It was trained on data using cell movement under different electric field strengths.

Figure 8.1 shows how the data was quantified and the model created. In Figure

1-a, we see that the original positions of each cell tracked is given. This is then

quantified by a metric termed directedness at each time step using the cosine of

θ (i.e., cos(θ)). The θ angle is calculated based on the original position of the

cell at time 0 acting as the center. One line extends the cell’s position at the

current timestep, and the other line that gives us angle θ is the direction of the

electric field. This leaves us with directedness values for all the tracked cells at

each timestep. This data was then used to train the LSTM model. In Figure 1-b,
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we see that the input to the LSTM model is the previous 20 directedness values

of the cells, the previous 19 EF inputs, and the current EF value applied to the

system (20 total). The LSTM model uses this information to predict the cells’

directedness values for the next time step.

Figure 8.1: a) Quantifying cell movement from the data. b) How the LSTM
model works.

Figure 8.2: The LSTM models ability to prediction of CNCC’s cell migration
under various EFs.

We see in Figure 8.2 that the models successfully predict the CNCC’s cell

migration data. This gives confidence that the models can be used for a model
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predictive control framework.

8.2.2 Controller

Model predictive control leverages a model to achieve an optimal goal designed

in the cost function. The cost function normally tries to minimize the error

between the desired trajectory and the output of the system and control effort.

To effectively perform this, the MPC controller uses future predictions within

a receding horizon. This allows the controller to search the possible solutions

throughout the horizon to pick the best control value to push the system toward

the reference within those time steps. This is an advantage since looking at

multiple future time steps allows the controller to account for future dynamics

that other control methods, such as PID, are not able to do. The difficulty for

MPC to succeed lies in the model. If the model isn’t able to properly predict the

system response, it can lead to poor control performance. To help mitigate this,

the system error is also added to the cost function shown in equation 8.1.

We set up the control problem as follows

minimize
u

J(x(k), u, es)

subject to x(k + 1) = f(x(k), u)

x(k) = x0

0 ≤ u ≤ 0.2

where the cost function is defined as

J(x(k), u) = 1
2M

M∑
i=1

(
xk+i − rk+i

)2
+ 1

2e2
s + 1

2u2. (8.1)
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The receding horizon length is M , the reference is rk+i, the model predictions are

xk+1, and es = yk −rk is to account for the actual system error at the current time

step. This allows us to add information about the system response since the model

does not represent the system perfectly. The input of the system is represented

by u. The constraint on u is because the data used to create the LSTM models

is bounded by [0,0.2]. One important thing to mention is that the control effort

calculated is used throughout the entire horizon rather than at individual time

steps in the horizon, as shown in Figure 8.3. This was done for two reasons: 1)

computation time and 2) that the correct control value would work throughout

the whole horizon as seen in the data [76].

Past

Predicted Horizon

Future

k k+1 k+2 k+nk+n-1…

Reference
Predicted output
Previous output
Predicted control input
Previous control input

Figure 8.3: Figure illustrating the receding horizon strategy

To help with keep ensure that the MPC controller is working within an interval

around the reference trajectory, a sliding mode controller is used to push the

system within an ϵ bound. When the system is within bounds, the MPC controller

takes over and is used to try and keep the system around the reference. Figure 8.4

depicts how the switching controller works. The sliding mode controller is used

due its robustness to uncertainties [19] and the design can be seen in Chapter 7.

For the overall control strategy, an error is calculated between the reference

and the system output. The error is sent to both controllers, and the MPC
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𝜀

𝜀

Sliding Mode Control

Sliding Mode Control

Model Predictive Control

Model Predictive Control

Figure 8.4: Schematic of the switching setup

controller is also given the output information of the system. The MPC controller

uses the SQP optimizer to find the control value that minimizes the cost function

throughout the horizon. At the same time, the sliding mode controller picks a

value that will drive the system to the reference trajectory. The sliding mode

controller value is used if the error is outside the bound. The MPC controller

value is used if the error is within the bound. This is sent to the system that

gives the next output. The output is returned to the MPC controller and is then

returned with the reference to get an error. Figure 8.5 shows a block diagram of

the overall control strategy.

8.2.3 Simulation setup

For the in silico study, two different LSTM models from [76] are used to

represent the model for the MPC and the actual system. The models have similar

behavior but exhibit unique transients. This was done since models, even with

deep learning, are hard to make such that they perfectly capture the response of

the system to an actuation. The goal is to have the average directedness of the

cells track the reference while minimizing the control effort.

The receding horizon chosen is 8. This is due to earlier simulations suggest-
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Model

Optimizer

System

Reference

Output
MPC Controller

u

Sliding Mode 
Controller

Control 
Switch

e

u_SMC

u_MPC

Figure 8.5: Schematic of the switching controller setup

ing this was a good compromise between computation time and accuracy. For

optimization, fmincon leveraging SQP is used due to its faster computation time.

The error threshold and step size change for the control input found through op-

timization is made larger to allow faster convergence at the expense of accuracy.

The model is run for 100 timesteps. Each timestep represents 5 minutes.

We run a simulation where the parameters on the optimization scheme are set

to default and there is no time constraint put on the optimization process. This

was to verify that the MPC controller would work well when allowed to run as

long as it needed. It also shows the differences between the LSTM models used for

the model and system in the MPC set up. Then a total of 9 simulations are run

comparing three control strategies: MPC, sliding mode control, and the proposed

combination control utilizing both MPC and SMC for various parameter settings.

The paramaters for the fmincon SQP optimizer are as follows: max iterations

allowed was 25, Function tolerance was 0.005, and Step tolerance was 0.01. There

was also a stopping function to stop the optimizer after 190 seconds of run time.
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All follow a constant reference where the first reference is set to -0.55, and then

the reference decreases each time by -0.025 until it reaches -0.75 for the final

simulation. The voltage allowed is bounded between [0,0.2] since these are the

bounds of the voltage the LSTM model was trained on. 50 cells are initialized for

the LSTM model, and the average directedness value of the cells is used as the

output.

8.3 Results

Figure 8.6 shows the ability of the MPC controller to drive the system to the

reference when we set the reference to -0.7. The issue is the computation time

which we see, takes longer than allowed for the experiments in Chapter 5. The

average computation time for the simulation was 863 seconds, about 3 times more

than wanted since the sampling time in in vitro experiments are 300 seconds.

Figure 8.6: In silico result with no thresholds. Reference is set to -0.7.

All the simulations below meet the requirement of under 5 minutes of com-

putation time after changing the parameters for the optimization and adding a

stopping function to limit the time allowed for the optimizer. This is wanted to

show that this method could be applied to the EF experiments shown in chapter 5.

Figure 8.7 shows the results for the three highest reference values: -0.55, -0.575,

-0.6. We see that the MPC controller was unable to drive the average directedness
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of the system toward the reference. The proposed SMC+MPC switching controller

tends to take on similar control inputs as the sliding mode controller for the

two lower reference value plots. When the reference value is -0.6, we see that

the SMC+MPC switching controller starts to have a smoother control input and

oscillates less.

Figure 8.8 shows the results for the three middle reference values: -0.625,

-0.65, -0.675. Here, we see that the MPC controller performs better than in

Figure 8.7. The MPC controller is able to drive the system response toward the

reference value but only settles on it when the reference is -0.65. The sliding mode

controller continues to oscillate but begins to oscillate less in the final plots when

the reference is -0.675. The SMC+MPC continues to use the MPC portion of

the controller for the majority for the simulations except for in -0.625 where the

system response seems to go out of the ϵ bound twice, and the SMC portion is

used to drive back into the bound.

Figure 8.9 shows the results for the three lowest reference values: -0.7, -0.725,

-0.75. These average directedness values would mean a strong moment of cells

towards to the cathode. The MPC controller overshoots the reference for the 3

different simulations shown. The sliding mode controller has less oscillations in

these simulations when compared to 8.7 and 8.8. The SMC+MPC did overshoot

and go beyond the ϵ bound but was pushed back in after the SMC controller was

switched on for a short time.

Tables 8.1 and 8.2 show that the MPC controller always performed worse

regarding the error. MPC generally had the lowest control input when it was

the most inaccurate. Once it performed better, the mean control input was the

second highest. The MPC controller was always the worst in terms of mean

absolute error (MAE), as seen in 8.1. This was due to it taking longer to drive
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the system toward the reference. The sliding mode controller would oscillate in its

control input which would cause an oscillation in the system response. Despite the

oscillation, the SMC controller was second in error and came in second or third

for the mean control input value. The proposed SMC+MPC controller performed

the best in terms of mean absolute error for all the simulations. It also ended up

having the highest mean control effort as shown in Table 8.2. Before those, it was

typically second in control effort.
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Figure 8.7: In silico results for 3 experimental runs. The top row has a reference
value of -0.55, the second row has a reference value of -0.575, and the bottom row
has a reference value of -0.6. The first column is the system response of each
simulation, the second column is the control input applied to the system, and the
final column is the computation time.
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Figure 8.8: In silico results for 3 experimental runs. The top row has a reference
value of -0.625, the second row has a reference value of -0.65, and the bottom row
has a reference value of -0.675. The first column is the system response of each
simulation, the second column is the control input applied to the system, and the
final column is the computation time.
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Figure 8.9: In silico results for 3 experimental runs. The top row has a reference
value of -0.7, the second row has a reference value of -0.725, and the bottom row
has a reference value of -0.75. The first column is the system response of each
simulation, the second column is the control input applied to the system, and the
final column is the computation time.
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Table 8.1: Mean absolute error for the three different control strategies across
all references used.

MPC SMC SMC+MPC
MAE (-0.55) 0.1974 0.0829 0.0722
MAE (-0.575) 0.1581 0.0851 0.0768
MAE (-0.6) 0.1687 0.0917 0.0808

MAE (-0.625) 0.1118 0.0953 0.0873
MAE (-0.65) 0.1222 0.0999 0.0862
MAE (-0.675) 0.1249 0.1064 0.0876
MAE (-0.7) 0.1345 0.1168 0.0924

MAE (-0.725) 0.1570 0.1297 0.1076
MAE (-0.75) 0.1574 0.1375 0.1108

Table 8.2: Mean control effort for the three different control strategies across all
references used.

MPC SMC SMC+MPC
MCI (-0.55) 0.0746 0.0926 0.0902
MCI (-0.575) 0.0797 0.0963 0.0936
MCI (-0.6) 0.0813 0.0978 0.0965

MCI (-0.625) 0.0945 0.1014 0.0997
MCI (-0.65) 0.0978 0.1033 0.1029
MCI (-0.675) 0.1033 0.1024 0.1115
MCI (-0.7) 0.1083 0.1013 0.1129

MCI (-0.725) 0.1096 0.1119 0.1207
MCI (-0.75) 0.1135 0.1137 0.1246

124



CHAPTER 8. REVISITING CELL MIGRATION WITH AN ELECTRIC
FIELD -LEVERAGING MODEL PREDICTIVE CONTROL

8.4 Discussion

When comparing the simulation where default optimization settings and no

stopping function was used vs. where they were put in place, we see that the MPC

controller loses some performance in tracking, but overall is acceptable considering

the decrease in computation time. The controller can still achieve the wanted

response of the system with a lower control effort than seen in Chapter 5.

We see that all the control algorithms did lower the magnitude of the mean

control effort compared to what was seen in chapter 5. Although the MPC con-

troller failed to perform well when the reference value was higher than -0.65, it

could drive the system toward the reference when lowered. Considering the exper-

imental goals in Chapter 5 to control cell migration, we should expect references

between ±[0.6, 0.8] to most likely be used.

The reference values between [−0.5, −0.625] showed that the MPC controller,

with all the constraints and proposed receding horizon, failed to drive the sys-

tem to the reference throughout the simulation. This is where the sliding mode

controller showed that it could perform well, although it did oscillate about the

reference for all simulations. The proposed switching controller was able to take

the best parts of both of these and drive the system toward the reference.

Since all control methods were under the time constraint, it shows that all

methods would be viable in a similar experimental setting seen in Chapter 5.

Although the proposed switching controller did have a slightly higher mean control

value in most situations, it did have the lowest mean absolute error. This gives

confidence that it would be an appropriate control strategy for controlling cell

migration while minimizing the control effort. This is important since electric

fields are known to help cause the polarization of macrophage cells [12, 43]. An

untimely increase of M2 cells during the wound-healing process can hinder wound
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healing time rather than expedite it [45].

The proposed switching control algorithm could still be improved by choosing

different thresholds, using a radial basis function neural-network estimator to

estimate the difference between the model and the system output, and optimizing

the code to run faster. Chapter 3 showed that the radial basis function neural

network can be used as a next-step predictor in an online fashion. This could

increase the accuracy in the early timesteps where the model and system differ in

their responses.

8.5 Conclusion

Minimizing the control effort (voltage) to drive cell migration is beneficial to

help reduce unwanted side effects. To this end, a switching controller is proposed,

which uses a sliding mode controller and a model predictive controller. An in silico

study is performed using the three controllers across several reference values. All

three did lower the magnitude of the mean control effort. The MPC controller

never had to use the max control value (0.2v) allowed. The difference between the

three control methods came in their ability to drive the system to the reference

and computation time. In keeping the system near the reference, the switching

controller performed better than the other two controllers for all references chosen

and had the lowest mean absolute error.
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Chapter 9

Conclusion

This work was motivated by the need to control bioelelectronics to aid in

precision medicine. Bioelectronics are now better able to integrate with biology

allowing them to help in areas never thought of before. Currently, most methods

using bioelectronics are in an open-loop fashion where predetermined delivery of

therapeutics is done. The issue with this is that people tend to react differently

to different treatments and this could cause overexposure to some therapeutics.

In order to provide personal medicine to a patient, closed-loop control of bio-

electronics is needed. We initially leverage data-driven control for this task since

modeling complex systems can be impossible. Through the use of an RBF-NN to

approximate the ideal control law, we were able to control the change pH and cell

migration in a desired way. A sliding mode controller was then used for
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9.1 Summary of work

Chapter 3 introduces the radial basis function neural network as a predictor for

an optogenetic dataset. A predictor is important because you are able to better

control a system when you know what to expect when there isn’t a model or a

complete model of the system. The RBF-NN showed it was a capable predictor

of the dataset in an online fashion (i.e., no training of the neural network was

needed).

In Chapter 4, we addressed how to cope with controlling biological systems

with the absence of prior knowledge of the system. This was due to the com-

plexities in attempting to model the biological system. The RBF-NN was able to

successful in trying to keep the pH value at the wanted reference. Although, it

did work for many runs, issues appeared when keeping the minimum value of the

EF allowed for too long. Saturation would occur causing delays for the controller

when a change in the reference occurred.

In Chapter 5, we addressed this issue be developing an updated version of the

RBF-NN used. The updated version lost the bias term but added projection to

the weights in an effort to keep the control output near the bounds of the allowed

EF. The method showed improvement in dealing with saturation when using a

model of cell directedness. The controller was than utilized in an experiment and

compared with the industry standard controller, a PID. The controller performed

better than the PID but did have issues staying in the bounds due to parameter

values not being tuned well enough.

Chapter 6 had us building a qualitative model of the proton pump. The

reason behind this was to verify that future controllers would be able to stabilize

the system since most of the experimental work is done using these proton pumps.

In Chapter 7 he model is used to show that a sliding mode controller is capable
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of keeping the pH at a wanted reference in silico. It was than used in vitro to

control the delivery of Fluoxetine, a therapeutic drug.

In the final chapter of work, Chapter 8, we revisit the goal of controlling the

migration of cells using an electric field. We noticed in 5 that the control strategy

would typically be at the min/max current values allowed. Although the strategy

worked, we wanted to mitigate the polarization of cells due to an EF. To do

this we propose a switching controller which uses a sliding mode controller and

a model predictive controller. Deep learning models were developed in [76]. We

use two of these models to build the switching control framework. We show that

the controller performs better than the sliding mode controller and the model

predictive controller separately.

9.2 Areas for future work

We saw that the switching controller that utilized both a model predictive

control and sliding mode control could drive the system toward the reference with

less control effort required from experiments. It did have some issues keeping

the system at the reference, though, and would allow for some overshooting or

undershooting and just staying within a certain bound. To help mitigate this,

more work can be done on the cost function, optimization thresholds, and adding

an estimator to account for the differences in the model compared to the actual

system. We saw in 3 that the RBF-NN can act as an online predictor. This could

be utilized in the model to help estimate the difference between the model and

the system response.

Adaptive learning rates could be an area of improvement for the sliding mode

controller and the RBF-NN controller. We saw in 5 that due to poor parameters,

the control output was able to grow beyond the control constraints by a large
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margin. Also, due to the differing performance of the bioelectronic ion pumps, we

saw that the sliding mode controller had to increase the control effort to maintain

a constant reference. This suggests that adaptive parameters that change as the

system does might help in overall performance of the controllers.

We have been accumulating more and more macrophage cell migration data

but with varying amounts of timesteps. This makes training a deep learning model

difficult. A goal would be to learn different methods that allow you to use varying

sets of data with different time steps to train a model still to give good predictive

results.

Finally, we see that tracking a state such as recruitment index or directedness

is difficult due to the large time steps required in experiments. This can lead to

some overshoot from long exposure to a high control input. To help mitigate this,

another control strategy, such as funnel control, could be utilized. Funnel control

aims to keep the error within a certain bound of a wanted reference. Since the

cell migration goal aims at having a strong directedness, keeping the directedness

within a certain bound should accomplish the task.
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