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Changes in concentrations of cervicovaginal 
immune mediators across the menstrual 
cycle: a systematic review and meta-analysis 
of individual patient data
Sean M. Hughes1, Claire N. Levy1, Ronit Katz1, Erica M. Lokken1,2, Melis N. Anahtar3, Melissa Barousse Hall4, 
Frideborg Bradley5, Philip E. Castle6,7, Valerie Cortez8, Gustavo F. Doncel9, Raina Fichorova10, Paul L. Fidel Jr11, 
Keith R. Fowke12, Suzanna C. Francis13, Mimi Ghosh14, Loris Y. Hwang15, Mariel Jais16, Vicky Jespers17, 
Vineet Joag18, Rupert Kaul19, Jordan Kyongo20, Timothy Lahey21, Huiying Li22, Julia Makinde23,24, 
Lyle R. McKinnon12,25,26, Anna‑Barbara Moscicki15, Richard M. Novak27, Mickey V. Patel28, Intira Sriprasert29, 
Andrea R. Thurman9, Sergey Yegorov30, Nelly Rwamba Mugo2,31, Alison C. Roxby2,32,33, Elizabeth Micks1*, 
Florian Hladik1,32,33*   and The Consortium for Assessing Immunity Across the Menstrual Cycle 

Abstract 

Background: Hormonal changes during the menstrual cycle play a key role in shaping immunity in the cervicovagi‑
nal tract. Cervicovaginal fluid contains cytokines, chemokines, immunoglobulins, and other immune mediators. Many 
studies have shown that the concentrations of these immune mediators change throughout the menstrual cycle, but 
the studies have often shown inconsistent results. Our understanding of immunological correlates of the menstrual 
cycle remains limited and could be improved by meta‑analysis of the available evidence.

Methods: We performed a systematic review and meta‑analysis of cervicovaginal immune mediator concentra‑
tions throughout the menstrual cycle using individual participant data. Study eligibility included strict definitions 
of the cycle phase (by progesterone or days since the last menstrual period) and no use of hormonal contraception 
or intrauterine devices. We performed random‑effects meta‑analyses using inverse‑variance pooling to estimate 
concentration differences between the follicular and luteal phases. In addition, we performed a new laboratory study, 
measuring select immune mediators in cervicovaginal lavage samples.

Results: We screened 1570 abstracts and identified 71 eligible studies. We analyzed data from 31 studies, encom‑
passing 39,589 concentration measurements of 77 immune mediators made on 2112 samples from 871 participants. 
Meta‑analyses were performed on 53 immune mediators.

Antibodies, CC‑type chemokines, MMPs, IL‑6, IL‑16, IL‑1RA, G‑CSF, GNLY, and ICAM1 were lower in the luteal phase 
than the follicular phase. Only IL‑1α, HBD‑2, and HBD‑3 were elevated in the luteal phase. There was minimal change 
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Background
Rationale
It is important to understand immunity in the cervi-
covaginal tract (CVT) given its key role in pathogen 
entry for sexually transmitted infections (STIs). A clear 
understanding of CVT biology is crucial for interven-
tion studies with immune outcomes (such as HIV pre-
exposure prophylaxis, treatment of bacterial vaginosis, 
and mucosal vaccination). In addition, understanding 
the immune consequences of new forms of hormo-
nal contraception requires understanding this natural 
baseline.

The menstrual cycle has important effects on CVT 
immunity. The follicular or proliferative phase of the 
menstrual cycle starts on the first day of menstrual bleed-
ing and is characterized by increasing estradiol and low 
progesterone. The luteal or secretory phase of the cycle 
begins following ovulation and is characterized by high 
progesterone. Multiple studies suggest that immunity 
changes in the CVT across the menstrual cycle, but it is 
unclear whether STI risk peaks at a particular stage of 
the menstrual cycle. One hypothesis holds that the luteal 
phase represents a “window of vulnerability” to STIs, 
where immunity is suppressed to allow tolerance of a 
possible embryoblast [1]. This hypothesis, while plausi-
ble, remains unproven, with evidence mainly from stud-
ies of non-human primates [2–4] and from conflicting 
human studies [5–7].

Many published studies describe how immune media-
tors (cytokines, chemokines, immunoglobulins, and 
other factors) in the CVT change during the menstrual 
cycle [8–33]. Despite this abundance of studies, our 
knowledge of the immunological impact of the menstrual 
cycle remains somewhat lacking and could be improved 
by a systematic compilation of results from all stud-
ies. Moreover, for some immune mediators, data inter-
pretation is complicated at times by conflicting results 
between studies. For example, four studies have observed 
higher interleukin 6 (IL-6) concentrations during the fol-
licular phase [19, 21, 23, 26], while two other studies have 

observed higher IL-6 concentrations in the luteal phase 
[11, 12].

One reason for the variability observed in studies of 
immune mediators in the CVT may be the diversity of 
the experimental approaches used to collect and meas-
ure immune mediators. Sample types include cervico-
vaginal lavage (CVL), menstrual cup, brush, and swab. 
Assay types include ELISA, bead-based platforms (such 
as Luminex), and other antibody-based techniques. Men-
strual cycle phase has been determined by the date of last 
menstrual period and by serum or urine hormone levels. 
Outcomes include raw immune mediator concentrations 
or levels normalized to total protein. Determining which 
of these approaches to specimen collection and testing 
best capture the underlying biological changes would be 
of benefit to future studies.

To address these important gaps, we performed a sys-
tematic review and meta-analysis of individual partici-
pant data (IPD) of immune mediators in the CVT during 
the menstrual cycle. The primary objective of this study 
was to estimate differences in concentrations of immune 
mediators between the follicular and luteal phases of the 
menstrual cycle. The secondary objectives of this study 
were to compare how four technical factors (sample 
type, assay type, method of determining menstrual cycle 
phase, and normalization of immune mediator concen-
trations to total protein) influence the results and affect 
our conclusions about the changes that occur throughout 
the menstrual cycle.

In addition to summarizing previous studies, we per-
formed a new study of 200 paired cervicovaginal lavage 
samples from the follicular and luteal phases. This study 
had an exploratory component, where we measured 
immune mediators included in only few previous stud-
ies, and a validation component, where we specifically 
tested immune mediators estimated by the meta-anal-
ysis to differ across the menstrual cycle. By performing 
this additional study, we confirmed the accuracy of the 
meta-analysis and broadened our knowledge of immune 
changes across the menstrual cycle.

between the phases for CXCL8, 9, and 10, interferons, TNF, SLPI, elafin, lysozyme, lactoferrin, and interleukins 1β, 2, 10, 
12, 13, and 17A. The GRADE strength of evidence was moderate to high for all immune mediators listed here.

Conclusions: Despite the variability of cervicovaginal immune mediator measurements, our meta‑analyses show 
clear and consistent changes during the menstrual cycle. Many immune mediators were lower in the luteal phase, 
including chemokines, antibodies, matrix metalloproteinases, and several interleukins. Only interleukin‑1α and beta‑
defensins were higher in the luteal phase. These cyclical differences may have consequences for immunity, suscep‑
tibility to infection, and fertility. Our study emphasizes the need to control for the effect of the menstrual cycle on 
immune mediators in future studies.

Keywords: Menstrual cycle, Cytokine, Chemokine, Cervix, vagina, Female genital tract, Systematic review, Meta‑
analysis
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Methods
Protocol for systematic review and meta‑analysis
This methods section constitutes a protocol for a system-
atic review and meta-analysis. This protocol was drafted 
in advance of performing the review and submitted as a 
registered report. At the time of submission (July 2020), 
tests of the search strategy and of the abstract and manu-
script screening systems had been performed, but formal 
abstract screening had not begun. Prior to drafting the 
protocol, we performed a pilot meta-analysis with data 
obtained from several studies [10–12, 15, 19, 21, 23, 26]. 
These studies were screened in the same way as all other 
search results.

This protocol is in compliance with the Preferred 
Reporting Items for Systematic Review and Meta-Analy-
sis Protocols (PRISMA-P) guidelines [34]. The final man-
uscript complies with the Preferred Reporting Items for a 
Systematic Review and Meta-Analysis of Individual Par-
ticipant Data (PRISMA-IPD) guidelines [35]. Completed 
checklists are available in Additional file  1. The overall 
study design is shown in Table 1.

While performing the study, we needed to amend this 
protocol. In Additional file  2, we gave the date of each 
amendment, described the change, and gave the ration-
ale. Changes were not incorporated into this methods 
section.

Eligibility criteria
Study eligibility criteria
We included studies reporting original data on any 
immune mediator concentrations by menstrual cycle 

phase (determined by date of last menstrual period 
[LMP] or hormone levels, including progesterone, 
estradiol, and/or luteinizing hormone) in CVT samples 
from menstruating women. Immune mediators were 
defined as immune-related proteins, including cytokines, 
chemokines, immunoglobulins, antimicrobial peptides, 
and growth factors. We only included studies that meas-
ured concentrations using antibody-based methods (such 
as ELISAs, Luminex and other bead-based assays, and 
MSD assays). We did not include studies using other 
methods, such as gene expression or mass spectrometry-
based proteomics or metabolomics. CVT samples were 
defined as secretions or fluid, such as CVL, menstrual 
cup, or swab. We included unpublished studies that met 
our eligibility criteria.

Participant eligibility criteria
Participant-level eligibility criteria allowed us to include 
subsets of participants from studies where only some 
subjects were eligible (such as studies comparing pre- 
and post-menopausal women, where only the pre-men-
opausal women were included). Eligible participants 
were post-menarche, pre-menopausal, non-pregnant 
women not using hormonal contraception or an intrau-
terine device (IUD) and not receiving other exogenous 
hormones. Because intra-study comparisons of follicu-
lar and luteal phases were performed, each study had to 
have both follicular and luteal phase samples, but single 
samples from individual participants were eligible. We 
excluded participants who received a vaginal interven-
tion (including placebo), but participants receiving no 
treatment or a systemic placebo were eligible. Baseline, 
pre-intervention visits were acceptable (such as if all par-
ticipants had baseline visits, a cross-sectional analysis 
could be performed). Samples from women with cervi-
cal or vaginal pathology, such as bacterial vaginosis, vul-
vovaginal candidiasis, STIs, or cervical dysplasia, were 
eligible. We chose to include such samples because cervi-
cal or vaginal pathology is a normal part of life for most 
women at some point. In addition, we expected pathol-
ogy to have no association with cycle phase (for example, 
we expected BV to be equally common in both phases of 
the cycle), so it would not confound our menstrual cycle 
analysis.

Information sources
We searched PubMed, Web of Science, Embase, and 
the Global Health Database for articles and conference 
abstracts published in English since 2000 (inclusive). We 
also reviewed the bibliographies of included studies and 
relevant reviews to identify additional studies. As recom-
mended in chapter 4 of the Cochrane Handbook for Sys-
tematic Reviews of Interventions, we circulated our list 

Table 1 Study design

Stage Step

1 Protocol development

2 Database searches

3 Screen abstract search results

4 Screen full‑text manuscripts against 
eligibility criteria

5 Data extraction, risk of bias assess‑
ment, request IPD

6 Database searches with updated 
terms

7 Individual study analysis

8 Interim meta‑analysis

9 Choose immune mediators for 
exploratory and validation study

10 Wet lab: Perform exploratory and 
validation study

11 Incorporate exploratory and 
validation study results into final 
meta‑analysis

12 Grade strength of evidence
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of included studies to authors when requesting individual 
participant data and asked for recommendations of addi-
tional studies, whether published or unpublished [36].

Search strategy
Complete search strategies are listed in Additional file 1. 
These search strategies were designed in advance of per-
forming the study. We planned in advance that we could 
update the search strategies during the course of the 
study: specifically, if we found published studies through 
review of bibliographies or author recommendations that 
were not captured by our search strategy. In that case, 
we could update the search terms near the completion 
of this project so that the search would capture most of 
these additional studies as well. We would then screen all 
additional results found by the updated strategy.

Study records
Data management and selection process
Search results were de-duplicated using PubMed IDs, 
the text of the titles and abstracts, and manual review 
of duplicate DOIs. Abstracts were loaded into abstrackr 
[37] for screening. Two reviewers (CNL and SMH) 
independently screened all abstracts for eligibility. We 
obtained the full text of all articles identified as poten-
tially eligible by either reviewer. Both reviewers inde-
pendently reviewed full texts, guided by a Google Forms 
questionnaire (Additional file  1) to determine eligibility 
and record study information. We recorded reasons for 
exclusion of a study in the questionnaire. Differences in 
opinion were resolved by discussion. If the two reviewers 
were unable to agree, a third study author (FH) made the 
final decision. If conference abstracts appeared to meet 
inclusion criteria, but could not be linked to a publica-
tion, we contacted the authors to locate the publication. 
We attempted to extract summary data from all stud-
ies using the Google Forms questionnaire (Additional 
file 1). Specifically, if available, we extracted estimates of 
the difference in concentrations of each immune media-
tor between the follicular and luteal phases, as well as the 
statistical methodology used to generate that estimate. 
We anticipated that this summary data would be unavail-
able from many manuscripts.

Data collection process and individual participant data 
integrity
We requested individual participant data (IPD) from 
study authors via email, following up at least three times. 
We accepted data in any format provided. After receipt 
of IPD, we prepared a data summary document (includ-
ing the number of samples, number of immune media-
tors, menstrual phase, covariate summaries, the number 

of samples below LOD, and the immune mediator means 
and 95% CIs). We sent this summary document to the 
study authors and requested that they confirm that we 
received the complete and correct data. We also com-
pared the IPD we received and the results of our analyses 
to published reports, where available, to confirm that the 
data we received was correct.

If we were unable to obtain IPD for a particu-
lar study, we recorded the reasons that prevented 
obtaining the data and attempted to extract IPD from 
the published article. Two reviewers independently 
extracted the data and discussed differences, with a 
third reviewer resolving discrepant results and disa-
greements when necessary. Data were extracted from 
published figures using software such as WebPlotDigi-
tizer [38], if appropriate.

If IPD was unavailable from the authors and could not 
be extracted from the published article, we recorded the 
reasons that prevented obtaining the data. If summary 
data was available (differences between follicular and 
luteal phases, extracted for all studies as described above) 
and matched the study-level analyses described below, 
we included the study at the meta-analysis level in the 
two-stage approach described below. For papers where 
only quantile statistics were reported, we obtained means 
and standard deviations (necessary for meta-analysis) 
using previously devised methods [39–42].

Data items
We collected the following study-level data items:

• Method of determination of menstrual phase (date 
of last menstrual period or hormone levels including 
sample type and specific hormones measured)

• Sample type (cervicovaginal lavage [including clini-
cian- or participant-collected, volume, and lavage 
buffer], swab [ectocervical, endocervical, or vaginal], 
menstrual cup, other)

• Country or countries of clinical sites (grouped into 
the geographical region)

We collected the following sample-level data items:

• Immune mediator concentrations (pg/mL)
• Menstrual phase (luteal/secretory, follicular/prolif-

erative, periovulatory)
• Additional covariates (when collected): total pro-

tein concentrations, age, bacterial vaginosis status, 
vulvovaginal candidiasis status, sexually transmitted 
infection status (including gonorrhea, chlamydia, 
trichomoniasis, herpes simplex virus, HIV), race/eth-
nicity, recent sexual contact, condom use, vaginal pH, 
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hemoglobin contamination, and any other available 
covariates from each study.

We collected the following immune mediator-level data 
items:

• Assay method (ELISA, bead-based [e.g., Luminex], 
MSD, possibly others)

• Lower limits of detection

Data standardization
The definition of menstrual phase was standardized 
across studies and based on either serum progesterone 
level, days since luteinizing hormone (LH) surge, or days 
since the start of the last menstrual period (LMP). If mul-
tiple measures were available, we defined the menstrual 
phase based on hormone levels. For serum progesterone, 
the follicular phase was defined as serum progesterone 
< 1 ng/mL, and luteal was defined as serum progester-
one ≥ 3 ng/mL. We chose these criteria based on a study 
[43] showing that the vast majority of pre-ovulatory 
samples have progesterone levels below 1 ng/mL and 
the vast majority of post-ovulatory samples have proges-
terone levels above 3 ng/mL. We excluded samples fall-
ing in the 1–3 ng/mL window, because these typically 
occur beginning on the day of the luteinizing hormone 
peak and ending two days after. For studies reporting LH 
surge without progesterone levels, follicular was defined 
as after menses and prior to LH surge, while luteal was 
defined as 2–12 days following LH surge. For studies 
reporting LMP, we only included participants report-
ing regular menstrual cycles. Follicular phase included 
days 5–12 (inclusive) since the start of the last menstrual 
period, and luteal phase included days 19–24 (inclusive) 
since the start of the last menstrual period. In some 
circumstances, decisions about sample inclusion were 
made on a case-by-case basis by discussion between two 
reviewers. The circumstances could include (1) samples 
falling outside the windows for days since the last men-
strual period, LH surge, or progesterone concentration; 
(2) studies where hormone concentrations or days since 
LMP were used to determine menstrual phase, but those 
data are no longer available; or (3) studies where men-
strual phase was determined by another method, such as 
urinary progesterone metabolite concentration.

We included periovulatory samples as a third phase, 
with this phase defined by LH levels above 20 mIU/mL in 
serum [44] or 25 mIU/mL in urine [45].

All additional variables were standardized across studies to 
the extent possible, based on the data. We defined assay type, 
sample type, and method of determination of menstrual 
phase as described above. We treated swabs from different 

anatomic sites (ectocervical, endocervical, vaginal) as dif-
ferent sample types. CVLs were considered a single sample 
type, but differences in methods of collection were explored 
in sensitivity analysis as described below. We assigned con-
sistent cross-study definitions to additional covariates as 
much as possible based on the data collected. For example, 
for bacterial vaginosis (BV), if one study reported Nugent 
scores and another study reported BV based on Amsel crite-
ria, we converted these variables into a single variable for BV, 
with values of positive, indeterminate, and negative.

If the limits of detection were unavailable, we attempted 
to obtain the information from the manufacturer of the 
assay. If the limits of detection were not available from the 
manufacturer, we classified the values as follows: undetect-
able when two or more samples have the lowest reported 
concentration for a given immune mediator in a particular 
study. Otherwise, samples were classified as detectable.

Outcomes and prioritization

Primary outcome For immune mediators that were 
detectable in ≥ 50% of samples, the outcome was the dif-
ference in mean log2 concentration between the follicu-
lar and luteal phases. For immune mediators detectable 
in < 50% of samples, the outcome was risk ratio of detec-
tion between the follicular and luteal phases, with risk 
defined as the number of samples in which the immune 
mediator was detected out of the total number of sam-
ples. In addition, we compared periovulatory samples to 
follicular and luteal phase samples.

Secondary outcomes 

• For sample type and assay type, the outcomes were 
effect size for concentration and detectability (higher 
concentrations and levels of detectability were con-
sidered superior) from meta-regression. A second 
outcome was the standard error of the menstrual 
cycle effect sizes from subgroup analysis (lower 
standard errors were considered superior).

• For menstrual phasing method and normalization to 
total protein, the outcomes were within-study compar-
isons of the standard error of the menstrual cycle effect 
sizes (lower standard errors were considered superior). 
For menstrual phasing method, we also assessed mis-
classification rates from studies that reported both days 
since last menstrual period and hormone levels.

Risk of bias of individual studies
We assessed the risk of bias in each study using a cus-
tom tool adapted from the Newcastle Ottawa scale 
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(Additional file  1). This information was used in deter-
mining the strength of evidence.

Data analysis
Criteria for quantitative synthesis
We performed meta-analysis for all immune mediators 
present in at least two included studies. Data analysis was 
performed using R version 4.0.0.

Data handling, combination, and summary measures
Data processing: Sample wells falling below the lower 
limit of detection were assigned a value of the study-spe-
cific lower limit of detection divided by 2. Wells falling 
above the upper limit of detection were assigned a value 
of the study-specific upper limit of detection multiplied 
by 2. If replicate wells were run for a given sample, the 
raw concentrations were averaged. Data was then log2-
transformed. Each sample was also scored as “detectable” 
or “non-detectable”, with the sample counting as detect-
able if it was detected in at least one well.

Primary outcome analysis plan
We used a two-stage approach for meta-analysis: first 
analyzing each study separately and then combining the 
summary statistics from each study to generate meta-
estimates of effect. We chose this approach to allow 
inclusion of studies where summary data was available 
but IPD was not.

• Study level: We fit a separate linear mixed-effects 
model for each immune mediator, with participant as 
a random effect and menstrual phase as a fixed effect. 
The primary analysis was unadjusted. For immune 
mediators that were detectable in ≥ 50% of sam-
ples, the model outcome was the difference in mean 
log2 concentration between the follicular and luteal 
phases. For immune mediators detectable in < 50% 
of samples, mixed logistic models were used to com-
pare the risk of detection (i.e., likelihood of detection) 
between the follicular and luteal phases using a risk 
ratio. Specifically, risk of detection was defined as the 
number of samples in which the immune mediator 
was detected out of the total number of samples.

• Meta-analysis level: We performed random effects 
meta-analysis using inverse-variance pooling to esti-
mate the pooled mean difference in log2 concentra-
tions of each immune mediator between the follicu-
lar and luteal phases. We reported meta-effect sizes 
and their 95% CIs and displayed forest plots. We 
reported raw p-values as well as p-values adjusted for 
the number of immune mediators with the Holm and 
false discovery rate methods. We reported two analy-
ses: an unadjusted analysis and an analysis adjusted 

by meta-regression for assay type, sample type, 
method of determining menstrual phase, and geo-
graphical region.

Secondary outcome analysis plan
For assay type and sample type, we performed meta-
regression after the two-stage approach described above. 
In addition, we performed subgroup analysis stratifying 
by each covariate (assay type, sample type) and compared 
the standard error of the menstrual cycle effect sizes.

For the method of the menstrual phase, we analyzed 
studies that reported both hormone levels and days since 
the first day of LMP. For those studies, we performed the 
menstrual cycle analysis separately using each method of 
determining the menstrual phase. We then compared the 
standard errors within study.

For normalization to total protein, we only used data 
from studies reporting total protein concentrations. We 
performed the menstrual cycle analysis separately on 
the raw immune mediator concentrations and on the 
immune mediator concentrations normalized to total 
protein. We then compared the standard errors within 
each study.

Exploration of variation in effects
We reported χ2 tests and the I2 statistic to summarize 
between-study heterogeneity in the menstrual cycle 
effect. For immune mediators with high levels of hetero-
geneity (I2 > 75%), we attempted to explain the heteroge-
neity through subgroup or sensitivity analysis.

Sensitivity Analyses: The goal of the sensitivity analyses 
was to determine how robust the results were to analytic 
assumptions. We compared the results of several alterna-
tive analyses to the primary analysis described above.

• Sample-level covariates: Because the available par-
ticipant-level covariates differed between studies, 
our primary study-level analysis did not include any 
fixed effects except for the menstrual phase. Here, we 
repeated the study-level analyses and included all rel-
evant covariates for each study. We then performed 
a meta-analysis on the effect of the menstrual cycle 
phase as estimated in these models and compared 
the results to our primary analysis.

• One-stage vs. two-stage meta-analysis: Rather than 
analyze each study separately, we pooled the raw data 
from all studies and assessed the effect of the men-
strual phase in a single model per immune mediator, 
with participant and study as random effects.

• Variation in CVL methods: We compared different 
methods of obtaining CVLs, including participant- 
vs. clinician-collected sample, lavage volume, and 
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lavage medium. It was difficult to predict in advance 
how many studies would be available in each cat-
egory, so we grouped CVL methods into categories 
once we collected the studies. The outcomes were 
effect size for concentration and detectability (higher 
concentrations and levels of detectability were be 
considered superior) from meta-regression.

Alternative to quantitative synthesis
Immune mediators measured in only one study or that 
could not be included in the meta-analysis for any other 
reason were listed as areas for further research.

Data integrity and evidence strength
Meta‑biases
We assessed publication bias and selective outcome 
reporting. We attempted to limit bias due to selective 
outcome reporting by requesting IPD for all immune 
mediators measured, regardless of which were reported 
in published studies. To attempt to limit publication bias, 
we sought out unpublished studies by requesting them 
from authors who contributed IPD from published stud-
ies and by including conference abstracts in our search 
strategy. To assess publication bias, we reported Egger’s 
test and funnel plots for immune mediators where ten or 
more studies existed.

IPD integrity
If any issues with study data were uncovered when we 
checked the IPD, we reported these issues and any cor-
rective actions taken.

Assessment of strength of the body of evidence
We assessed the strength of the body of evidence using 
the GRADE methodology [46], with the instrument 
shown in Additional file  1. Two reviewers (CNL and 
SMH) performed the assessments independently and 
then came to a consensus, with disagreements resolved 
by a third author (FH).

We assessed the strength of the body of evidence for 
each immune mediator in five domains (risk of bias, 
inconsistency, indirectness, imprecision, and publica-
tion bias), each of which could lead to downgrading 
of the strength of evidence. We also assessed domains 
which could lead to upgrading of the strength of evi-
dence, including large magnitude of effect (defining 
large as 5-fold and very large as 10-fold) and residual 
confounding that would be likely to strengthen the 
observed effect (or lack thereof ). Randomization and 
dose responses were not be taken into account as they 
are not relevant for these studies (participants cannot 

be randomized to a particular phase of the cycle and 
dose is irrelevant for the cycle).

We assigned an overall strength of evidence score 
to each immune mediator based on a four-star scale 
as follows: high (further research is unlikely to change 
our confidence or the estimate of the effect), moderate 
(further research may change our confidence and the 
estimate of the effect), low (further research will likely 
change our confidence and the estimate of the effect), 
and very low (further research will very likely change 
our confidence and the estimate of the effect).

Additional wet lab assays
Sample cohort
As part of this review and meta-analysis, we performed 
one additional study including an exploratory and a 
validation component. We used CVL samples from the 
Kenya Girls Study, a longitudinal cohort study of ado-
lescent girls followed for acquisition of sexually trans-
mitted infections [47]. We chose samples using the 
following requirements: no use of hormonal contracep-
tion, at least one follicular and one luteal phase sam-
ple available from the same participant (based on the 
date of LMP), STI testing and Nugent scoring for BV 
performed, and non-intermediate vaginal flora (Nugent 
score either 0–3 or 7–10). We measured serum pro-
gesterone to assign samples to the follicular or luteal 
phase. We measured total protein concentrations in 
CVL samples. Because sexual activity and exposure to 
semen may affect CVT immunity, we measured kal-
likrein-3 (also known as prostate-specific antigen). 
Similarly, blood contamination of the samples may 
influence immune mediator concentrations, so we 
measured hemoglobin. The sample size was designed to 
be approximately 200 samples from approximately 100 
women. This size was determined based on feasibility 
and cost. All participants provided written, informed 
consent in the Kenya Girls Study as described in the 
main manuscript for that study [47]. Only deidentified 
samples were used as part of this study.

Exploratory study
The purpose of the exploratory component of the study 
was to increase the strength of evidence for immune 
mediators that were measured in only few studies. We 
selected the mediators to be measured after we obtained 
data from all studies for meta-analysis. We chose approx-
imately ten immune mediators that were measured in 
only 1–2 studies, with the total number of immune medi-
ators determined based on cost and feasibility. We gave 
preference to mediators of particular biological inter-
est based on the literature and preliminary results of the 



Page 8 of 32Hughes et al. BMC Medicine          (2022) 20:353 

meta-analysis. We incorporated the measurements from 
the exploratory study into the final meta-analysis as an 
additional study.

Validation study
We expected that the meta-analysis would identify a 
number of immune mediators that differed in concentra-
tion across the menstrual cycle. In the validation compo-
nent of the study, we experimentally tested the accuracy 
of the meta-analysis by selecting 2–3 immune mediators 
that changed across the menstrual cycle and measuring 
them in the cohort described above. We determined the 
statistical power and expected result for each selected 
immune mediator before performing the measurements, 
but after performing the meta-analysis. The expected 
result was a direction of effect (increased or decreased in 
the luteal phase compared to the follicular). The power 
was determined using the sample size we selected above 
and the effect size and standard deviation from the meta-
analysis. We only performed validation measurements 
for immune mediators where we had power greater than 
90%. We considered the results to validate the meta-anal-
ysis for those immune mediators where we observed an 
effect in the predicted direction with a p-value < 0.05. 
Measurements from the validation study were incorpo-
rated as an additional study into the meta-analysis.

Immune mediator quantification using MSD and ELISA
Concentrations of selected immune mediators were 
measured using Meso Scale Discovery (MSD) R-Plex/
U-Plex kits and ELISA. MSD assays were used where 
available because they allow simultaneous detection 
of multiple immune mediators in the same well. ELISA 
was used for immune mediators that were unavailable or 
cost-prohibitive by MSD. When ELISAs were used, they 
were purchased from R&D Systems wherever possible. 
To measure kallikrein-3, we used the Human Kallikrein 
3/PSA DuoSet ELISA (R&D Systems, catalog DY1344). 
To measure progesterone, we used the Progesterone 
ELISA kit (Enzo Life Sciences, catalog ADI-901-011). We 
planned to measure hemoglobin in an MSD panel with 
other immune mediators, if compatible, or by Hemastix 
Blood ID Reagent Strips (Siemens).

Prior to running all of the samples, we chose the appro-
priate dilution for each analyte by running a pilot set of 
samples run with no dilution, 1:10 dilution, and 1:100 
dilution (greater dilutions performed as needed). The dil-
uent for CVL samples was 1% bovine serum albumin in 
phosphate buffered saline, unless a different diluent was 
required for a particular kit. The diluent for serum sam-
ples was the assay buffer provided with the Progesterone 

ELISA kit. We chose the dilution for each analyte that 
resulted in the largest proportion of tested samples in the 
detectable range.

MSD and ELISA were performed according to the pro-
tocols provided by the manufacturers. To limit batch/
plate effects, we ran all samples from a given donor on 
the same plate, and we distributed follicular and luteal 
phase samples across plates.

The MSD data was analyzed using MSD Discov-
ery Workbench software using the built-in concentra-
tion interpolation (typically four-parameter polynomial 
curve) and the concentrations were exported. For ELISA, 
concentrations were determined using a four-parameter 
polynomial curve. We analyzed the data from the explor-
atory and validation components of the study using the 
same two-stage process as for the studies collected from 
the literature, as described above. As for all other stud-
ies, the primary analysis was unadjusted, and in sen-
sitivity analysis, we adjusted for covariates including 
hemoglobin, recent sexual contact, STI, and BV status.

Results
Protocol amendments
Several small changes and corrections to the protocol 
became necessary during the course of the study. These 
amendments are described in Additional file 2.

Systematic review
As shown in Fig.  1, we searched Embase (880 records), 
the Global Health Database (172 records), PubMed (256 
records), and Web of Science (766 records) on April 
22, 2020, and August 30, 2021, using the search strings 
described in Additional file 1. We did not need to update 
our search strategy. In total, 2074 records were retrieved. 
After de-duplication and removal of reviews and editori-
als, 1443 records remained. We identified an additional 
126 records from review of bibliographies and author 
suggestions. In total, we reviewed 1570 abstracts. We 
excluded 1363 records after review of abstracts and 136 
after review of full-text articles. We sought individual par-
ticipant data (IPD) from 71 studies and received it from 
37. We extracted data from publications of 2 additional 
studies where IPD was unavailable. Of these 39 studies, 
we removed 8 because of a lack of sufficient data remain-
ing after participant-level eligibility criteria were applied 
(≤1 sample remaining per phase) or because the dataset 
overlapped with another included study. In total, data 
were available from 31 studies, of which 29 were IPD pro-
vided by the authors [10–15, 19, 21, 23, 26, 27, 48–62], 1 
was IPD extracted from a paper [63], and 1 was summary 
data extracted from a paper [31]. Three of these data sets 
were previously unpublished. Including our validation 
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and exploratory experiments described below as an addi-
tional study, we used data from 32 studies.

Table 2 shows the characteristics of the included stud-
ies. In total, the IPD consisted of 82,271 concentration 
measurements of 77 immune mediators from 4403 sam-
ples from 1600 participants. We excluded samples based 
on the pre-registered criteria described in the Methods, 
including use of hormonal contraception and samples 
collected outside of our cycle phase definitions. IPD 
were checked for integrity and no important issues were 
identified. After excluding samples, 39,589 measure-
ments (48% of total) from 2112 samples (48%) from 871 

participants (54%) were eligible for inclusion in the pri-
mary analysis.

All code and data necessary to reproduce the analyses 
shown in this paper are included in Additional file  3, 
including IPD for those studies where study investiga-
tors agreed to publish.

Primary result
A total of 53 of the 77 immune mediators (69%) 
were measured in at least two studies. The concen-
tration ranges for these factors are shown in Fig.  2. 

Fig. 1 PRISMA‑IPD flow diagram. Identification and selection of included studies
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Immunoglobulins were the most abundant immune 
mediators, followed by defensins, lactoferrin, SLPI, 
elafin, and IL-1RA.

Of these factors, 51 were detectable in at least half of 
all samples. As shown in Fig.  3A, a number of immune 
mediators were lower in the luteal phase than in the fol-
licular phase, including chemokines (especially CC-type), 
immunoglobulins, IL-6, IL-16, IL-18, GNLY, G-CSF, 
and MMPs. In contrast, only IL-1α, HBD-2, and HBD-3 
were higher in luteal phase samples compared to fol-
licular phase samples. As shown in Table  3, which also 
lists the full name for each factor, 18 immune mediators 
were different between the phases with p<0.05, of which 
12 remained p<0.05 after adjustment by FDR and 8 after 
adjustment by Holm-Bonferroni.

Two additional immune mediators were detectable in less 
than half of all samples. These immune mediators were ana-
lyzed with logistic models and are shown in Fig. 3B and Table 4.

The meta-analysis reported in this section includes all 
eligible data from all studies, including the validation and 
exploratory experiments described below.

Additional file 4 contains comprehensive overviews of 
each immune mediator, including raw concentration data 
(IPD) and detailed meta-analysis forest plots. These over-
views show the difference between phases separately for 
each immune mediator within each study, as well as the 
weighting of each study in the overall meta-estimate.

The remaining 24 of the 77 immune mediators (31%) 
were measured in only single studies and meta-analysis 
could not be performed. These immune mediators and 
the results from the single studies are shown in Table S1.

Risks of bias and strength of evidence
Risk of publication bias
We assessed whether there was evidence of non-publica-
tion of results (i.e., publication bias) for all immune medi-
ators that were measured in at least 10 studies. The risk 
of publication bias was assessed using Egger’s tests and 
funnel plots, where asymmetry would be suggestive of 
possible publication bias (Fig. S1). There was no evidence 
of publication bias for any of these immune mediators.

Risk of bias
The overall risk of bias at the study level was assessed 
using the instrument in Additional file  1. The risk of 
bias was generally low in these studies, as shown in the 
last column of Table 2.

Strength of evidence
We used the GRADE framework to assess the quality of 
evidence for all immune mediators as described in the 

methods. The GRADE ratings are listed in Tables 3 and 
4 and Fig. 3. Overall, the evidence strength was high for 
26 immune mediators, moderate for 12, low for 9, and 
very low for 6.

Periovulatory results
Only four studies included periovulatory samples and 
the number of included samples was small (Table  2). 
Meta-analysis was possible for ten immune mediators, 
comparing follicular samples to periovulatory samples 
(Fig. S2A; Table S2) and comparing luteal samples to 
periovulatory samples (Fig. S2B; Table S3). The con-
fidence intervals were quite wide in many cases, as 
were the  I2 values, indicating substantial heterogene-
ity between studies and low confidence. By p-value, the 
strongest results were higher levels of IL4 in the fol-
licular phase than the periovulatory phase, as well as 
higher levels of CXCL8 in both the luteal and follicular 
phases than the periovulatory phase.

Additional wet lab experiments
We selected our validation and exploratory immune 
mediators based on an interim version of the meta-
analysis, which contained data from all studies that 
were available at the time (29 of the 32 studies included 
in the final version).

Pre‑registered validation experiment
Based on this interim meta-analysis, we met our pre-
registered statistical power threshold of 0.9 for one 
immune mediator, total IgG (power = 0.96). Therefore, 
we only performed a validation experiment for a single 
immune mediator, rather than 2–3 as specified in the 
protocol. We predicted that IgG would be lower in the 
luteal phase. We measured IgG by MSD in 200 CVL 
samples from 100 participants from Kenya (Fig.  4A), 
with a final sample size of 178 CVL samples from 99 
participants after excluding samples with insufficient 
volume or where serum progesterone levels fell out-
side the limits of our menstrual phase definitions. 
We found that IgG was 0.342 log2 units lower in the 
luteal phase than the follicular phase, with p = 0.183 
(Fig.  4B), so the direction of effect was as predicted, 
but the p-value did not meet our specified threshold 
for statistical significance of 0.05.

Non‑pre‑registered validation experiments
We measured two additional validation immune medi-
ators despite not meeting the pre-registered threshold 
for power. We felt that the experiments had the poten-
tial to be instructive and would at minimum contribute 
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Fig. 2 Concentrations of immune mediators. Concentration ranges for all immune mediators measured in at least 2 studies. The box‑and‑whisker 
plots show concentrations including all studies and sample types. The middle bar shows the median, with the edges of the box ranging from the 
25th to the 75th percentiles and the whiskers ranging from the 5th to the 95th percentiles. The percentages shown at the right reflect the percent 
of samples detected above the lower limit of detection
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additional data to the meta-analysis. We chose the two 
immune mediators with the highest estimated statisti-
cal power other than total IgG: CCL2 (expected to be 
lower luteal; Fig. 4A) and IL-1α (expected to be higher 
luteal; Fig.  4A). We measured each by MSD and con-
firmed CCL2 to be lower in the luteal phase (−1.36 
log2 units, p = 9.4E−7) and IL-1α to be higher in the 
luteal phase (0.73 log2 units, p = 8.0E−4; Fig. 4B).

Exploratory experiments
We used these same samples for exploratory experi-
ments of immune mediators that were measured in 
few studies. We chose the following immune mediators 
(all measured in 1–2 studies at the time the reagents 
were ordered): MMP1, MMP7, CCL11, CD40L, IL-15, 
IL-16, and IgM (all by MSD), as well as GNLY and 
CTSD by ELISA. We also measured IgA, even though 
it did not meet our criteria for validation (power >0.9) 
or exploratory (measured in 1–2 studies) experiments; 
we included it because it was included in the multiplex 
IgA, IgG, and IgM MSD kit. As described in the meth-
ods, we also measured total protein concentrations by 
BCA assay, PSA levels by ELISA, and hemoglobin A by 
MSD. Measurements were available from 175 to 182 
samples from 98 to 99 participants per immune media-
tor after excluding samples as described above or that 
failed QC. Concentrations of these immune mediators 
are shown in Fig. 4C. IL-15 was detected in fewer than 
50% of samples, so it was analyzed using logistic mod-
els. All of these immune mediators were lower in the 
luteal phase than the follicular phase, except for CTSD 
(Fig. 4D). The data from this experiment is included in 
the main meta-analysis in Fig. 3, substantially increas-
ing the number of samples as well as the list of immune 
mediators included in the final meta-analysis.

Subgroup analysis
We next conducted univariate subgroup analyses to deter-
mine whether the effect of the menstrual cycle phase was 
modified by any of four key study-level covariates: sam-
ple type, assay method, geographical region, or method of 
determining the menstrual cycle phase. These subgroup 
analyses replace the planned meta-regression analysis as 
described in Additional file 2.

For the subgroup analyses, we performed separate meta-
analyses within each subgroup for each immune media-
tor. For example, in analyzing the sample type covariate 
for CCL2, at least two studies were performed using CVL 
samples and at least two using menstrual cups. We per-
formed separate meta-analyses for the CVL studies and the 
menstrual cup studies. We then compared those results to 
a meta-analysis of all of the CCL2 studies combined. We 
repeated this process for each immune mediator and for 
each of the four study-level covariates.

Figure 5 shows the subgroup analysis for sample type. In 
general, the directions of the effects are the same regardless 
of sample type. For example, CCL2 is lower in the luteal 
phase than the follicular phase whether measured in CVL 
samples or in menstrual cup samples. However, there is a 
general pattern of a greater effect in menstrual cup samples 
than in CVL samples. For example, CC-type chemokines 
were all lower in the luteal phase than the follicular phase, 
but this difference is more pronounced in menstrual cup 
samples than in CVL samples. A similar effect is seen for 
cervical sponge samples, but not for vaginal swabs, though 
the numbers of studies using sponges or swabs were low. 
This pattern held for most immune mediators, but not all 
(e.g., IL-4, IL-2).

The subgroup analyses of the assay method (Fig. S3A), 
geographical region of sample origin (Fig. S3B), and men-
strual cycle phasing method (Fig. S3C) did not identify any 
consistent patterns of these variables modifying the effect 
of the menstrual cycle phase.

Sensitivity analyses
One‑stage meta‑analysis
As a pre-specified sensitivity analysis, we performed a 
one-stage meta-analysis. Specifically, we pooled the raw 
data from all studies and assessed the effect of the men-
strual phase in a single model per immune mediator, with 
participant and study as random effects. This approach 
differs from our primary analysis reported above, where 
we used a two-stage approach, first analyzing each study 
separately and then combining the results by meta-analysis. 
The results of this one-stage meta-analysis confirmed the 
results of our primary analysis (Fig. 6A, Pearson correlation 
coefficient r = 0.93 for correlation of effect sizes between 
one- and two-stage analyses).

Fig. 3 Primary meta‑analyses. A The log2 difference between phases (log2‑pg/mL of the luteal phase minus log2‑pg/mL of the follicular phase). 
B The logistic difference between phases (log‑odds of proportion detectable in luteal vs. follicular phase). Each row represents a different immune 
mediator, with the symbols showing the mean and the lines showing the 95% confidence intervals. Gray symbols indicate individual studies and 
blue the meta‑estimates as determined by inverse‑variance pooling random effects models. Filled symbols indicate p < 0.05 while open symbols 
indicate p > 0.05. Positive numbers indicate higher during the luteal phase (relative to the follicular phase), while negative numbers indicate lower 
during the luteal phase (relative to the follicular phase). Symbol shape and shade of blue indicate the GRADE strength of evidence

(See figure on next page.)
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Fig. 3 (See legend on previous page.)
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Accounting for possible underlying confounding variables 
with multivariate study‑level models
Because different covariates were measured in each 
study, our primary analysis did not adjust for covariates. 
To test whether the observed differences in immune 
mediator concentrations between phases were affected 
by covariates, we re-analyzed each study, adjusting for 
all relevant covariates for each study. The exact covari-
ates adjusted for in each study are listed in Table S4. The 
most common covariates were bacterial vaginosis and 
detection of red blood cells (RBCs). Several studies were 
omitted, either because no covariates were reported or 
because there were too few samples to perform mul-
tivariate analysis. In addition, many samples had to be 
omitted due to missing covariate information. Because 
some samples had to be omitted in the multivariate 
analysis, we repeated our univariate meta-analysis on 
just the samples that could be included in the multivari-
ate analysis, to allow for direct comparison. Thus, the 
univariate meta-analysis reported in this section differs 
slightly from the primary analysis, due to the smaller 
sample size used here. The meta-estimates of effect size 
were highly correlated between the univariate and mul-
tivariate analyses (Fig. 6B; Pearson r = 0.82), confirming 
our primary results. However, the covariates measured 
in each study were highly variable and the sample size 
per study was often limited.

We noticed that one covariate in particular was associ-
ated with cycle phase: presence of RBCs or hemoglobin 
in the samples (Fig.  6C). Therefore, we assessed this 
covariate further in an exploratory analysis that was not 
preplanned. Six studies used methods that could detect 
microscopic levels of blood (hemastix, hemoglobin A 
MSD assay, or RBC counts), and three used visual inspec-
tion. Microscopic levels of RBCs were detected in more 
than half of the samples. In contrast, visual inspection 
classified few samples as containing blood. Across all 
methods, there was a consistent pattern of greater RBC 
detection in follicular phase samples.

Exploration of variation in effects
Ten immune mediators had high levels of heterogene-
ity (I2 statistic > 75%; Table 3). For six of these immune 
mediators, we were able to attribute most of the het-
erogeneity to one of three factors: inconsistent levels 
of detectability between studies, variation between 

sample types, and single study outliers. We were unable 
to explain the high levels of statistical heterogeneity for 
the remaining four immune mediators (CCL11, IL-4, 
IL-18, and IgG1).

The statistical heterogeneity for CD40L and MMP1 
was primarily due to differences in detection between 
studies. Both immune mediators were only measured 
in two studies and there were considerable differences 
in the proportion of samples where the immune media-
tor was detected between studies (CD40L: 27% vs 64%; 
MMP1 49% vs 70%). In both cases, replacing the lin-
ear models with logistic models substantially reduces 
the heterogeneity  (I2 to 55% for CD40L and 37% for 
MMP1) and results in statistically significant (p < 0.05) 
decreases in the luteal phase for both factors.

The statistical heterogeneity for CCL2 was primarily 
due to variations in effect by sample type. As previously 
discussed (Fig.  5), we observed differences in effect 
between sample types, with larger effects seen in men-
strual cup samples. That difference drives the hetero-
geneity for CCL2, where the heterogeneity within each 
sample type is low to moderate (I2 0–54%) and the high 
overall heterogeneity is caused by differences across 
sample types.

The statistical heterogeneity for IgA, IL-12, and 
TGF-β1 was primarily caused by single studies that 
differed substantially from the other studies (shown 
in Additional file  4). For IgA, omitting a single small 
study (less than 10 samples) reduces the heterogene-
ity to 0 and results in a statistically significant decrease 
of IgA in the luteal phase of −0.56 log2 units (p<0.05). 
For IL-12 and TGF-β1, dropping a single outlier study 
reduces I2 to 22% and 71%, respectively. Variation 
from sample type may additionally be contributing to 
residual statistical heterogeneity for TGF-β1, but the 
number of studies in each group is too small to draw 
confident conclusions.

Secondary outcomes
Sample type
As a secondary outcome, we wished to determine 
whether one type of sample yielded higher concentra-
tions and detection rates for immune mediators (regard-
less of menstrual phase). Thus, we compared the immune 
mediator concentrations detected by menstrual cup, 
sponge, and swab to CVL (which was by far the most 

(See figure on next page.)
Fig. 4 Validation and exploratory experiments. A Concentrations of validation cytokines. Each symbol shows the concentration in a single sample. 
Lines connect samples from the same participant. Pale grey symbols are below the lower limit of detection. B Differences in concentrations 
between phases of the menstrual cycle for the validation cytokines. Black shows the new data generated in this study, gray shows all other studies. 
Error bars for several CCL2 and IL‑1α studies extend off‑scale. Black‑filled symbols indicate p<0.05, open symbols indicate p>0.05. C Concentrations 
of exploratory cytokines, as in A. D Differences in concentrations between phases of the menstrual cycle for the exploratory cytokines, as in B. Error 
bars for several IgA and IgM studies extend off‑scale
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Fig. 4 (See legend on previous page.)
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common sample type). For this analysis, we included all 
immune mediators that were measured in at least two 
sample types and where each sample type was used in at 
least two studies.

As shown in Fig.  7A, menstrual cup, sponge, and 
swab consistently resulted in higher total concentra-
tions than CVL, as expected. For all three sample types, 
the concentrations were higher than CVL for every 
immune mediator (p<0.05 for 12/20 immune mediators 
by menstrual cup, 4/4 by sponge, and 0/6 by swab). The 
study-level concentrations are illustrated for one repre-
sentative immune mediator (CXCL8, selected because it 

was the immune mediator measured in the most studies) 
in Fig. 7B.

Variation in CVL methods
All studies used clinician-collected CVLs. The CVL 
medium was saline in 19 studies, phosphate-buffered 
saline in 2 studies, and unspecified in another study. 
Thus, we did not have sufficient variation in methods to 
assess the effect of clinician- vs. self-collection or of lav-
age medium.

There was more variation in volume of CVL collected: 
10 studies used 10 mL, 8 studies used 5 mL, 2 studies 

Fig. 5 Subgroup analysis: Does the effect of menstrual cycle differ by sample type? Meta‑analyses comparing all studies (black circles) to studies 
grouped by sample type (menstrual cup: red diamonds; sponge: blue inverted triangles; CVL: purple squares; swab: green triangles)

(See figure on next page.)
Fig. 6 Sensitivity analyses. A Correlation of effect sizes (log2‑pg/mL of the luteal phase minus log2‑pg/mL of the follicular phase) of meta‑estimates 
derived from one‑ and two‑stage meta‑analysis. Each symbol indicates an immune mediator. B Correlation of effect sizes (log2‑pg/mL of the luteal 
phase minus log2‑pg/mL of the follicular phase) of meta‑estimates derived from underlying univariate models or multivariate models adjusted 
for relevant covariates. Each symbol indicates an immune mediator. C Percentage of samples with red blood cells detected using the indicated 
detection methods. Dark red indicates positive, light red indicates trace detection, and grey indicates negative



Page 22 of 32Hughes et al. BMC Medicine          (2022) 20:353 

Fig. 6 (See legend on previous page.)
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used 4 mL, 1 study used 2 mL, and 1 study did not spec-
ify. We were therefore able to compare concentrations 
of immune mediators recovered from 5 and 10 mL lav-
ages (including all immune mediators that were meas-
ured in at least two studies at each volume). As shown 
in Fig. 7C, there was not a consistent difference between 
the concentrations of immune mediators detected in 5 

and 10 mL CVLs (concentrations higher in 5 mL CVLs 
for 6/10 immune mediators, with p<0.05 for 1 of these; 
concentrations higher in 10 mL CVLs for the other 4 
immune mediators with all p>0.05). This is illustrated at 
the level of individual studies in Fig. 7D, where the con-
centrations of CXCL8 detected in each study are shown 
stratified by CVL volume.

Fig. 7 Secondary outcomes: Sample type and assay method comparison. A Comparison of concentrations recovered from CVLs to concentrations 
recovered from other sample types. Each symbol represents one immune mediator. The circles show the mean log2 difference between the 
indicated sample types and CVLs. B CXCL8 concentrations recovered by sample type. Each box plot shows a single study, colored by sample type 
in that study, with menstrual cup shown in red, sponge shown in blue, swab shown in green, and CVL shown in white. The studies are sorted by 
median concentration. C Comparison of concentrations recovered from 10 mL CVLs to concentrations recovered from 5 mL CVLs. Each symbol 
represents one immune mediator. The circles show the mean log2 difference between 5 and 10 mL CVLs. D CXCL8 concentrations recovered 
by CVL volume. Each box plot shows a single study, colored by CVL volume in that study, with 5 mL shown in grey and 10 mL shown in white. 
The studies are sorted by median concentration. E Comparison of concentrations detected by ELISA to concentrations detected by other assays. 
Each symbol represents one immune mediator. The circles show the mean log2 difference between the indicated assays and ELISAs. F CXCL8 
concentrations measured by assay type. Each box plot shows a single study, colored by assay type in that study, with Luminex shown in green, MSD 
shown in orange, and ELISA shown in white. The studies are sorted by median concentration
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Assay method
As an additional secondary outcome, we sought to deter-
mine whether one assay method yielded higher con-
centrations than the others. We compared the immune 
mediator concentrations detected by Luminex and MSD 
to ELISA (regardless of menstrual phase). For this analy-
sis, we included all immune mediators that were meas-
ured using at least two assay methods, with each assay 
method being used in at least two studies.

As shown in Fig. 7E, Luminex gave lower total concen-
trations than ELISA for 12/15 immune mediators (p<0.05 
for 3) and higher concentrations for 3/15 immune media-
tors (all p>0.05). MSD was mixed, with lower concen-
trations for 7/19 immune mediators (p<0.05 for 1) and 
higher concentrations for 12 (p<0.05 for 2 of these). This 
is illustrated at the level of individual studies in Fig.  7F, 
using CXCL8 as a representative example. As discussed 
in the Subgroup Analysis section above, the effect of 
menstrual cycle did not differ by assay method.

Method of determining menstrual phase
We next compared different methods of determining the 
menstrual cycle phase. Nine studies reported both days 
since the last menstrual period and serum progesterone 
levels. We used these studies to compare these two meth-
ods directly. Figure  8A shows all of the samples from 
those studies with their phases assigned by days since 
LMP (top) or by serum progesterone levels (bottom). 
Figure  8B shows that samples were rarely classified as 
opposite phases by the two methods: of the 535 samples 
that were assigned a phase (i.e., not undefined) by both 
methods, only 59 samples (11%) were assigned discord-
ant phases. However, days since LMP lost many more 
samples to the undefined category. The two methods 
both designated 30 samples as undefined; an additional 
130 were undefined by days since LMP, compared to only 
62 by serum progesterone.

Menstrual phasing method did not have a consist-
ent effect on the standard errors of the menstrual cycle 
effect sizes of individual immune factors across stud-
ies (Fig. S4A, difference between methods = 0.002, p 

Fig. 8 Secondary outcomes: Method of determining menstrual 
phase. A Progesterone concentrations (log10 ng/mL) and days since 
last menstrual period. Each symbol is a single sample. Samples are 
categorized into follicular (blue) or luteal (green) phases based on 
days since LMP (top) or serum progesterone (bottom). The same 
samples are shown in both plots. Gray symbols have undefined 
phase. B The number of samples categorized as follicular phase, luteal 
phase, or undefined by serum progesterone and by days since LMP. 
Squares are colored based on whether the methods categorized 
those samples as the same phase (green), opposite phases (orange), 
or one method was undefined (gray)
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= 0.87 by mixed model with study and immune factor 
as random effects, taken across all studies and immune 
factors). Within studies, the effect was consistent and 
dependent on sample size. In most studies, there were 
fewer undefined samples by serum progesterone than 
by days since LMP (for example, the studies Bradley, 
Cortez, and Hughes-unpublished). These studies tended 
to have lower standard errors in the analysis with phase 
determined by serum progesterone, consistent with the 
larger sample sizes in that analysis. Only one study had 
fewer undefined samples by days since LMP than by 
progesterone (Boily-Larouche). That study had lower 
standard errors in the analysis with phase determined by 
days since LMP. In addition, the effect sizes correlated 
well between the analyses performed with both phasing 
methods with Pearson r between 0.5 and 0.97 for all stud-
ies (not shown).

Normalization to total protein
We next wished to determine whether immune mediator 
concentrations should be normalized to the total concen-
tration of protein in the samples. Normalization to total 
protein did not have a consistent effect on the standard 
errors of the menstrual cycle effect sizes (Fig. S4B, differ-
ence between normalized and non-normalized = 0.011, 
p = 0.67, mixed model with study and immune factor 
as random effects, taken across all studies and immune 
factors). In most studies, the standard errors were very 
similar whether the analysis was performed on raw or 
normalized concentrations. In addition, the effect sizes 
were very strongly correlated between normalized and 
raw concentrations with Pearson r > 0.9 for all studies 
(not shown).

Discussion
Summary
Our systematic review and meta-analyses of cervicovagi-
nal immune mediators demonstrate clear and consistent 
changes across the menstrual cycle, the most striking 
being a widespread decrease in immune mediator con-
centrations in the luteal phase compared to the follicu-
lar phase. Chemokines, antibodies, MMPs, and several 
interleukins all decreased in the luteal phase, while only 
IL-1α and beta-defensins increased in the luteal phase. 
These cyclical differences may have consequences for 
immunity, susceptibility to infection, and fertility. We 
additionally identified immune mediators with stable lev-
els across the cycle, and some requiring further research. 
Our study emphasizes the need to take the effect of the 
menstrual cycle into account in future studies and lays a 
foundation for future research to elucidate the biological 
basis for and consequences of these changes.

Primary outcomes
We had high to moderate confidence that CC-type 
chemokines, antibodies, MMPs, IL-6, IL-16, IL-1RA, 
G-CSF, GNLY, and ICAM1 were lower in the luteal phase 
compared to the follicular phase. In contrast, there was 
high or moderate evidence of higher levels in the luteal 
phase for only three immune mediators: IL-1α, HBD-2, 
and HBD-3. There were also a large number of immune 
mediators where we have high to moderate confidence 
that levels change minimally between the phases: CXCL8, 
9, and 10, interferons, TNF, SLPI, elafin, lysozyme, lacto-
ferrin, and interleukins 1β, 2, 10, 12, 13, and 17A. In addi-
tion, we identified a number of immune mediators where 
additional research needs to be done due to low strength 
of evidence (Tables 3 and 4) or where the immune media-
tors were measured in only single studies (Table S1).

We conducted validation experiments for IgG, IL-1α, 
and CCL2. The directions of change were as predicted for 
all three and the differences were statistically significant 
for IL-1α and CCL2.

Our pre-specified sensitivity analyses supported the 
main outcomes of the primary analysis, adding confi-
dence to our conclusions. In particular, there was lit-
tle change in our results after adjusting for covariates, 
including BV and STIs. IPD were available for more than 
half of the studies we identified as potentially eligible. 
Access to IPD was a major benefit, because it allowed 
the analysis of all data in a uniform manner and ena-
bled the inclusion of many studies where the published 
reports alone did not include sufficient information for 
meta-analysis.

Biological significance of major differences 
between phases
CC-type chemokines were consistently reduced in the 
luteal phase, particularly those that bind to chemokine 
receptors 1, 2, 3, 5, and 6. These chemokines play roles 
in monocyte/macrophage and NK cell migration as well 
as Th2 and Th17 responses [64], suggesting recruitment 
of these cell types during the follicular phase. In addi-
tion, spermatozoa express chemokine receptors, such 
as CCR5 [65] and CCR6 [66], so chemokine expression 
in the CVT could be involved in regulation of sperm 
migration.

We observed a consistent pattern of immunoglobu-
lins being reduced in the luteal phase, which is consist-
ent with earlier studies [67, 68]. While it is clear that IgA 
can be produced locally in the CVT [69] and that sys-
temic vaccination can induce antibody responses in the 
CVT [70–72], the antigens to which the majority of these 
antibodies react is unknown. The question of antibody 
specificity is of particular interest given the abundance 
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of immunoglobulins in the CVT, the concentrations of 
which are orders of magnitude higher than most other 
immune mediators (Fig. 2).

The matrix metalloproteinases 1 and 7 were highly 
reduced in the luteal phase. These proteases degrade the 
extracellular matrix. In the uterus, they are important for 
remodeling of the endometrium during the cycle, in par-
ticular with breakdown of the lining during menses, and 
are tightly regulated by progesterone and cytokines [73]. 
Their role in the vaginal cavity is unclear, but their cycli-
cal changes in expression in the vagina appear to match 
that seen in the endometrium [73].

The beta-defensins HBD-2 and HBD-3 were higher 
in the luteal phase, and among the most abundantly 
expressed immune mediators, suggesting a prominent 
role. These proteins are made by epithelial cells and dis-
rupt microbial membranes. The mechanism for their 
induction during the luteal phase is unclear, as conflicting 
results have been observed with in vitro hormonal treat-
ment of vaginal epithelial cells; presence of LPS could be 
involved [74, 75]. Increased levels of these antimicrobial 
effectors during the luteal phase may partially compen-
sate for reduced levels of other immune mediators during 
that phase.

The other prominent increase in the luteal phase was 
of IL-1α. The IL-1 family as a whole underwent complex 
changes throughout the cycle: increase of IL-1α in the 
luteal phase combined with decrease of its antagonist IL-
1RA suggests strong increases of IL-1α signaling in the 
luteal phase relative to the follicular phase. However, the 
decrease in IL-1RA is very small, with unclear biologi-
cal significance. In addition, IL-1β had little to no change 
between the phases. The reason for this disconnect 
between IL-1α and IL-1β expression is unclear; perhaps 
it is related to IL-1α’s role in regulating MMP expression 
[73]. Notably, IL-1RA is the interleukin with the high-
est level of expression, dramatically higher than all other 
interleukins except IL-18.

A limitation of our study is the binary comparison 
between two narrowly defined phases of the menstrual 
cycle. While this approach was necessary for the study 
design, it obscures the fact that the cycle is a continuum 
made up of multiple different and overlapping biological 
processes, rather than two discrete phases.

Subgroup analyses: sample type
We observed that sample type significantly modified the 
effect of the menstrual cycle: cyclical differences were 
much greater in menstrual cups and cervical sponges 
than in CVL and vaginal swabs. This result suggests that 
there are differences in the fluid collected by each sample 
type. These differences may include anatomical origin of 
the fluid (suggesting that the menstrual cycle has stronger 

effects in some areas of the CVT), effects of sample dilu-
tion, or differential presence of contaminating or inter-
fering factors by sample type. Whatever the underlying 
explanation, this finding emphasizes the importance of 
sample type in understanding cyclical differences in CVT 
immune mediators.

Detection of red blood cells/hemoglobin
The presence of red blood cells (RBCs) or hemoglobin 
was measured in nine studies. At a macroscopic level, 
blood was rare, with visual detection in only a few sam-
ples. However, microscopic levels were very common, 
present in over half of the samples, with a consistent pat-
tern of higher levels during the follicular phase. Even in 
luteal phase samples, obtained long after the end of men-
struation, over half of the samples were positive. Given 
this result, while it may make sense to exclude visibly 
bloody samples (if menstrual blood is not the subject 
of investigation), microscopic levels of blood may need 
to be regarded as a physiological characteristic of CVT 
fluid. Indeed, given the more frequent detection of RBCs 
during the follicular phase, the process underlying the 
presence of these cells may be part of the causal pathway 
of differences between phases and is therefore worthy of 
further study. Because blood was assessed in only a sub-
set of the studies included here, it may be an undetected 
source of variability in the other studies, which should be 
assessed in future research.

Secondary outcomes: detection levels and immune 
mediator concentrations
CVLs consistently yielded about five times lower immune 
mediator concentrations than menstrual cups, swabs, or 
sponges. This finding is expected, given the large volume 
of media used in the collection of a CVL, and confirms 
previous findings [20, 76, 77]. However, we saw no con-
sistent difference in immune mediator concentrations 
between 5 and 10 mL CVLs. In cases where low abun-
dance immune mediators are of primary interest, using 
a non-CVL sample will maximize detectability. In other 
cases, there are additional factors to take into account, 
such as the much higher sample volumes provided by 
CVL (allowing easier aliquoting and sharing), availability 
of clinical facilities, and participant preference.

We did not observe any consistent differences in 
immune mediator concentrations between ELISA and 
MSD assays. There was some indication that Luminex led 
to lower concentrations than ELISA, consistent with pre-
vious findings [78], but the differences were less consist-
ent than for sample type. Differences between these assay 
methods are likely to depend more on the immune medi-
ator (i.e., capture and detection antibody-dependent), 
than on the immunoassay platform.
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There was no consistent effect of normalization to 
total protein, so it is unclear whether such normalization 
is beneficial. Notably, these observations were almost 
exclusively from studies using CVL. There was some sug-
gestion of a benefit of normalizing to total protein for the 
two studies using non-CVL samples (swabs and men-
strual cups), but more research is needed.

Secondary outcomes: optimal phasing method
We found that our criteria for determining menstrual 
cycle phase by serum progesterone levels or by days since 
LMP led to similar results, with only 11% of samples cat-
egorized as opposite phases by the two methods. Effect 
sizes for differences between menstrual cycle phases 
were well correlated. Thus, both methods give consist-
ent results. However, many more samples could not be 
assigned to a phase by days since LMP, leading to unused 
samples. Thus, serum progesterone allows a greater pro-
portion of samples to be analyzed. It also allows for more 
flexibility in scheduling as compared to requiring par-
ticipants to visit the clinic on a specific day of the cycle. 
However, measuring progesterone requires a blood draw, 
which is a disadvantage.

Conclusions
Our unique study draws on work published in dozens 
of studies, performed by hundreds of investigators, with 
samples provided by thousands of participants, repre-
senting a remarkable collaboration of scientists from 
across the field. By collecting and re-analyzing IPD from 
these studies, we were able to leverage the information 
from those studies in a new way and make data from 
many of these studies available for future similar analy-
ses in Additional file  3. We identified immune media-
tors with dynamic expression during the menstrual cycle 
as well as others that remain constant throughout. The 
decreases we observed in many immune mediators dur-
ing the luteal phase are consistent with prior claims that 
immunity wanes during the luteal phase, likely creat-
ing a more tolerogenic environment for implantation of 
a semi-allogeneic embryo. In compensation, it appears 
that innate antimicrobial factors, such as beta-defensins, 
increase during the luteal phase. Lastly, we found that 
the magnitude of the cycle’s effect differs by sample type, 
which should be considered when choosing which type of 
samples to collect. Our findings open the door to many 
future research studies exploring the functional conse-
quences of these changes.
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pooling random effects models. Black filled symbols indicate p < 0.05 
while white filled symbols indicate p > 0.05. Positive numbers indicate 
higher during the follicular or luteal phase, while negative numbers 
indicate higher during the periovulatory phase. Fig S3. Subgroup analysis: 
Does the effect of menstrual cycle differ by assay method, geographical 
region, or method of determining menstrual phase? A Meta‑analyses, 
comparing all studies (black circles) to studies grouped by assay method 

https://doi.org/10.1186/s12916-022-02532-9
https://doi.org/10.1186/s12916-022-02532-9
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(ELISA: blue squares; MSD: yellow triangles; Luminex: green diamonds). 
B Meta‑analyses, comparing all studies (black circles) to studies grouped 
by geographical region of sample origin (Africa: blue diamonds; Europe: 
red squares; North America: green triangles). C Meta‑analyses, compar‑
ing all studies (black circles) to studies grouped by method of menstrual 
cycle phasing (Days since LMP: orange squares; Progesterone: pale purple 
diamonds; Progesterone plus LH: dark purple triangles). Figure S4. 
Secondary outcomes: Method of determining menstrual cycle phase and 
normalization to total protein. A The standard errors of the effect sizes for 
the difference between menstrual cycle phases, with phases determined 
by days since last menstrual period (“LMP”) or serum progesterone 
(“Prog”). Each symbol represents an immune factor, with lines connect‑
ing the same immune factor. B The standard errors of the effect sizes for 
the difference between menstrual cycle phases as determined using raw 
concentration measurements (pg/mL) and concentrations normalized to 
total protein (pg/pg total protein). Each symbol represents an immune 
factor, with lines connecting the same immune factor. Table S1. Summary 
of immune mediators measured in single studies. Table S2. Summary of 
follicular vs. periovulatory meta‑analyses. Table S3. Summary of luteal vs. 
periovulatory meta‑analyses. Table S4. Covariates adjusted for in multi‑
variate analysis of each study.
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