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Surfaces are ubiquitous in indoor and atmospheric environments. In the atmo-

sphere, surfaces are present in the form of aerosols, which can impact climate by scattering

or absorbing solar radiation and influencing cloud formation and precipitation processes.

Sea spray aerosols are a major biogenic aerosol, whose physiochemical properties and com-

position are reflective of the marine environment. In indoor environments, surfaces are

extremely diverse, ranging from walls to skin to window glass. Due to the higher preva-

lence of surfaces indoors, developing a molecular level understanding of surface processes

is necessary for accurately understanding the role surfaces play in regulating indoor air
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quality and consequently the health of the occupants.

In this dissertation, the surface properties and composition of window glass and

sea spray aerosols are investigated. These surfaces are probed upon their nascent produc-

tion and subsequent physical and chemical transformations under environmentally relevant

conditions. In both environments, indoors and outdoors, due to the messy nature of au-

thentic surfaces, comparisons are made back to simple model systems to provide molecular

mimetics that can be used for future studies. Due to the small size scales of surface pro-

cesses, higher resolution chemical analyses and imaging techniques reveal the chemical and

morphological heterogeneities across the sample surface. Overall, these studies provide in-

sights into how high resolution spectromicroscopic techniques can be utilized to elucidate

nanoscale heterogeneous evolution of atmospherically and indoor relevant surfaces, and

their subsequent reactions with trace gases.
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Chapter 1

Environmental Surfaces and

Nanoscale Analyses

1.1 Roles of Aerosols and Surfaces in Environmental

Chemistry

Surface influences are pervasive across across many chemical and physical environ-

mentally relevant processes.[2, 3, 4] The presence and interactions of surfaces can alter

chemical processes, serving as reaction mediators or facilitators[5], or even catalyzing re-

action processes.[6, 7] Physically, surfaces act as sinks and sources for mass transfer, as

material is accumulated or released from the surface.[8, 9] As a result, surfaces play a

dynamic role in interacting with and altering concentrations and fates of species. The

capability and degree that surfaces influence these processes depends on the morphology,

structure, and composition of the surface.[10, 11, 12] Additionally, the porosity, structure,

viscosity, and phase of the underlying bulk material can influence the rates and degrees of

material accumulation at the surface or diffusion into the underlying substructure.[13, 14]

Modern advances in environmental surface chemistry involves the development of molecu-
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lar level understanding of surface chemical reactions and physical processes.

Figure 1.1: Cartoon representation of two atmospherically relevant surfaces - sea
spray aerosol (left) and window glass (right), and their interactions with environmental
conditions such as light, humidity, and gaseous compounds

Within atmospheric chemistry, aerosol particles have surfaces of interest due to the

undertainty that aerosols play in climate.[15] Aerosols are small liquid or solid particles

suspended in air, and their surfaces that behave as reaction sites for uptake and transfor-

mation of gaseous species.[16, 17] Aerosols have a direct influence on the radiative budget

via scattering and absorbing radiation, and indirectly effects in which aerosols alter larger

scale processes such as cloud formation and even precipitation by acting as cloud conden-

sation nuclei (CCN) or ice nuclei (IN).[18] However, the ability for a given particle to act

as a CCN or IN, depends on numerous factors, each with their own corresponding com-

plexities such as size, composition, morphology, phase state, viscosity, and the chemical

distribution of species throughout a given particle.[19, 20, 21, 22, 23, 24]

The past decade has seen a resurgence in indoor chemistry, bringing in studies,

techniques and expertise from atmospheric chemistry, contextualizing and integrating tech-

niques and understandings into the indoor environment.[25, 26, 27] When discussing the in-

door environment,not only are the indoor surfaces of aerosols important but surfaces more

broadly are prevalent. Surfaces form the basis of indoor spaces, and span an extremely
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wide range of materials and structures, including aerosol particles as already noted, but

are also extended to include materials like vinyl, glass, paint, and humans. These sur-

faces similarly act as reaction sites and control concentrations of airborne constituents,

influencing indoor air quality and the health of occupants. [2, 28, 29]

In both of these facets of outdoor and indoor environmental chemistry, surfaces,

due to their pervasiveness, represent difficult but crucial subset of processes to both study

and comprehend on a molecular level. It is necessary to probe not only the initial state of

the nascent surface, but also subsequent transformations of the surface as it ages in its re-

spective environment, and how many of these physiochemical properties of interest change

over time. Interfacial interactions and reactions with gaseous species and mass transfer of

particulate matter are often on nanoscale dimensions in size, but drive the macroscopic

evolution of surfaces. Thus accurately depicting these surface processes requires physical

and chemical probes that can capture these fundamental processes on relevant size regimes.

Surfaces represent a dynamic and complex interactive site for environmental processes and

transformations to occur. The integration of these molecular level studies with modeling

and theoretical simulations provides a foundation for understanding and predicting surface

processes spanning multiple magnitudes of spatial and temporal scales.

1.2 Sea Spray Aerosols Particles

Ocean covers 70% of the planet and is the largest source of biogenic aerosol par-

ticles. [30, 15] Sea spray aerosol (SSA) particles are produced from wave breaking and

wind sheering and bubble bursting at the ocean surface. [31, 32, 33] Consequently, the

composition of the SSA produced is dependent on the environmental condition and state

of the marine ecosystem.
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Production and Formation of Sea Spray Aerosol

Supermicron SSA:

From jet drops

Submicron SSA:

From film drops

Sea Surface Microlayer

Enriched in more 

water soluble organics

Air-Sea Interface:

Surface active, 

aliphatic-rich organics

Figure 1.2: Schematic showing bubble bursting mechanisms for film and jet drops at
the ocean surface. Figure adapted from Wang et al. 2015[1]

Wind stress at the ocean surface produces sheer forces that gives rise to wave

breaking and entrains air bubbles into the ocean. Droplets formed from bubble rising and

bursting are the primary source of SSA formation.[34] The exact mechanism determines

the depth of the ocean surface droplets are produced from, ultimately detemining the

aerosol particle composition, while the process mechanism and energy determines the size

distribution.[33, 1] Jet droplets are formed from the disruption of a water jet formed by

the collapse of a bubble cavity. As a result, jet droplets are from from the entrained air

pulling material from the underlying near-surface water and transferring them across the

interface and into the air. These jet droplets have been found to be largely supermicronic

in size and enriched in inorganic salts of elements such as Na, Cl, Ca, and water soluble

organic species. In contrast, film droplets are generated from bubble bursting at the air-

sea surface interface. The upper-most film of the sea surface, the sea surface microlayer,

is compositionally distinct from the underlying bulk seawater, as it is enriched in surface

active organic mater. [] Subsequently, film droplets formed from bubble bursting in this

region are enriched in aliphatic-rich organics, enzymes, and other surface active species
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and largely submicronic in size.

The exact composition of SSA particles is also highly dependent on the state of the

marine environment at the time of production. Past research has found that biological

activity and phytoplankton blooms are responsible for dictating the chemical makeup of

the seawater and SSA.[35, 1] Increased bloom activity enhances the abundance of aliphatic

species in SSA. [1] However, low correlation and predictability based of aerosol properties

solely off of chlorophyll-a (Chl-a), a biomarker for bloom activity, suggests that additional

processes and parameters complicate the chemistry occurring in the marine environment.

[36]

Mesocosm studies have demonstrated that bacterial metabolic processes during a

phytoplankton bloom alters the size-dependent concentrations of organic species. During a

phytoplankton bloom with high bacterial counts resulted in a loss of organic enhancement

in submicronic SSA particles.[1] This phenomena has been attributed to bacterial grazing

and metabolism of the byproducts, resulting on an enhancement of less surface active,

more water-soluble species. Thus, bacterial processing reduces the relative concentrations

of these organics at the air-surface interface, consequently reducing the transfer of these

organic species into the submicron SSA.

Aerosol Mixing State

Adding to this complexity, there is a wide range of particle-to-particle chemical

variability within a given distribution of particles from the same source.[37] This distribu-

tion of chemical species across an aerosol distribution is referred to as the mixing state,

and has important implications for the properties of the individual particles such as light

scattering, water uptake, gaseous species partitioning, and reactivity.[38, 3] There are two

main classifications of mixing state: an externally mixed population where each parti-

cle is purely comprised of a single compound, and internally mixed where each particle

5



Externally 

Mixed

Internally 

Mixed

Morphology

Diversity

Pure Composition

Homogeneously Mixed

Inorganic

Organic Inorganic

OrganicMixtures

Range of Mixtures

Organic-Inorganic Mixtures

4
4
4

4
4
4

4
4
4

Figure 1.3: Cartoon representation of various mixing states of aerosol particles, ex-
ternally mixed (top), internally mixed (middle), and morphologically diverse particles
(bottom).

is comprised of equal proportion of all the chemical species present. However, the ac-

tual distribution of chemical species is much more complex when looking at them on a

single particle basis, particles can adopt varying morphologies, such as rods prisms and

rounded shaped particles.[37, 39] Mixtures of different species can result in heterogeneous

morphologies with distinct phase separations that arise from non-mixing of species within

a single particle, such as core-shell particles which are comprised of an inorganic core

encased in an organic rich shell. Thus, SSA span a range of compositions, across pure inor-

ganic salts to salt-organic mixtures to pure organics. Even within a single purely-organic

particle, the non-mixing of different organic species can give rise to liquid-liquid phase

separations.[40, 41] Phase separations and chemical heterogeneities within a single parti-

cle have been shown to have impacts on their hygroscpicity and ability to act CCN.[20]

However, because individual aerosols can be as small as hundreds of nanometers, and

many of these heterogeneities require sub-particle level analyses, the development and ap-

plication of nanoscale resolution techniques and methodologies are necessary for accurate

characterization and measurement of these aerosol properties.
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Aerosol Hygroscopicity

Hygroscopicity refers to the affinity to take up water vapor from the surround-

ing environment.[42] Depending on the relative humidity (RH) and temperature, wa-

ter vapor can partition into the aerosol phase, subsequently altering the concentrations

of components within an aerosol.[43, 19] Aerosol liquid content has been shown to al-

ter physiochemical properties of an aerosol such as phase state, morphology, size, and

viscosity.[44, 45, 46, 47, 48] Aerosols with more water-soluble compounds that uptake

more water are more hygroscopic than those that are more insoluble. However, because

aerosols can adopt a wide span of morphologies and mixing states, the hygroscopicity of the

subsequent mixed particle is not only dependent on concentration dependent properties,

but also the morphology and any phase separations within.[49, 40] Thus, understanding

both aerosol morphology and spatially distributions of chemical compounds is needed for

understanding their hygroscopic behavior.

Oxidation

Recent efforts and advancements have been made developing a more comprehen-

sive understanding of how the environmental state of the marine ecosystem are reflected

in the composition and physical properties of nascent produced SSA. However, aerosols

are not static systems, but rather transform and evolve dynamically in response to stimuli

such as light[50], and are responsive to concentrations gaseous species. In the presence

of reactive gases such as HOCl, OH radical and N2O5, aerosols can readily undergo het-

erogeneous and multi-phase chemistry.[3] Aerosols surfaces can either facilitate reaction

processes by catalyzing reaction mechanisms that are energetically unfavorable or par-

take in reaction processes directly, subsequently altering the chemical composition and

physiochemical properties of the reacted aerosol particle. These multi-phase processes are

reflected by changes in the morphology and chemical composition of the SSA, and subse-
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quently alter the particle physiochemical properties such as hygroscopicity, viscosity, phase

state, and light scattering.[51, 52, 53]

1.3 Indoor Surfaces

Understanding the chemical processes occuring in indoor spaces have garnered in-

creased attention in the past decade. In developed societies, humans spend over 90%

of their time in indoor spaces.[54] When examining relative contributions and processes

indoors, surfaces significantly more widespread indoors relative to outdoors.[2, 25, 55]

Surfaces are the fundamental basis for indoor spaces and objects, and influence the con-

centration and fates of the constituents of indoor air. The behavior of surfaces and surface

accumulated material is thermodynamically driven by equilibrium of various semi-volatile

and volatile species that can readily partition between different media, such as air, organic

films, and surfaces. [9, 56, 8, 57]

Figure 1.4: Diagram showing surface processes of interest to indoor surfaces, including
transport of material onto the surface and transformative processes.
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Indoor surfaces also play a role in transformation of indoor compounds by altering

reaction mechanisms and or directly reacting with airborne species. If left unperturbed, ma-

terials accumulated on the indoor surface, or diffused within the bulk material, can remain

entrained in indoor spaces for months or years.[8, 56] This means that when considering

reactions and chemistry indoors, accommodating surfaces processes require consideration

of slower reaction pathways that are longer than the air exchange rates- the typical rate

limiting factor of indoor spaces[58]- or accumulation of indoor components that might

otherwise be scrubbed via ventilation.[59, 60] However, surfaces are extremely messy and

complex, as the interactions of a surface with airborne fraction is largely dependent upon

the physical and chemical composition of the surface. Due to the large variety of materials

found indoors, and the slew of different micro-environments, there is not a single surface

that can be used to represent all indoor surfaces, nor is there a single reaction mechanism

that represents all aging processes.

Diversity in Surface Materials and Indoor Emissions

Window glass is one of the simplest relevant indoor surface structurally and chem-

ically, found across nearly all indoor spaces. Window glass is predominantly comprised of

amorphous SiO2 mixed with various amounts of sodium and calcium oxides. The surface

is smooth and low in surface area, and typically thought of an inert surface. However,

processes including surface wetting[61], transmissivity of attenuated sunlight[62], and the

accumulation of material on surface[63, 64] makes the window glass surface suitable for

numerous chemical and physical processes to occur. Indoor surfaces are extremely diverse,

spanning from of natural and man-made materials, including but not nearly limited to

glass, paint, human skin and clothing. Across the wide range of surfaces and surface mate-

rials, there is a reflective diversity in their corresponding composition and physiochemical

properties such as roughness, wettability, and permeability or porosity. Further compli-
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cating this, the evolution of a given surface is highly dependent on the relative surface

location, and any activities and emissions carried out there within.

Figure 1.5: Examples of various sources of emissions indoors

Emissions indoors are similarly extremely diverse, being produced from a myriad

activities and sources such as cooking and cleaning[65, 66, 67], electronic devices such as

printers[68, 69, 70], or even passive emissions such as degassing from materials such as

vinyl flooring.[71, 72, 73, 74] Some of these emissions are localized to specific regions or

sites within indoor spaces, for example, printing is common in office spaces and cooking

occurs primarily in the kitchen, while others can be more common spread such as off-

gassing of pthalates flooring materials and plasticizers or formaldehyde and other volatile

organic compounds from paint. While these emissions are more concentrated proximal to

the emission source, their transport through indoor spaces, either via diffusion or through

airflow such as centralized ventilation systems[75], adds to the challenge of understanding

the chemistry and evolution of indoor surfaces. The ever increasing number of indoor

products and materials produces exponentially scaling distinct permutations of potential

surfaces and emissions that would have to be considered.
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The complexity and diversity of these indoor surface systems and environments

highlights the need to approach the surface science from a more fundamental molecular

level aspect, and extend commonalities to new or additional surfaces and emissions. In-

tegrating these studies with theory and modeling across multiple magnitudes of temporal

and spatial scale builds the foundation for a more generalized understanding of indoor

processes and their consequential influence on indoor air quality and occupant health. Be-

cause many interactions involve transport or transformations of gaseous compounds or

submicronic sized particulate matter, the evolution of surfaces involves studying surfaces

with vertical and lateral resolutions on the nanoscale.

1.4 Thesis Objective

The research presented herein focuses on the development and application of nanoscale

microspectroscopic techniques for analyses of relevant surface for both indoor and outdoor

environments. Experimental techniques used to analyze these surfaces were primarily

atomic force microscopy (AFM) and atomic force microscopy based infrared spectroscopy

(AFM-IR). Samples analyzed were generated using molecular mimetics in a laboratory

environment or authentic surface samples collected from the field under environmentally

realistic conditions.

Chapter 2 overviews the details of the instrumentation and experimental methods

used in this study. A brief and basic theoretical description of the AFM and AFM-IR are

included, as well as general methods and materials used for preparing both laboratory and

field samples.

Chapter 3 describes the method development and validation for AFM-IR analyses

in model system aerosol studies. Various systems comprised of pure- and mixtures of inor-

ganic and organic species commonly identified in SSA are included, including ammonium
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sulfate, sodium chloride, and various sugars and fatty acids.

Chapter 4 extends the analyses of substrate deposited aerosol particles to authentic

SSA collected from a mesocosm experiment in a wave flume channel facility. Size dependent

morphological distributions and corresponding spectra were collected and compared with

known model systems to provide chemical context to the morphologies observed across a

phytoplankton bloom. The influence of aging on the morphology and composition are also

investigated.

Chapter 5 describes the evolution of window glass placed in different indoor loca-

tions. Surfaces are imaged with AFM and physical properties such as roughness, changes in

surface area, and film coverage are examined, demonstrating the role that surface locality

plays in its evolution across multiple months of exposure.

Chapter 6 involves probing glass surface evolution in response to a single day of

cooking or cleaning activities in the kitchen. Comparisons of surface deposited materials

with mass transport deposition models and airborne aerosol size distributions were con-

ducted. Spectral analyses reveal the chemical speciation of these shorter term deposited

materials, and is compared with spectra from bulk extracted material and long term ex-

posed glass. Model surface systems generated in a Teflon chamber using oleic acid and

window glass are compared to provide further insight.

Chapter 7 details the hygroscopic response of various coated window glass surfaces.

Field samples involve the deposited particles on window glass from single day of stir fry

cooking and a multi-month exposed window glass placed in the kitchen. The spectra and

hygroscopic growth is compared to various laboratory mimetics based off of oleic acid,

studying the influence of speciation, oxidation, and aliphatic chain length.
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Chapter 2

Experimental Methods

The research presented in this dissertation focuses on the chemical and morpholog-

ical evolution of different environmental surfaces. In this chapter, experimental methods

and instruments are introduced, including substrate-deposited aerosol sampling and prepa-

ration and the theoretical basis, components, and operation of atomic force microscopy

(AFM) and atomic force microscopy based infrared spectroscopy (AFM-IR) also referred to

as atomic force microscopy based photothermal infrared spectroscopy (AFM-PTIR). Math-

ematical and physical descriptions are briefly discussed, but largely follow more detailed

derivations available elsewhere.

2.1 Sample Preparation

2.1.1 Substrate Preparation for Aerosol Particles

Aerosol samples were collected by impacting particles onto silicon wafer chips

(16008, TedPella) or 100-nm thick gold-coated wafers (AU1000SLC, Platypus Tech). All

substrates were cleaned with ethanol and water, followed UV-Ozone cleaning. For hy-

drophobic treatment, Si wafers were coated by submerging in commercial polydimethyl-
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siloxane solution followed by an ethanol rinse.

2.1.2 Aerosol Particle Model System Generation for Indoor and

Outdoor Chemistry Studies

Solutions were prepared using 1% weight solutions in milli-Q water (Barnsted

EasyPure-II; ≥ 18.2 MΩ cm resistivity, Thermo) or corresponding miscible solvent. From

the solution, a polydisperse distribution of aerosols was generated using an atomizer

(Aerosol Generator 3076, Mikromasch). Briefly, liquid is drawn through a vertical pas-

sage into an atomizing section, wherein the solution is atomized by a high-velocity stream

of air, producing a polydisperse distribution of submicrometer aerosols, with a mean diam-

eter of approximately 200 - 300 nm. Prior to collection, the resulting stream was reduced

to a relative humidity (RH) of approximately 10% after passing through two diffusion dry-

ers. For size selection, the particles were impacted onto substrates using a micro-orofice

uniform deposition impactor (MOUDI, nanoMOUDI-II 125R, TSI). In the absence of size

selection, the polydisperse distribution was impacted onto substrates by using an impactor

(0.0508 cm, TSI) from an electrostatic classifier (3080, TSI) at a flow rate of approximately

0.3 LPM.

2.1.3 Field Sampling of Aerosol Particles and Indoor Surface

Depositions

Aerosol Collection

Nascent SSA was collected by directly sampling flume headspace and impacting

onto substrates in a MOUDI (MOUDI-110, TSI). Samples were collected under ambient

temperature (25 - 30 ◦C) and 70-90% RH. Heterogeneously aged SSA (hSSA) was collected

by flowing flume head space through an oxidation flow reactor (OFR) and mixed with a
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bypass of liquid nitrogen before impacting onto substrates using a MOUDI (nanoMOUDI-

II 125R, TSI) at ambient temperature (25 - 30 ◦C). Due to the liquid nitrogen bypass,

samples were collected under drier conditions, at 15-20% RH. Substrates were immediately

placed in sealed petri dishes and stored in the dark.

Indoor Surface Sampling

Window glass was purchased from commercial distributors and cleaved into approx-

imately 1.3 × 1.3 cm2 pieces. Surfaces were then cleaned in subsequent alcohol and water

rinses, and dried in an oven. Painted surfaces were prepared by applying a coating of

paint onto of support material (wallboard, glass) and allowing to dry. All surfaces were

mounted vertically and exposed to authentic indoor environments and conditions for vari-

able amounts of time, ranging from a single day up to multiple months. Samples were

sealed in air-tight containers and shipped to San Diego for analyses. Samples were stored

in the dark under ambient conditions.

2.2 AFM

2.2.1 Components

While many potential configurations exist for atomic force microscopes, with nu-

merous of auxiliary components that provide additional functionality, this section will only

focus on the base components of the particular AFM used, shown in Figure 2.1, that pro-

vide the functionality needed for operation. All samples were analyzed using a commercial

atomic force microscope system (nanoIR2, Bruker). Typically, reflective rectangular Si-N

cantilevers with uncoated tips are used, with radius of 10 nm. For contact mode imag-

ing low frequency flexible cantilevers (HQ:CSC17/Cr-Au, Mikromasch), with a nominal

frequency and spring constant of 13 kHz and 0.18 N/m respectively. In tapping mode,
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slightly more rigid cantilevers are used (HQ:NSC19/Al-BS, Mikromasch), with a nominal

frequency and spring constant of 65 kHz and 0.5 N/m respectively, and for sticky samples

such as oil and water droplets, rigid cantilevers are used (HQ:NSC15/Al-BS, Mikromasch)

with a nominal frequency and spring constant of 325 kHz and 40 N/m respectively.

Figure 2.1: Diagram showing the main components of an atomic force microscope
with an optical lever detection system to investigate substrate deposited particles from
indoor and outdoor samples as well as model systems

The primary sensor for AFM is a cantilever with a sharp tip acting as the probe.

The cantilever is held on a support with a piezoelectric element which upon applying a

sinusoidal voltage, drives cantilever oscillation. Samples, often non-magnetic substrates

such as silicon and glass, are adhered to steel discs and magnetically attached to a stage.

Stage motion and position is controlled by a XY driver and Z driver to move the sample

laterally and vertically relative to the probe. Cantilever motions are monitored using the

optical lever configuration, in which a laser spot is reflected off the edge of the cantilever

and onto a four quadrant photodiode detector. Changes in the bending of the cantilever

are cast as lateral or vertical displacements of the laser spot on the photodiode detector.

2.2.2 Cantilever Motions and Mechanics

By measuring changes in the position or motion of the cantilever induced by tip-

sample force interactions, AFM is able to provide insight into physical and morphological
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properties of the sample. Cantilever mechanics follow equation of motion for flexural

vibrations of a beam, approximated by the Euler-Bernoulli equation:

EI
∂4z(x,t)

∂x4
+m

∂2z(x,t)

∂t2
= W (x,t) (2.1)

where z is the beam vertical displacement and W (x,t) is the excitation force, dependent

on position x and time t. EI is the flexural stiffness of the beam with mass m. Accounting

for damping of the harmonic motion of the cantilever and including driving and tip-sample

interaction forces gives:

EI
∂4z(x,t)

∂x4
+ηairm

∂z(x,t)

∂t
+m

∂2z(x,t)

∂t2
= Fd +Fts (2.2)

where ηair is the damping constant in air. The equation is solved by separation of variables

and applying boundary conditions of zero deflection(z) and slope (∂z
∂x) at the fixed end and

zero torsional moment (∂2z
∂x2 ) and corresponding terms for forces (∂3z

∂x3 ) acting at the free

end of the beam. In time domain, the harmonic solutions of angular frequency ω can be

expressed as:

z(x,t) = (A1 sinαx +A2 cosαx+A3 sinhαx+A4 coshαx)eiωt

=
∑

n
φn(x)qn(t)

(2.3)

where A1, A2, A3 and A4 are coefficients determined by the boundary conditions, α =
(

m
EI ω2

)
1

4 , qn(t) is the temporal behavior and φn(x) is the spatial shape of mode n for the

fundamental n = 1 and higher harmonic n = 2,3, ... flexural eigenmodes. Eqn 2.2 can be

rewritten recognizing that d4φ
dx4 = m

EI ω2φ(x):

∞
∑

n=1

ω2
nφn(x)qn(t)+

∞
∑

n=1

dqn

dt
+

∞
∑

n=1

d2qn

dt2
=

1

m
(Fd(t)+Fts(t)) (2.4)
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Through modal shape orthogonality, Eqn 2.4 can be decoupled to give ordinary differential

equations describing the dynamics of each mode:

d2qn

dt2
+ηair

dqn

dt
+ω2

nqn(t) =
1

m
(Fd(t)+Fts(t)) (2.5)

Additional complexities including but not limited to tip location along the cantilever, lat-

eral forces, and beam tilt, are necessary for accurate numerical solutions to cantilever

dynamics. However, the fundamental principal remains: interaction forces between the

cantilever tip and sample surface alter the cantilever motion, detection and quantifica-

tion of these dynamics provide access to the physical and topographical properties of the

sample.

2.2.3 Standard Operating Procedures for Use of AFM and AFM-

IR Spectroscopy

General AFM Modes

Figure 2.2: A) force-distance plot demonstrating the tip-sample force experienced by
the probe across a range of tip-sample separations, ranging from attractive to repulsive
regimes, with labeled regions of operation for contact and tapping AFM. B) Examples
of tip motion as the probe sweeps across the surface in contact (upper) and tapping
(lower) imaging modes

One of the simplest models for AFM tip-sample interactions is the Leonard-Jones

Potential, Figure 2.2, describing the interaction potential V(z) as a function of tip-sample
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separation which varies depending on the imaging mode and conditions:

V (z) =

[

(

A

z

)12

−

(

B

z

)6]

(2.6)

Where the tip-sample repulsive and attractive forces are described by the first and second

terms respectively. Two main modes are employed and discussed in this thesis, contact

(static) mode, and tapping (intermittent contact/vibrating) mode, shown in Figure 2.2B.

Contact Mode

In contact mode, the cantilever tip held in constant contact with the sample and

drags across surface, operating in the repulsive force regime to prevent artifacts from at-

tractive forces such as capillary or electrostatic/van der Waals forces. As sample is moved,

changes in deflection of cantilever result from different topographies, reflected in vertical

or lateral deflections. Operation in contact mode requires more flexible cantilevers with

low spring constants so that sufficient deflection is achieved while keeping the interaction

force between the tip and sample low. However, because the cantilever is in static contact

with the sample, softer or weakly adhered regions of the sample are prone to disruption or

dragging by the shear lateral forces.

Tapping Mode

In tapping or intermitent contact mode, the cantilever oscillated by the piezoelec-

tric element at or near one of its resonant frequency eigenmodes, most commonly the

fundamental mode. Oscillatory motion means tapping mode AFM operates across a wider

range of tip-sample distances, involving both repulsive and attractive interaction forces.

Because the cantilever is in constant harmonic motion, the amplitude of the laser on the

photodiode is measured, as shown in Figure 2.3, where changes in sample topography are

reflected in changes in the amplitude of cantilever oscillation. Phase shift between exci-
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Figure 2.3: Example plot demonstrating phase and amplitude differences between
the applied piezo signal (red) and the cantilever response (cyan), with a change in
amplitude (A1 → A2) and phase(φ)

tation and response of the cantilever, tied back to both topography of the sample and

mechanical properties:

Ediss =
kω

2Q

[

AA0 sinφ−A2
]

(2.7)

For ”stickier” samples such as liquids including oils and deliquesced salts, liquid capillaries

are prone to forming as the tip approaches and retracts from the sample surface. Operating

the AFM at a higher set-point and using higher frequency probes used to reduce influence

of capillary forces, subsequently reducing the presence of these imaging artifacts.

2.2.4 Image Processing

All images were prepared and processed in Gwyddion. An example of image process-

ing is shown in Figure 2.4. A majority of the samples imaged involve particles deposited

on a flat substrate base, and corrections for height images only require plane subtraction

or line fits, followed by iterative masked polynomial fits to level the underlying substrate.

The substrate is zeroed as base height, and lower limit height mask is applied to the image,

identifying particles relative to the zero height, and a minimum pixel area filter is applied

to remove poorly resolved masked features. Properties such as surface area, volume, or

roughness can be extracted from 1) the entire image 2) masked regions 3) unmasked regions
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or 4) individual masked particles, and exported for analyses in Python, Igor, or Excel.

Figure 2.4: A) Raw output height image from AFM B) Height image after plane sub-
traction and masked polynomial fits% C) AFM image with masks identifying particles
using a lower limit height threshold D) Histogram plot of masked data converted into
volume equivalent diameters (Deqiv,V = (6V/π)1/3)

2.3 AFM-IR Spectroscopy

2.3.1 Components

Figure 2.5: Image (left) and diagram (right) showing the main components of an
atomic force microscopy-infrared spectrometer

Base components remain the same as AFM, with the addition of a pulsed tunable

infrared laser source that is focused onto the sample beneath the cantilever tip, as demon-

strated in Figure 2.5. Two separate laser sources are used, an optical parametric oscillator,
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OPO, (NT-277-XIR, EKSPLA), with 1kHz repetition rate, 800 - 4000 cm−1 spectral range,

20 ns pulse width, and ≤ 12 cm−1 resolution. A quantum cascade laser, QCL (MIRcat,

Daylight), with 0.1 kHz to 3 MHz tunable repetition rate, 850 - 1800 cm−1 spectral range,

20 ns - 1 µs pulse width, and ≤ 1 cm−1 resolution, both operated at p-polarization.

Gold-coated rectangular Si-N cantilevers are used with a tip radius of 10-35 nm.

For contact mode imaging low frequency flexible cantilevers (HQ:CSC17/Cr-Au, Mikro-

masch), with a nominal frequency and spring constant of 13 kHz and 0.18 N/m respectively.

In tapping mode, slightly more rigid cantilevers are used (HQ:NSC19/Cr-Au, Mikromasch),

with a nominal frequency and spring constant of 65 kHz and 0.5 N/m respectively.

2.3.2 Theoretical Basis of AFM-IR spectroscopy

Full description and derivation treatment available in Dazzi et al. . Herein is an

abbreviated version that closely follows, providing enough to give an intuitive understand-

ing of the basis for chemical detection using AFM-IR. The overall phenomena driving

AFM-IR’s chemical sensitivity is photothermal induced resonance (PTIR), where sample

absorbance of infrared light drives cantilever motion, demonstrated in Figure 2.6. Initially,

the sample is irradiated with a pulsed, tunable infrared source. Power absorbed Pabs by the

sample is dependent on the light absorbed A, which is governed by the traditional IR se-

lection rule, requiring a nonzero induced change in the dipole moment (dµ
dx 6= 0), commonly

described by the Beer Lambert absorption law

Pabs ∝ A(σ) =
4πd

ln(10)
σκ(σ) (2.8)

where σ is the wavenumber of the incident light, κ is the imaginary part of the refractive

index, and d is the thickness or cross-section. Absorbance results in a temperature increase
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in the sample, described by the Fourier heat equation:

ρCp
∂T

∂t
=

Π(tp)Pabs

V
+kth∆T (2.9)

where ρ is the density of sample with heat capacity Cp, T is the temperature, V is the

volume, kth is the thermal conductivity and Π is a rectangular function representing a

laser pulse of length tp. The temperature increase produces internal stress and subsequent

thermal expansion of the region:

u(t) = aGαT ∆T (t) (2.10)

Photothermal expansion produces a source for tip-sample interactions Fts. This expan-

sion force induces displacement of cantilever, resulting in cantilever motion that is propor-

tional to the optical absorption properties of the sample. Plotting changes in cantilever

Figure 2.6: Main steps driving the photothermal induced resonance effect that enables
cantilever motion and subsequent detection of infrared absorbance in the sample

behavior as a function of wavenumber reproduces an infrared spectrum where detected IR

absorbance is local to the cantilever tip, resulting a lateral spatial resolution on the scale

of tens of nanometers.

Contact AFM-IR Spectroscopy

In contact mode, AFM-IR spectroscopy operates by holding the tip in direct contact

with sample, localized sample expansion deflects the cantilever, resulting in displacement
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Figure 2.7: Cantilever response in ring-down decay from an OPO (left) and sustained
resonance (right) from a QCL with pulse repetition rate matching cantilever oscillations

followed by ring-down decay oscillatory motion. Fixed repetition laser sources such as

OPO’s operate at a frequency too slow to match the expansion cycle of the sample, and

thus the resulting tip-sample interaction can be treated as an impulse, approximated as a

delta function Fts ≈ δ(x). With higher modular frequency laser sources such as QCL’s, the

frequency of the laser pulse repetitions can be set to match the contact frequency resonance

enhancement results in sustained cantilever motion as shown in Figure 2.7. This results

in enhanced signal to noise compared to conventional AFM-IR.[76]

Tapping-AFM-IR Spectroscopy

In contrast to standard AFM-IR where the probe is held in contact with the sample

surface, tapping-AFM-IR involves measuring the tip-localized infrared absorbance while

the tip is still held in oscillating motion. The overall basis for signal detection depends upon

heterodyne mixing between frequencies of piezo oscillation force Fd and photothermal tip-

sample force Fts. The full derivation is available in Dazzi et al. 2018. Briefly, after a Taylor

expansion of the overall response force, preserving second order terms, the approximate

response force is:

F = χs

[

a2
t

2
−asat cos((ωt ±ωs)t−ωsτ)+

a2
s

2

]

(2.11)

where the double product term describes heterodyne mixing of the two terms. By

oscillating the frequency at its fundamental frequency ωt = ω1 and setting the laser pulse
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frequency to match the difference between the second and fundamental modes of the

cantilever ωs = ω2 −ω1, any sample absorption will result in maximum excitation amplitude

of the second mode.

2.3.3 Operation

Laser calibrations are carried out prior to analyses, which involve using a back-

ground power spectrum to normalize for variations in power, in addition to running a

polystyrene internal standard to account for shifts in frequency. Typical operation in-

volves imaging samples (Figure 2.8A) identical to standard AFM operation, followed by

some form of chemical analyses. Three main types of chemical data are provided by the

AFM-IR: point spectra, chemical mapping, and hyperspectral imaging. For point spectra

(Figure 2.8C), the tip is held at a fixed point and the laser sweeps across the spectral range.

Measuring cantilever response as a function of wavenumber produce a single IR spectrum.

Figure 2.8: A) AFM height image of a particle on an Si wafer substrate B) Chemical
map taken at 1170 cm−1, C) IR Spectra taken at corresponding labeled regions of the
particle

For single wavenumber chemical maps (Figure 2.8B), the IR source is held at a

fixed frequency while sweeping cantilever across image, collecting simultaneously with

height and other standard AFM images. For lasers like the OPO with a relatively slower,

fixed repetition rate , scan speeds and co averages per pixel have to be reduced to prevent

co averaging between pixels. For faster variable repetition rates such as QCL’s, the laser

repetition rate can be increased to match normal scan speeds.
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Figure 2.9: A) AFM height image of an organic particle on an Si wafer substrate
B) Representative schematic of the hyperspectral data structure C) Integrated hyper-
spectral maps from 800 - 900 cm−1 and 1600 - 1700 cm−1 in upper and lower panels
respectively

In hyperspectral imaging, a depiction of the data structure is shown in Figure 2.9.

Spectra are collected at each point in an evenly-spaced grid across an image, wherein each

X-Y data point contains an entire IR spectrum. Splicing a single frequency or integrating

across a range of frequencies enables simultaneous mapping of functional groups across the

same image.

2.3.4 Environmental Cell

Figure 2.10: Images of the environmental cell A) in the AFM hood B) connected
while detached from the AFM head, with a schematic of the primary components of
the environmental cell attachment for the AFM-IR from C) overhead and D) side-on
views

To facilitate in situ studies on chemical and physical surface transformations under

variable temperature and humidity conditions, the AFM-IR was equipped with a closed

environmental cell (Bruker), shown in Figure 2.10, that was attached to a liquid flow

line. The cell walls are a heat-sealed low density polyethylene fabric. Cell lining material

has to be flexible enough to permit stage motion and compression/extension for variable
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thickness samples. Heat sealed low density polyethylene (LPDE) properly encloses the

sample while remains flexible enough to not interfere with stage motion, with moderate

ozone resistance. The chamber is equipped with a relative humidity and temperature sensor

(SHT3x, Sensirion) near the AFM probe. The environmental cell is supplied controlled

humidity airline which generated the desired humidity air by altering the mixing ratio

between a dry and and humid air line.

Figure 2.11: A) AFM height image of a calibration grating with 1.2 × 1.2 cm2 rectan-
gular gratings imaged in the environmental cell B) optical images of NaCl at 5 (upper),
73 (middle), and 75% (lower) RH, particle growth is observed increasing the chamber
to RH = DRHNaCl 75% C) AFM height images of deliquesced NaCl at 80% RH with
liquid capillary artifacts present (upper) and absent (lower) with inset scale bars are
set to 500 nm; note the change in height scale.

After each assembly, the environmental chamber is calibrated prior to sample anal-

yses to check for errors in stage movement, humidity sensor readout, or imaging artifacts.

Examples of calibrations are shown in Figure 2.11. Stage movement with the cell is tested

using 3-dimensional array rectangular gratings (TGQ1, NT-MDT) with nominal rectangle

sides of 1.5 ± 0.35 µm and heights of 20 ± 1.5 nm. The humidity readout is validated

by measuring the optical deliquescence of substrate deposited NaCl particles at its deli-

quescence relative humidity (DRH) of 75. Because the quality of the seal for the different

parts of the chamber may vary between each assembly, adjustments in the seals made until
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variances in the optically measured DRH do not exceeded ± 0.5%. Cantilevers are tested

using deliquesced sodium chloride at 80% RH to ensure tip-sample liquid capillaries do

not influence image quality. For higher humidity studies, where liquid phase state samples

are expected, stiffer higher frequency cantilevers are used. Samples are typically imaged

at slower scan speeds and higher set points to minimize interaction forces. Upon changing

RH, the chamber is given at least 10 minutes to fully stabilize and equilibrate. After this

amount of time, no further changes are observed in the images.
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Chapter 3

Application of Nanoscale Infrared

Spectromicroscopy for Model System

Aerosol Studies

3.1 Abstract

New developments in nanoscale analytical techniques have paved the way for de-

tailed spectroscopic and microscopic measurements of substrate-deposited aerosol particles

on a single particle basis. Atomic force microscopy based photothermal infrared (AFM-

PTIR) spectroscopy is a technique that combines the nanometer spatial resolution of AFM

with the chemical analysis capabilities of vibrational IR spectroscopy. Herein we demon-

strate the capability of AFM-PTIR to investigate single and multi-component systems

comprised of inorganic salts and organic compounds relevant to the atmosphere. Chemi-

cal and microscopic characterization of individual particles as small as 50 nm in diameter

is shown. Moreover, single particle spectro-microscopic characterization as a function of

relative humidity using this technique is shown for the first time. These new measurements
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as a function of relative humidity allow for the simultaneous and independent acquisition

of photothermal IR spectra, contact resonance frequency shifts, and water uptake growth

factors, providing insight on changes in the composition, stiffness, and size of the particles,

respectively. These results lay the foundation for more detailed AFM-PTIR studies of

multicomponent aerosol particles under a range of environmental conditions.

3.2 Introduction

Earth’s atmosphere contains suspended liquid and solid particles called aerosols,

which are directly emitted from a variety of sources (primary aerosols) or formed in the

atmosphere through gas-to-particle conversion processes (secondary aerosols).[17, 16, 77]

The interaction of atmospheric aerosols with solar radiation is complex, and the quanti-

tative impacts of aerosols on climate and environment have many uncertainties due to

different physicochemical properties such as their size, reactivity, and affinity to interact

with water vapor to form clouds. [78, 79, 80, 30] In addition, human exposure to aerosol

particles have been linked to a variety of health effects. [81, 82, 83, 84, 85]

Several recent field campaigns report variation in the chemical composition and

morphology of individual particles, which reflects diversity in the particle emission sources.

[39, 86, 87, 88, 89] A single aerosol particle typically consists of a mixture of components;

with many aerosols containing both organic compounds and inorganic salts. The presence

of organic compounds within inorganic salt aerosols in a mixed state can strongly alter the

chemical reactivity and physical properties of the aerosol.[90] Thus, increasing interest has

been placed on studying the composition, morphology, and phase state of aerosol particles

comprised of both organic compounds and inorganic salts. Adding to this complexity, the

components within the particle can vary in mixing states, resulting in different internal and

external morphologies and corresponding phase states. [91, 92, 93] Morphology, phase, and
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chemical composition are the vital links to understanding the impacts of aerosol particles

in the atmosphere, and there is a need for detailed studies of individual particles under

realistic atmospheric conditions.

Table 3.1: Aerosol particle properties that can be measured using AFM compared to
AFM-PTIR spectroscopy

Atomic force microscopy (AFM) is an attractive and non-destructive method that

permits visualization of the microscopic details of a particle with nanoscale spatial reso-

lution at ambient conditions.[94, 95] Table 3.1 summarizes some of the important recent

advances by Tivanski, Grassian and co-workers in using AFM to investigate atmospheri-

cally relevant particles including accurate measurements of particle size, three-dimensional

(3D) structure, morphology, phase, 3D growth factors, organic to salt volume fraction ra-

tio for mixed particles, and surface tension force measurements as a function of relative

humidity. [1, 96, 19, 22] While AFM can probe the structural detail and physicochemical

properties of individual atmospheric particles, it cannot directly provide chemical infor-

mation about the particle. What remains a grand challenge in aerosol research is the

simultaneous measurements of the chemical composition, morphology, and properties of
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individual aerosol particle especially in the nanometer size range, a size regime important

for atmospheric chemistry,[97] health and climate.[98, 99]

Atomic force microscopy based photothermal infrared (AFM-PTIR) spectroscopy

is a photothermal induced resonance (PTIR) technique that combines the high spatial res-

olution of AFM with the chemical analysis capabilities of vibrational spectroscopy.[100, 76,

101] Briefly, the technique converts thermal expansion which originates from the absorp-

tion of infrared radiation, into cantilever displacement, generating a signal proportional

to the amount of IR light absorbed. Because the displacement measured is localized to

the cantilever tip, AFM-PTIR allows chemical analysis with spatial resolution well below

the diffraction limit. AFM-PTIR has been successfully employed in various fields, includ-

ing polymers, life, medical, and material sciences.[100] More recently, Bondy et al. have

demonstrated AFM-PTIR spectroscopy to investigate atmospherically relevant aerosol par-

ticles, but noted issues such as low deflection signal from photothermal particle expansion,

especially for small particles below 200 nm, and differing peak-to-peak ratios compared to

Fourier Transform Infrared (FTIR) spectroscopy. [102]

Thus, there remains a need to further develop AFM-PTIR spectroscopy as a quanti-

tative tool for analysing substrate-deposited aerosol particles. Herein, we use AFM-PTIR

to measure the particle morphology and the associated chemical information of several

model aerosol particles on a single particle basis. We present results for the infrared

spectroscopic characterization of single component aerosol particles, including ammonium

sulfate (AS) particles as small as 50 nm in diameter. Such small size range is important

due to relatively high abundance of particles below 100 nm in the troposphere and their

importance as cloud condensation nuclei and ice nucleators.[98, 23, 103] In addition, we

provide similar characterization of particles as large as 2.6 microns in diameter. Previous

studies have shown supermicron sized particles contribute to a significant fraction of total

ice nucleators (IN).[23] To further demonstrate AFM-PTIR as a technique for studying
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particles comprised of components that vary in both chemical and physical properties,

we present results for two component model aerosols comprised of an organic compound,

(pimelic acid (PA) and glucose) and an inorganic salt, (sodium chloride and ammonium

sulfate). These were selected as important model systems of tropospheric aerosol particles

which are majorly comprised of sea salt, inorganic sulfates, dicarboxylic acids, and sac-

charides. We also show results for collecting AFM-PTIR images and spectra of a single

particle as a function of relative humidity for the first time. A summary table of the

advancement in capabilities for aerosol studies using the AFM-PTIR method is provided

in Table 3.1. When compared to a stand-alone AFM, AFM-PTIR spectroscopy gives in-

formation on the samples mechanical and spectroscopic changes that can be coupled with

the imaging and tip-probe measurements from AFM to give a more complete picture of

the behaviour of aerosol particles in the submicron size regime.

3.3 Experimental Methods

3.3.1 Materials

All chemicals used were purchased directly from the manufacturers, utilized with-

out further purification, and included ammonium sulfate ((NH4)2SO4, ¿99%, Fischer Sci-

entific), sodium chloride (NaCl, ≥99%, Fischer Scientific), glucose (C6H12O6, ≥99.0%,

Sigma-Aldrich), sodium nitrate (NaNO3, ≥99%, Sigma-Aldrich), pimelic acid (C7H12O4,

≥99.0%, Sigma-Aldrich). Single component aerosol particles were generated from a 0.5 or

1% wt/v aqueous solution using ultrapure water prepared on site (Barnsted EasyPure- II;

≥18.2 MΩ cm resistivity, Thermo). Aqueous solutions of compounds (and 1:1 %wt mix-

tures) listed above were atomized (TSI Inc., model 3076) to generate the aerosol particles.

The aerosol particles were then sent through two diffusion dryers (model 3062, TSI) at

a flow rate of 1.5 lpm to reduce the RH to ca. 5% RH. Zinc sulfide (ZnS) and Si wafer
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sampling substrates (16008, Ted Pella) were used to collect the aerosol particles by mount-

ing the substrate in front of an electrostatic classifier (TSI Inc., model 3080) for 1-10 min.

Due to the thickness of the ZnS substrate, samples could not fit in a MOUDI or CAS-

CADE size selector. For relative humidity studies, hydrophobic substrates were prepared

by cleaning Si wafer sampling substrates with isopropanol and coating in commercially

available Rain-X. [104, 105]

3.3.2 Atomic Force Microscopy - Photothermal Infrared Spec-

troscopy

Samples were analyzed using a commercial microscopy system (nanoIR2, Bruker).

The instrument consists of an atomic force microscope integrated with a pulsed, tunable

infrared optical parametric oscillator (OPO, NT-277-XIR,EKSPLA) laser source with rep-

etition rate of 1 kHz, tuning range of 850 to 2000 cm−1 and 2235 to 3600 cm−1, and an

average spectral resolution of 4 cm−1. The sample is irradiated with a pulsed IR laser

radiation in a top-down fashion, with a spot size of ˜30 µm. The pulsed radiation is se-

lectively absorbed by the sample, causing rapid and transient thermal expansion, which

is locally detected by the resulting mechanical deflection change of the AFM probe . The

deflection signal is divided by the background level of the IR source at each wavenumber

to remove effects of power variation, and PTIR spectra are produced by plotting the re-

sulting signal as a function of wavenumber. Under these typical conditions, acquiring a

single PTIR spectrum over an individual particle takes approximately 10 minutes. For

this study, to minimize damage to the particle, the OPO laser was operated at the lowest

power that provided resolvable spectra, up to a maximum of 0.08 mW (0.9 - 3.0% power).

Particle damage in a pure organic particle was not spectrally observable until the laser

power reached 0.16 mW, as shown in Figure S3.1 (See the ESI†).

AFM imaging of the laboratory generated aerosol particles were conducted at T
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= 298 K, and relative humidity (RH) of ˜10-20% at ambient pressure. AFM images at

a scan rate of 0.5 Hz using gold-coated silicon nitride probes (tip radius ¡ 30 nm) with

0.07-0.4 and 1-7 N m-1 spring constants, and 13 ± 4 and 75 ± 15 kHz resonant frequencies,

in contact mode or tapping mode, respectively. Both probes have a lateral resolution of

greater than 30 nm and allow for PTIR spectra acquisition, but vary in their imaging

potential. In contact mode, the probe is left in contact with the sample and moved to

a user-defined region, whereas in tapping mode, the probe is moved to a user defined

location and then brought into contact with the sample . The probe is held in contact

with the sample throughout the PTIR spectrum acquisition (loading force 0̃.3 - 6.0 nN.)

The contact mode probe allows for chemical and contact frequency mapping, whereas the

tapping mode probe generates phase images. Photo-thermal IR spectra were collected

with a spectral resolution of at least 8 cm−1, averaging 128 laser pulses per wavenumber.

All spectra shown were taken on a single point on the particle, without any averaging

of spectra or smoothing filters applied. Unless denoted otherwise, spectra were collected

at the highest point of the particle. Single wavenumber chemical maps are obtained by

fixing the IR source to a single wavelength and irradiating the sample as the AFM raster

scans. Chemical maps were collected at a scan rate of 0.05 Hz, averaging 16 times per

pixel. For the water uptake measurements, the AFM head and the aerosol sample were

contained within an environmental chamber system (Bruker) equipped with humidity and

temperature sensor. The RH was adjusted by varying the ratio of wet and dry air controlled

by a commercial dry air generator(model NDC-600, Nano Purification Solutions), across

the range from 0 to 90% RH. RH sensor (SHT3x, Sensirion) inside the sample chamber

was used to monitor the RH to within ±1%.
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3.3.3 FTIR Measurements: Multi-Analysis Aerosol Reactor.

The FTIR extinction measurements of aerosol particles were performed on a Multi-

Analysis Aerosol Reactor System (MAARS). Details of this apparatus have been described

previously. [106, 107] Briefly, the instrument is equipped with an aerosol generator, RH

sensors, an IR extinction chamber with a pathlength of 78 cm which is positioned along

the path of the IR beam (Nexus Model 670, Thermo-Nicolet spectrometer) equipped with

a nitrogen liquid cooled MCT-A detector.

3.3.4 Volume Equivalent Diameters for Substrate Deposited Par-

ticles and Three-Dimensional Growth Factors

To account for any particle deformation from impaction, aerosol particles sizes are

reported as the diameter (D) of a sphere with equivalent volume (V).

D =
3

√

6V

π

Following the method used by Morris et al. [45] volume growth factors determined by AFM

were quantified by taking the ratio of the volume equivalent diameters for the particle at

a particular RH to that of the dry particle.[45]

GFvol(RH) =
Dvol(RH)

Dvol(Dry)
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Figure 3.1: a) 3D height image of an ammonium sulfate particle on ZnS substrate
with a volume equivalent diameter of 50 nm b) Comparison of the spectra obtained by
FTIR (black) to PTIR for particles with volume equivalent diameters of varying sizes
and the ZnS substrate. The peak frequencies in the figure correspond to the 180 nm
sized particle. There is some variability in the peak frequencies, detailed in Table 3.2.
c) 3D height image of a glucose particle on ZnS substrate with a volume equivalent
diameter of 270 nm. d) PTIR spectra of glucose particles of varying sizes, denoted by
the volume equivalent diameter.

3.4 Results and Discussion

3.4.1 Single-Component Aerosols

Ammonium Sulfate.

Figure 3.1a shows the 3D AFM height image of an ammonium sulfate particle (RH

˜10%) with a volume equivalent diameter of 50 nm on an IR inactive ZnS substrate. Figure

3.1b shows the spectral region extending from 850 to 3600 cm−1, the important spectral

regions for ammonium sulfate infrared bands. The blue, red, and green spectra show the

AFM-PTIR spectra obtained on single particles of 2.7 µm, 180 nm, and 50 nm in volume

equivalent diameter, respectively. The black spectrum shows a comparison spectrum taken
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using FTIR extinction spectra of an ensemble of AS particles. A PTIR spectrum of the

ZnS substrate is shown in purple. Both AFM-PTIR and FTIR spectra shows three of

the four IR-active vibrational modes of the ammonium sulfate salt: ν3(NH +
4 ) (3230, 3064,

2868 cm−1), ν4(NH +
4 ) (1424 cm−1), and ν3(SO 2–

4 ) (1120 cm−1), with peak comparisons

summarized in Table 3.2. [108] The fourth vibrational mode of AS occurs at a frequency

inaccessible by the tuning range of the OPO laser (below 850 cm−1).

Table 3.2: PTIR and FTIR of Ammonium Sulfate particles and peak intensity ratios
between ν4(NH +

4 )and ν3(SO 2–
4 )

PTIR FTIR
Vibration ν, cm−1 2.7 µm 180 nm 110 nm 50 nm

ν3(SO 2–
4 ) 1100 1120 1109 1112 1124

ν4(NH +
4 ) 1412 1424 1426 1420 1420

ν3(NH +
4 ) 2864 2868 2860 2860 2860

3074 3064 3074 3064 3036
3224 3220 3224 3216 3230

ν4(NH +
4 ):ν3(SO 2–

4 ) 1:5.0 1:3.1 1:2.1 1:1.9 1:2.4

Table 3.2 compares peak intensity ratios between ν4(NH +
4 ) and ν3(SO 2–

4 ) vibra-

tional modes across the various sized particles in PTIR and the FTIR spectra. The PTIR

spectra for submicron particles yields ν4(NH +
4 ):ν3(SO 2–

4 ) peak ratios of 1:3.1, 1:2.1, and

1:1.9 for the 180, 110, and 50 nm diameter particles, respectively. The ratios for the submi-

cron particles (1:2.4 ± 0.9) are comparable to the peak ratio of 1:2.4 obtained for the FTIR

spectra of an ensemble of particles. However, when examining the supermicron size regime,

the 2.7 µm diameter particle gives a ν4(NH +
4 ):ν3(SO 2–

4 ) peak ratio of 1:5.0, much larger

than that of the submicron sized particles. Because PTIR signal depends on both the

sample thickness and the absorbed energy per unit area (Uabs),[109] this deviation may be

attributed to the nonlinearity of the PTIR technique beyond 1 µm in sample thickness and

also differences in the power absorbed by the AS particle between the two wavelengths.

Signal intensity at a given wavelength has been found to increase linearly with sample
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thickness up to ˜1200 µm, and continues to increase nonlinearly with increasing thickness

until reaching a wavelength dependent maximum.[110] The nonlinear behavior has been

attributed to the exponentially decaying electric field in the sample at greater thicknesses.

Additionally, in the supermicron particle, deviations in ν4(NH +
4 ):ν3(SO 2–

4 ) peak ratios

may arise from differences between the Uabs by the two vibrational modes, where Uabs is

expected to be greater at ν3(SO 2–
4 ) mode due to a larger absorption coefficient and pen-

etration depth relative to the ν4(NH +
4 ) mode.[111] Thus, even in the size regime where

peak intensity growth is linear, the rate of growth may differ between the two vibrational

modes. Comparing the relative intensities of these peaks with the ν3(NH +
4 ) mode is less

straightforward due to the difference in the pulsed laser sources used in the two different

regions.

Examining the PTIR spectrum for the 50 nm diameter AS particle, distinct peaks

are present at ν3(NH +
4 )(3230, 3036, 2860 cm−1), ν4(NH +

4 ) (1420 cm−1), and ν3(SO 2–
4 )

(1112 cm−1). The high signal from all vibrational modes suggests that chemical character-

ization can be conducted for particles on the sub-50 nm scale. AFM-PTIR spectroscopy

is highly suitable for morphological and chemical characterization of particles around the

size regimes necessary for both cloud condensation nuclei (CCN) and IN studies, where we

demonstrate the capability to image and characterize particles across several magnitudes

of atmospherically relevant size ranges.

Glucose.

To demonstrate AFM-PTIR’s ability to analyze organics, glucose particles de-

posited on a ZnS substrate were used. Figure 3.1c shows the height image of a glucose

particle with a 270 nm volume equivalent. Figure 3.1d is the PTIR spectra taken on par-

ticles of various sizes, with the peak assignments described in Table 3.3.[112] The peak

around 1640 cm−1 in the 270 nm sized particle can be attributed to residual water from
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the particle. In pure organics like glucose, the compounds are more viscous relative to inor-

ganic salts,[19] making imaging in contact mode AFM more difficult as the sharp AFM tip

will result in stronger particle tip-particle interactions that can lead to tip-induced particle

movement or even tip-induced particle destruction. For more fragile samples, operating

AFM-PTIR spectroscopy in tapping mode is preferred to prevent damaging the sample.

However, the spring constants differ by roughly one order of magnitude, with 0.07-0.4 and

1-7 N m-1 spring constants for contact and tapping mode probes, respectively. The larger

spring constant in the tapping mode probe means that the cantilever deflection sensitivity

to the photothermally induced particle expansions will be much lower than that for the

more flexible contact mode tip.

Figure 3.2: a) 3D height image of a cluster of NaCl/glucose (1:1 mass ratio) particles
on ZnS substrate, with a volume equivalent diameter of 480 nm b) Phase image c) PTIR
spectra taken at NaCl-rich (red) and glucose-rich (blue) regions with the corresponding
locations marked in panel a).
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Table 3.3: Peak assignments for glucose vibrational modes observed in AFM-PTIR
spectroscopy

ν (cm−1)
Vibration PTIR Literature[112]

ν(CO) + ν (CC) 1046, 1074, 1102 1025, 1050, 1111
δ(CH2) + δ(OCH) +
δ(CCH)

1425, 1458 1382

νas(CH) 2896 2913
νs(CH) 2952 2944
ν(OH) 3144, 3408 3003, 3410

Figure 3.3: a) 3D Height image of a NaCl/PA (1:1 mass ratio) particle with a volume
equivalent diameter of 510 nm b) Chemical map of the glucose rich regions of the
particle taken at 1090 cm−1.

3.4.2 Two-Component Aerosols: Mixed Inorganic Salts and Or-

ganic Compounds

Glucose Mixed with Sodium Chloride.

Shown in Figure 3.2a and Figure 3.2b is the height and phase image of a cluster of

particles comprised of NaCl and glucose, wherein the particles exhibit a partially engulfed

phase separated morphology at a 1:1 NaCl:glucose mass ratio.[19] Figure 3.2c shows the

PTIR spectra taken at two phase separated locations on the particle. The spectrum

corresponding to the glucose-rich core corresponds well with the PTIR spectrum of the

270 nm glucose particle in Figure 3.1d. Similar to the glucose particle, the broad peak

at 1660 cm−1 is indicative of water content in the glucose-rich shell. The spectrum for

the IR inactive NaCl-rich core shows significantly less intensity than that of the IR active
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glucose-rich shell. However, some signal from the core can be attributed to a thin layer

of organic coating. Detection of thin organic coatings is possible, albiet less intense peaks

are much less resolvable. While point spectra are useful for identifying species, it does not

provide an explicit description of the spatial distribution of chemical species. AFM-PTIR

provides single wavenumber chemical maps of materials with nanometer spatial resolution

by irradiating the sample with the IR source tuned to a single wavelength throughout

the AFM scan. Mapping wavenumbers were selected by examining PTIR spectra for

absorption frequencies exclusive or predominant for one region. A separate particle was

imaged (Figure 3.3a) and a chemical map was acquired at 1090 cm−1, shown in Figure

3.3b. In the chemical map, a majority of the signal at 1090 cm−1 arises from the ν(C-O) +

ν(C-C) modes of the organic-rich glucose crown of the particle, while the IR inactive ZnS

substrate and sodium chloride rich core remain relatively inactive. Compared to single-

point spectra, chemical maps have far lower S/N, which is due to the significantly lower

co-averaging used in chemical mapping, and thus was unable to detect any thin film organic

coating on the NaCl-rich core. To obtain monolayer level sensitivity, more sophisticated

methods such as resonance-enhanced AFM-PTIR are required.[113] AFM-PTIR chemical

maps excel by providing nanoscale spatial distributions of chemical species. In previous

studies, AFM analysis of organic volume fractions from AFM phase images operated under

the assumption that the particle core is the inorganic component and the shell is the organic

component. [19] With chemical maps, we explicitly demonstrate the organic and inorganic

richness of the core and partially engulfing shell respectively.

Pimelic Acid Mixed with Sodium Chloride.

Figure 3.4a and Figure 3.4b show the height and phase image, respectively, for a

single 280 nm particle comprised of both PA and NaCl, with a partially engulfed phase

separated morphology. Figure 3.4c shows the IR spectra taken at the particle’s different
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Figure 3.4: a) 3D height image of a NaCl/PA (1:1 mass ratio) particle with a volume
equivalent diameter of 280 nm on ZnS substrate with markers identifying PTIR spectra
locations b) Phase image c) PTIR spectra obtained for PA rich (blue), NaCl rich (red)
and ZnS (black) regions at the corresponding locations marked in panel a).

phase regions and on the ZnS substrate. The blue marker/spectrum is indicative of a region

rich in pimelic acid, most identifiable by the distinct carbonyl stretch (1706 cm−1). The

red marker/spectrum corresponds to a region rich in sodium chloride, characterized by the

lack of IR active bands. The small peak at around 1700 cm−1 likely due to a thin coating

of pimelic acid. In the particle shown, no peaks corresponding to the sodium carboxylate

salt were be observed. AFM and other microscopy techniques can probe the physical

properties, morphology, and topography of aerosol particles, but AFM-PTIR spectroscopy

adds the capability of correlating differences in physical properties or morphology with

differences in chemical composition.

Pimelic Acid Mixed with Ammonium Sulfate Particles.

AS/PA particles were used to demonstrate AFM-PTIR’s ability to study systems

comprised of IR active inorganic salt and IR active organic compound, in contrast to the

NaCl/glucose and NaCl/PA particles, which consisted of an IR inactive salt and IR active

organic. Figure 3.5a shows the AFM-PTIR spectra taken at different parts a particle
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Figure 3.5: a) PTIR spectra obtained on a AS/PA particle for PA rich (blue) AS
rich (red) and ZnS (black) regions at the corresponding locations marked in panel d.
b) Chemical image of the particle at 1136 cm−1 c) Chemical image of the particle at
1698 cm−1 d) RGB overlay of chemical images in panels c and d. e) Ratio image of the
frequency map at 1136 cm−1 and height.

comprised of pimelic acid and ammonium and on the ZnS substrate 280 nm away. The PA

and AS particle shows two distinct IR signatures at different regions. The red spectrum

corresponds to ammonium sulfate-rich regions while the blue spectrum is a region enriched

with pimelic acid.

AFM-PTIR provides single wavenumber chemical maps of materials with nanome-

ter spatial resolution by irradiating the sample with the IR source tuned to a single wave-

length throughout the AFM scan. Mapping wavenumbers were selected by examining

PTIR spectra for absorption frequencies exclusive or predominant for one region. The

asymmetric sulfate stretch (1136 cm−1) and carbonyl stretch (1696 cm−1) were used to

map for regions rich in pimelic acid and ammonium sulfate respectively, shown in Fig-

ure 3.5b and Figure 3.5c The most intensely absorbing regions arise from two distinct

regions within the particle. This separation is more visible with an RGB overlay of the

two maps in Figure 3.5d which reveals a partially engulfed morphology. This chemical

separation is consistent with cryo-TEM observations that observed phase separation be-

tween two species, but could not provide direct chemical distinction.[21] Chemical maps
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provide information on the distribution of chemical species and morphological assemblies,

giving chemical context to the morphological and physical properties observed in other

microscopy techniques.[76]

Frequency maps are simultaneously collected with chemical maps, which plot the

contact resonant frequency of the cantilever as a function of spatial position, giving insight

into differences in viscoelastic properties across a single particle. The contact resonance

frequency for a given oscillation mode is dependent on the sample’s mechanical properties,

shifting to higher values as the stiffness or viscosity of the sample increases.[76] The de-

pendency of these shifts on the sample’s mechanical properties is similar to that of phase

shifts in AFM tapping mode. Figure 3.5e shows a ratio of the frequency to height images

of the particle using the 1136 cm−1 frequency mapping. The ratio of the images was

taken to show contrast the particle contact resonance frequency from the ZnS substrate.

The ZnS substrate is IR transparent, so the substrate region shows no absorption features.

Importantly, the collection of chemical and frequency maps is simultaneous and indepen-

dent. Therefore, frequency maps can be compared directly with chemical maps to correlate

chemical and mechanical properties.

3.4.3 Hygroscopic Studies: Growth Factors and Spectroscopic

Signatures for Water Uptake

Extensive work has been done in measuring the water uptake of aerosol particles by

using AFM to measure physical and morphological changes, such as surface tension, and

growth factors. Currently, growth factors are the most straightforward metric for quanti-

fying water uptake in AFM, where a single deposited particle is imaged at incrementally

higher RH levels and the spherical diameter equivalent growth is calculated. NaCl is a

well-studied system with a known deliquescence relative humidity (DRH) of 75.1 ± 1%

[114] For inorganic salts such as NaCl, prior to deliquescence there is no uptake of water
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vapor, and subsequently, there should be no change in particle size. Upon deliquescing,

the phase changes from solid particle to aqueous droplet and should be accompanied by

a significant increase in size and a corresponding decrease in viscosity. Figure 3.6a and

Figure 3.6: a) 3D height image of a NaCl particle with a volume equivalent diameter
of 1.3 µm at 2% RH and b) the same particle now with the diameter of 6.6 µm at
90% RH c) Contact resonance frequency (red) and growth factor (green) for the 1.3
µm NaCl particle as a function of increasing RH. Above the DRH (75%) there is a
sharp increase in the growth factor and decrease in the contact resonance frequency. d)
PTIR spectra for the same particle as a function of increasing RH. Above the DRH,
there is the growth in of two main peaks δ(OH) at 1638 cm−1 and ν(OH) at 3480 cm−1,
indicative of the absorbed water.

Figure 3.6b show a 1.3 µm dry volume equivalent diameter NaCl particle at 2% and 90%

RH, respectively. Upon deliquescing, the particle grows in size and changes from a crys-

talline cubic solid to a droplet. Figure 3.6c shows the growth factor and contact resonance

frequency as a function of RH. Before the DRH, there is minimal change in growth factor

and contact resonance frequency. However, above the DRH, a significant increase in the

growth factor (1.0 to 2.2) and a concomitant decrease in the contact resonance frequency

(260 to 52 kHz), respectively, indicating that the particle has significantly increased in

size and decreased in viscosity. Particle growth continues with increased water uptake at

higher RH levels, the growth factor increases to 5.2. However, from 76% to 90% RH, there

is no decrease in contact resonance frequency. Figure 3.6d shows the PTIR spectra taken

at increasing RH. Prior to the DRH of NaCl, at 75%, there is no absorbance from the
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IR inactive NaCl. Above the DRH, we observe the growth of two prominent absorbance

bands at 1638 and 3480 cm−1, the O-H bending and stretching modes, respectively, indica-

tive of water absorption by the particle. In agreement with an increase in growth factor,

the intensity of these two modes increases with increased water uptake at higher RH lev-

els. Thus, we can conduct hygroscopic studies via single-particle measurements of particle

size, stiffness, and chemical composition. While these results are for a supermicron sized

NaCl particle, they lay the foundation for conducting similar studies in the submicron

size regime, wherein, we can simultaneously observe changes in morphology, mechanical

properties, and physical-chemical properties as a function of water vapor concentration.

Figure 3.7: a) 3D height image a dry NaCl particle with a volume equivalent diameter
of 140 nm on hydrophobic Si wafer substrate at 5%RH. b) The deliquesced particle
with diameter of 390 nm at 85% RH c) PTIR spectra obtained on the particle marked
in panel a) and b) at 5% RH (blue) and 85% RH (red).

To demonstrate PTIR spectra acquisition for deliquescence studies involving submi-

cron sized particles, Figure 3.7c shows PTIR spectra taken on a sodium chloride with a 135

nm dry volume equivalent diameter at 5% (red) and 85% RH (blue), with corresponding

height images in Figure 3.7a and Figure 3.7b respectively. Beyond the DRH of NaCl, we

still observe the stretching (3468 cm−1) modes of the absorbed water. However, the lower

intensity O-H bending mode was not discernible from noise. Similar to the supermicron-
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sized particle, at 85% RH we observe a 3D GF of 2.93, but no decrease in contact resonance

frequency, which may occur due to the smaller particle size or contact with the substrate.

The size dependence of this resonance frequency shift will be examined in more detail in

future studies.

3.4.4 Sample Interactions with an IR Active Substrate

As infrared irradiation is not selective only to the aerosol particles, whenever the

particle of interest is irradiated, the substrate also interacts with the incoming light. With

an IR inactive substrate such as ZnS, there are no spectral deformations from the substrate

absorbing IR light, but this differs when working with IR active substrates. Substrate

thermal diffusivity, substrate-sample interactions, and substrate-IR radiation interactions

are all potential issues that could result in particle deformations and spectral distortions.

These concerns are especially important when working with an IR active substrate and

increasingly smaller substrate deposited aerosol particles, which can be tens of nanometers

in thickness. With smaller and subsequently thinner particles, potential interferences from

the substrate absorbing IR light may arise. The thickness threshold for these interferences

can be expected to vary between particles (and substrates) comprised of different chem-

ical compositions and physical properties. As a preliminary assessment, sodium nitrate

particles were deposited on a silicon wafer, SiO2, which have a known absorbance around

1050 cm−1.[115] Sodium nitrate has a known absorbance at roughly 1360 cm−1,[116] and

was chosen due to the absence of any vibrational modes near 1100 cm−1, making the pres-

ence of any substrate absorbances noticeably apparent. For a reference, Figure 3.8a shows

the PTIR spectra of NaNO3 in red and the substrate in black and Figure 3.8b shows the

PTIR spectra for particles of varying thickness. Below 200 nm thickness, there is a clear

absorbance band from the substrate at 1100 cm−1. While these impacts may be negligible

for larger particles, when probing smaller particles, interference from an IR active substrate
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Figure 3.8: a) PTIR spectra obtained on a NaNO3 particle (red) and silicon substrate
(black), b) PTIR spectra taken for NaNO3 particles of varying height from 500 to 50
nm

can produce noticeable spectral defects via substrate absorbance modes. In the 100 nm

thick particle, the intensity of substrate and particle modes are comparable. Interestingly,

in the 50 nm thick particle, no signatures from the particle were detectable. These defects

were avoided in this study due to use of one (or a combination) of the following - an IR

transparent substrate (ZnS), particle thickness much greater than 200 nm, or irradiating

in spectral regions excluding the substrate absorption modes.

3.4.5 Tapping and Resonance Enhanced AFM-PTIR

One of the major disadvantages of using AFM-PTIR for aerosol analyses is the

need for an expansion force, which is dependent on underlying material stiffness. For

AFM-PTIR with lower repetition lasers such as an OPO, signal is extracted from a single

expansion and displacement of a probe held in contact, followed by a ring-down decay

relaxation. For aerosol particles that are either contain organics or are entirely comprised

of organics, these regions are often low in aspect ratio, resulting in thin cross sections.

Thus, under traditional contact AFM-PTIR, these conditions make it difficult to analyze

and extract signal due to expected extremely low expansion forces. Additionally, when
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collecting chemical maps, using an OPO source conventionally requires AFM to operate

under contact imaging mode. For softer organics, the higher shear forces can destructively

perturb the particle, resulting in material displacement and imaging artifacts.
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Figure 3.9: AFM height images of 1:1 mixed NaCl:Glucose particles collected in a)
tapping mode with a QCL source and b) contact mode with an OPO source with
corresponding maps collected at 1090 cm−1 are shown in panels c) and d) respectively.
Distinct artifacts from the probe tearing into the organic shell of particle are seen in
the OPO chemical map, and examples are indicated by the arrows in the height image
in panel b)

Recent advancements in AFM-PTIR technology involved integration of tunable

higher repetition rate lasers, leading to the development of tapping AFM-PTIR and reso-

nance enhanced AFM-PTIR, assist in imaging during chemical maps and higher sensitivity

respectively. Briefly, in tapping AFM-PTIR, cantilever deflection is no longer being mea-

sured for IR absorbance. Rather, the particle is irradiated by the IR source at a rate ωs,

and upon absorbance, this frequency of expansion interacts with a cantilever oscillating

typically at its fundamental eigenmode ω1. Heterodyne mixing between the two frequencies

results in excitement of a higher harmonic modes of the cantilever ωn, and measuring the

resulting response generated at ωn allows for measuring IR absorbance spatially localized

to the AFM cantilever, while remaining in oscillatory motion. This facilitates chemical

imaging whilst still remaining in intermittent contact operation, reducing sheer forces on
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the sample, which is ideal for organic richer samples, as demonstrated by the chemical

maps of mixed NaCl:glucose particles shown in Figure 3.9. In the height image (Figure

3.9b) and chemical map (3.9d) collected by the OPO in contact mode imaging, distinct

tear artifacts are seen in the height image due to the softer organic coating. In contrast,

the the height image (Figure 3.9a) and chemical map (3.9c) of a particle collected with the

QCL in tapping mode is more accurately imaged with no presence tear artifacts. AFM-

PTIR analyses of systems with softer samples benefit from the lower tip-sample interaction

forces using tapping mode to collect chemical maps.
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Figure 3.10: PTIR spectra collected from ammonium sulfate (AS) particles using a)
standard contact AFM-PTIR with an OPO laser source and b) resonance enhanced
AFM-PTIR with a QCL laser source at varying laser powers. Spectral artifacts are
observed with the QCL laser at 5.38 mW.

An additional benefit of tunable frequency IR laser sources is the ability to match

the laser repetition rate to frequency of a cantilever coupled to the sample surface, ωc. Un-

der these conditions, the cantilever response is no longer represented by a single expansion

and ringdown decay, but rather held in sustained harmonic motion, wherein the particle

expansion and relaxation is matched to the oscillatory motion of the tip. This results in

higher signal to noise [76]. Demonstration of resonance enhanced AFM-PTIR is shown in

Figure 3.10, comparing the response that the two laser sources produce from similar cross
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section heights of AS particles. Comparisons are conducted with the exact same cantilever

to remove any variability from probe mechanical properties. The IR spectra using a 1 kHz

OPO source at varying laser powers is shown in 3.10a and the spectra from the QCL tuned

to a pulse frequency equal to ωc (277 kHz). High laser power spectral artifacts are still

apparent with the QCL, as indicated by the splitting of the νas(SO 2–
4 ) mode at 5.38 mW.

However, at comparable laser powers, the spectral features of AS are much more clearly

resolved under resonance enhancement even though the OPO spectra was collected from

a 50 nm thicker particle.

3.5 Conclusions

This study demonstrates AFM-PTIR spectroscopy to simultaneously measure the

physicochemical and morphological properties of sub- and supermicron individual aerosol

particles. The spectral information provided via single-particle AFM-PTIR spectroscopy

is in a reasonably good agreement with traditional methods such as bulk FTIR. More-

over, we show that AFM-PTIR spectroscopy is a useful method to study multicomponent

aerosol particles via chemical and frequency maps that provide high spatial resolution in-

formation on the spatial distribution of chemical species and their subsequent mechanical

properties. We also show the chemical characterization of aerosol particles as small as

50 nm in diameter, as well as larger particles above 2.5 µm in diameter. The nanoscale

resolution of AFM-PTIR allows us to study not only submicron sized particles interacting

with water vapor but also interactions between water vapor and different regions within

a single particle, which is vital for linking chemical composition to hygroscopic properties

that describe the ability for an aerosol particle to act as effective CCN. Future hygroscopic

studies with AFM-PTIR will focus on examining localized changes within a single multi-

component aerosol particle, wherein we can compare the behaviour of different components
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in response to reactive gas uptake and water vapor.
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3.7 Supporting Information
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Figure S3.1: PTIR spectra taken on a sucrose particle with increasing laser power
from 0.06 to 0.16 mW. Particle damage is spectrally apparent at 0.16 mW, as seen by
the growth of irregular shaped peaks between 980 to 1100 cm−1
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Chapter 4

Influence of Size, Biological Activity,

and Heterogeneous Aging on

Morphology and Composition of

Marine Sea Spray Aerosols

4.1 Abstract

The impact of sea spray aerosol (SSA) on Earth’s climate remains uncertain in

part due to size-dependent particle-to-particle variability in SSA composition and physico-

chemical properties such as morphology, phase state, and hygroscopicity. These properties

are probed on a single particle basis as a function of particle size from 0.1 - 0.6 µm col-

lected throughout a phytoplankton bloom. Atomic force microscopy (AFM), and AFM

photothermal infrared spectroscopy (AFM-PTIR) were utilized to correlate composition

to morphology. AFM imaging at 20% RH identified main nascent and heterogeneosly

aged SSA morphologies: prism-like, core-shell (prism), core-shell (rod), rounded, rod, and
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aggregate, and AFM-PTIR analyses linked morphologies back to known laboratory mimic

compounds.

4.2 Introduction

The ocean covers approximately 70% of the earth’s surface and is one of the largest

source of biogenic aerosol emissions.[30, 15] However, the ocean is extremely diverse, with

varying degrees of biological activity [117, 118] and anthropogenic influences.[119, 120, 121,

122] Depending on the production mechanism, composition of aerosol particles produced

in marine environments varies; wave-breaking produces larger supermicron sized particles

enriched with inorganic compounds and water soluble organics while jet drops produces

aliphatic organic enriched submicronic particles. [1, 33] Oxidative aging transforms marine

volatile organic compound emissions into secondary marine aerosols (SMA)[123], and can

alter the composition of primary nascent sea spray aerosol (SSA)[53], subsequently altering

their influences larger scale climate processes like cloud formation. Thus, understanding

the physiochemical nature of primary SSA and their evolution with chemical aging is

crucial to predicting large scale climate processes.

Aerosols are one of the largest sources of uncertainty in climate modeling and pre-

dictions, in large part due to their influences on Earth’s radiative budget.[18] Aerosols can

directly scatter incoming solar radiation, and indirectly play a crucial role in cloud forma-

tion and precipitation by acting as nucleators for cloud droplet and ice formation. The

ability for an aerosol to influence these processes depends on various physiochemical prop-

erties including size, morphology, and chemical composition.[17, 124, 80] However, aerosols

extremely complex in all of these facets, spanning multiple orders of magnitude in size,

and chemically and morphologically diverse reflective of production source, mechanisms,

and transformations.[37, 35, 19, 86]
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Because many of these properties are dependent on size, composition, and distribu-

tion of species within a single particle, recent efforts have been focused on more detailed

analyses of the evolution of morphological and physiochemical properties of single particles

across varying conditions such as microbial blooms. Past microscopic studies have shown

that during a microbial bloom, the distribution of nascent sea spray aerosol (SSA) particle

morphologies shift as a function of size and relative organic abundances within particles

evolves as function of biological activity.[86, 35, 1]

Adding to this complexity, within a single SSA particle, chemical heterogeneities

have been observed. For example in systems comprised of inorganic - organic compounds,

depending on the particle size phase separation can be observed through varying degrees

of organic engulfment of the inorganic particle core.[19, 21] In organic-organic system,

species can partition into different regions of the particle, resulting in liquid-liquid phase

separations.[41, 125] Aerosol morphology influences how particles interact with water, sub-

sequently altering their ability to acts as cloud seeds or ice nuclei.[19, 126, 47] In addition,

aerosol morphology and phase state vary with water vapor and temperature.[127, 128]

Thus, understanding the composition, physiochemical properties, and morphology of SSA

are necessary for improving our understanding of the larger climate scale processes they

partake in. Additionally, accurately understanding aerosol involves understanding their

fates as they undergo chemical transformations their atmospheric lifetime. Thus, there

is a need for measurements of key properties such as morphology and composition, as

aerosols evolve throughout their atmospheric lifetimes.

These complexities highlights the need for chemical and physical analyses on size

scales relevant to capturing these heterogeneous facets. High resolution from microscopy

has been used to give insight into morphology and physiochemical properties such as sur-

face tension, phase-state, and viscosity on a single particle basis, and in some studies,

sub-particle basis across phase separated regions. In this paper, morphology and compo-
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sition explored using AFM based techniques. AFM imaging provides insight on particle

morphology. However, the additional information from AFM-IR spectroscopy provides in-

sight into chemical composition within and between particles. Spectra from authentic SSA

are compared back to model system versions of compounds previously identified in SSA,

such as complex sugars. Spectroscopic results reveal that organic rich particles are those

that exhibit core-shell morphologies and rounded shaped particles. Due to the overwhelm-

ing complexity of these species, in the absences of complementary size-resolved structural

characterization, spectroscopic analyses of authentic SSA are aided by comparison with

reference spectra back to single compound systems commonly used as model surrogates

for studies.

4.3 Methods

4.3.1 Sea Spray Aerosol Generation and MOUDI Sampling

SSA were generated from a wave-simulation channel containing filtered Pacific

Ocean seawater from the southern coast of California during the Sea Spray Chemistry And

Particle Evolution (SeaSCAPE) 2019 study[129], wherein samples were collected from a

phytoplankton bloom that occurred from July 25th to August 14th. Additional detail of

the wave flume experiment and SSA generation during the SeaSCAPE study can be found

in elsewhere.[129] A schematic of the sampling lines are shown in Figure S4.1. The nascent

SSA samples were collected during July 26/27th (pre-bloom), August 2nd (peak-bloom),

and August 6th (post-bloom) dates. Nascent SSA was collected by directly sampling flume

headspace and impacting onto substrates in a MOUDI (MOUDI-110, TSI). Samples were

collected under ambient temperature (25 - 30 ◦C) and 70-90% RH.

Heterogeneously aged SSA (hSSA) was collected by flowing flume head space through

an oxidation flow reactor (OFR, PAM-OFR, Aerodyne Inc) (25 - 30 ◦C). For heteroge-
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neously aged SSA, samples were collected during August 2nd (peak-bloom). The particles

and gases in the flume head space reacted with 5 days equivalent of hydroxyl radical

and was passed through two diffusion dryers filled with ozone scrubbers (CARULITE-200,

Carus) to remove ozone prior to deposition. This flow was then mixed with a bypass of

liquid nitrogen before impacting onto substrates using a MOUDI (nanoMOUDI-II 125R,

TSI). Due to the liquid nitrogen bypass, samples were collected under drier conditions, at

15-20% RH. In both sampling lines, MOUDI stages 7, 8, and 9 were used, corresponding

to aerodynamic diameter ranges of 0.32 - 0.56 µm, 0.18 - 0.32 µm, and 0.10 - 0.18 µm, re-

spectively.55 Substrates were immediately placed in cleaned sealed petri dishes and stored

in the dark under ambient temperature, humidity, and pressure.

4.3.2 Model System Preparation

All chemicals used were purchased directly from the manufacturers, utilized without

further purification, and included docosane (>99%, Fischer Scientific), sodium nitrate (

≥99%, Fischer Scientific), sodium sulfate ( ≥99%, Fischer Scientific), sucrose ( ≥99.0%,

Sigma-Aldrich), sodium alginate ( ≥99%, Sigma-Aldrich), pimelic acid (≥99.0%, Sigma-

Aldrich), lipopolysaccharide (L4130, Sigma-Aldrich). Single component aerosol particles

were generated from a 0.5 or 1% wt/v aqueous solution using ultrapure water prepared

on site (Barnsted EasyPure- II; ≥18.2 MΩ cm resistivity, Thermo). The aerosol particles

were then sent through two diffusion dryers (model 3062, TSI) at a flow rate of 1.5 lpm

to reduce the RH to ca. 5% RH. Si wafer sampling substrates (16008, Ted Pella) were

used to collect the aerosol particles by mounting the substrate in front of an electrostatic

classifier (TSI Inc., model 3080) for 1-10 min.
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4.3.3 AFM

AFM based single particle morphology and organic volume fraction measurements.

A molecular force probe 3D AFM (Asylum Research, Santa Barbara, CA) was used for

imaging substrate-deposited individual SSA at 20% RH and ambient temperature (20 -

25°C).2 Single particle imaging was performed in completely random and unbiased manner.

Using AFM measured volume equivalent diameters, deposited SSA particles were sorted

into size bins 0.32 - 0.56 µm, 0.18 - 0.32 µm, and 0.10 - 0.18 µm. Silicon nitride AFM

tips (MikroMasch, model CSC37, typical tip radius of curvature 10 nm, nominal spring

constant 0.5 - 0.9 N/m) were used for imaging.2 AFM AC mode imaging was used to collect

height and phase images of individual SSA to determine their morphology, and relative

abundances of each morphology category were recorded across the bloom for particles with

three selected volume-equivalent diameter ranges of 0.10 - 0.18, 0.18 - 0.32 and 0.32 - 0.60

µm.

4.3.4 AFM-IR Spectroscopy

AFM-IR spectroscopy measurements were conducted using a commercial nanoIR2

(Bruker, Santa Barbara, CA) microscope equipped with a tunable mid-IR quantum cascade

laser (QCL) and a tunable mid-IR optical parametric oscillator laser (OPO). Experiments

were performed at 20% RH and ambient temperature (23-26 C) on SSA samples collected

on MOUDI stages 7, 8, and 9 during July 26th (pre-bloom) and August 2nd (peak-bloom).

AFM height images were collected in tapping mode at a scan rate of 0.5 Hz using silicon

nitride probes with a chromium-gold coating (HQNSC19/CR-AU, MikroMasch, typical

tip radius of curvature 35 nm, and a nominal spring constant range of 0.05 - 2.3 N/m).

AFM-PTIR spectra were collected at a preselected tip-localized position across the sample

surface with a nominal spatial resolution below 35 nm and a spectral resolution of 8
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cm−1 (OPO) and 5 cm−1 (QCL), while co-averaging over 128 laser pulses. To account

for a possible substrate AFM-PTIR signal contribution, a reference spectrum was taken

on the substrate and subtracted from all corresponding spectra obtained on individual

particles. Approximately 10 individual SSA with core-shell and rounded morphologies

were investigated. For core-shell SSA, spectra were taken at the core and shell particle

regions, while for the rounded SSA spectra were taken at an approximate center of the

particle.

4.4 Results and Discussion

4.4.1 Nascent Sea Spray Aerosols

Morphology
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Figure 4.1: Selected illustrative AFM 3D-height images of five main morphological
categories (prism-like, core-shell, rounded, rod, and aggregate) identified for nascent
SSA. Images provided from Chathuri Kaluarachchi from Professor Alexei Tivanski’s
group.

Figure 4.1 shows representative AFM images of the five main morphology classes

observed: 1) prism-like where the particle was primarily comprised of an inorganic crystal,

relatively tall and cubic-like in structure, 2) core-shell where an inorganic core is sur-
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rounded by a flatter organic shell, 3) rounded particles, which were relatively flat circular

particles, 4) rod structured with an elongated major axis and 5) aggregates which were

irregularly shaped clusters of multiple morphologies. The presence of these five morpholo-

gies is largely consistent with a past mesocosm study, with the exception of a rod-inclusion

morphology which is included under aggregates. Lee et al. 2020[130] found that the rel-

ative abundance of each morphology shifts with particle size, and subsequently, organic

enrichment in smaller size ranges correlated with enhancements of core-shell and rounded

particles. Size dependence in organic enrichment is consistent across multiple mesocosm

studies. However, there lacks insight into how SSA morphology distributions shift as a

result of progressive changes in microbial activity or subsequent chemical transformations

Figure 4.2: Stacked bar plots of morphology distribution for nascent SSA produced
during different dates of the bloom: pre-(left), peak-(middle) and post-bloom(right).
Particles are separated into size bins according to their volume equivalent diameter.
Data is provided from Chathuri Kaluarachchi from Professor Alexei Tivanski’s group.

The relative morphology distribution of nascent produced SSA particles throughout

a microbial bloom is shown in Figure 4.2, with stacked bar graphs for three size bins across

three separate key dates. Pre-bloom corresponding to the beginning of the mesocosm and

lowest level of microbial activity, peak bloom with the highest level of biological activity

measured by Chlorophyll-a, and post-bloom corresponding to the grazing phase of the

bloom corresponding to the highest level of heterotrophic bacteria counts. Within each
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date, SSA particles were size separated into bins based on volume equivalent diameter:

0.10 - 0.18, 0.18 - 0.32 and 0.32 - 0.60 µm.

From the pre-bloom, particles between 0.10 - 0.18 µm were predominantly rounded

in morphology, with a small contribution of rods and core-shell particles, and no prisms

or aggregates were measured. Increasing particle diameter to 0.18 - 0.32 µm, the particles

were largely rounded and core-shell morphologies, with relatively fewer rounded particles.

A small number of rods and aggregates were detected but still no prism shaped particles.

In largest size bin, 0.32 - 0.60 µm, we observe a decrease in the fraction of rounded

particles, and a corresponding increase of prism particles, while the fraction of core-shell

particles remained fairly consistent. No rods were observed, but more aggregates are

present. During this period of lower biological activity, generally observed that rounded

and rod shaped particles decrease with size, while aggregates increase. Prisms, which are

presumed to be inorganic rich, are only observed in largest size range. At the peak-bloom,

distributions of rounded and core-shell particles follow similar size dependent to the pre-

bloom, where rounded morphologies are less abundant with increasing size but core-shell

particles increase in abundance. Prisms behaved in a similar manner to core-shell, wherein

they were not detected in the smallest sized particles, and showed the highest abundance

in the largest size bin. In contrast, the aggregates and rods trend conversely with size,

where rods were the most frequent in the 0.18 - 0.32 µm particles while aggregates were

the most abundant in the smallest size bin 0.10 - 0.18 µm.

Particles produced during the post-bloom were 0.10 - 0.18 µm: no prisms, largely

rounded and core-shell morphologies. Aggregates were present, followed by a small amount

of rods. 0.18 - 0.32 µm: increased abundance of aggregates and rods, lesser number of

rounded particles observed. 0.32 - 0.60 µm: slight increase in core-shell particles observed,

and aggregates increased, rods no longer observed, and rounded decreased. General Trends:

Highest abundance of core-shell and aggregates. Aggregates increase with size, while
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rounded decrease. As particle size increases, the fraction of rounded particles observed

decreases. Core shell particles increase with size. In contrast, prism morphology particles

are only observed in the larger size ranges. Rods where only observed in smallest size while

aggregates present in all 3, with no clear trend between all 3 dates. Trends within, rounded

decrease across bloom, morphologies like aggregates rods show no trend between dates.

The relative increase in inorganic rich prism morphology with larger particle sizes is likely

tied back to the production sources and mechanisms. Larger supermicron sized particles

typically arise from wave-breaking jet droplets, enriched in inorganic species welled up

from the underlying bulk seawater. In contrast, smaller sized particles come from film

drops due to bubble bursting at the sea surface microlayer, subsequently resulting in an

enrichment in hydrophobic organic species. [1, 35]

Composition

Figure 4.3: PTIR spectra taken for (A) prism and (B) rod SSA measured using AFM-
IR. Spectra are divided into at three selected volume-equivalent diameter ranges of 0.1
- 0.18, 0.18 - 0.32 and 0.32 - 0.60 µm. Due to lower abundance and IR activity for these
morphologies, no comparison is provided between bloom dates, and only certain size
ranges were found in analyses. Solid lines show the average spectra for a given class,
with shaded lines representing the 95% confidence interval.

The AFM-PTIR spectra collected for prism-like and rod particles are shown in Fig-
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ure 4.3. Rods were only analyzed within the smallest size (0.10 – 0.18 µm) and the spectra

are characterized by a single sharp peak around 1170 cm−1 associated with νas(SO 2–
4 ) from

inorganic sulfates (Figure S4.2B).[131] The larger size (0.32-0.60 µm) prism-like particles

are IR inactive as detected by AFM-PTIR spectroscopy. However, in smaller prism-like

particles (0.18 – 0.32 µm), there is evidence for nitrates, due to sharp peaks around 1355,

1380 cm−1, that overlap well with measured nitrate spectra (Figure S4.2B), and the asym-

metric nitrate stretching motion ν(NO –
3 ).[132, 131] These spectral features correspond

well to their corresponding sodium salts, as shown in Figure S4.2B. The prism-like mor-

phology particles thus are expected to be relatively low in organic content as detected by

AFM-PTIR spectroscopy.

Figure 4.4: PTIR spectra and representative AFM height images for core-shell and
rounded SSA measured using AFM-IR for (A), (C) pre-bloom and (B), (D) peak-bloom
days. SSA spectra are divided into three selected volume-equivalent diameter ranges of
0.1 - 0.18 µm, 0.18 - 0.32 µm and 0.32 - 0.60 µm. For core-shell SSA, spectra were taken
at two positions: in the core (c) and shell (s). For rounded SSA, spectra were taken
at the approximate center of each particle. Solid lines show the average spectra for a
particular morphology/particle region and shaded lines representing the 95% confidence
interval.

Figure 6 shows the AFM-PTIR spectra taken on core-shell and rounded SSA for
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volume-equivalent diameter ranges of 0.10-0.18 µm, 0.18-0.32 µm and 0.32-0.60 µm dur-

ing pre-bloom and peak-bloom. Due to the small volume of material contained in each

particle and relatively low signal associated with softer organics, resulting AFM-PTIR

modes associated with organics in these particles are broad and low in intensity. The

most common organic functional groups associated with spectral features observed are

absorbances around: 1000 – 1200 cm−1 which is related to the stretching motion associ-

ated with carbon-carbon and carbon-oxygen bonds, ν(C-C) or ν(C-O); 1350 – 1450 cm−1

which can be associated with CH2 and CH3 bending modes in organic compounds, δ(CH2,

CH3) or symmetric carboxylate stretches, νs(COO–); and 1550 – 1750 cm−1 which can

be associated with unsaturated carbon-carbon double bonds, ν(C=C), carbonyl stretches,

ν(C=O), or asymmetric carboxylate stretches νas(COO–).[133, 134, 135, 136]

Figure 4.4A shows the PTIR spectra for pre-bloom core-shell SSA. The particle

shells spectra display no major spectral differences as a function of size within the studied

size range of 0.10 – 0.60 µm. The spectral signatures are similar to complex sugars such

as lipopolysaccharide and sodium alginate (Figure S4.2A). The presence of these sugars is

consistent with prior studies performed on nascent SSA.[86, 137, 138, 139] The core of the

0.18 – 0.32 and 0.32 – 0.60 µm sized particles are spectrally similar to the corresponding

shells, suggesting organic coatings extend onto the core surface of the particle. However,

in the smaller sized SSA, 0.10 - 0.18 µm, the core is seen to be nearly IR inactive, likely

implying absence of the organic coating on the core or a very thin coating.

Spectra of peak-bloom core-shell SSA are shown in Figure 4.4B. Shells of the 0.10

– 0.18 and 0.18 – 0.32 µm sized particles are spectrally similar to those observed in the

pre-bloom, again suggesting these shells are largely comprised of complex sugars. Similar

features are observed in the 0.10 - 0.18 µm size SSA cores suggesting the presence of

organic coatings, while the 0.18 - 0.32 µm SSA cores contain a single peak around 1020

cm−1, potentially associated with the presence of a thin coating of simple sugars (e.g.,
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sucrose Figure S2A), but accurate assignment is difficult due to relatively low absorbance

in the higher wavenumber modes. The larger 0.32 – 0.60 µm sized particles from peak-

bloom are more spectrally distinct. From the shell, there are absorbances around 1300 –

1450 cm−1 with no detectible peaks at 1550-1700 cm−1, and are spectrally similar to long

chain n-alkanes such as docosane (Figure S2B).[86, 140] The same spectral features are also

present on the particle core, suggesting similar n-alkanes organic coatings as in the shell, in

addition to an intense sharp peak at 1380 cm−1, potentially due to nitrates.[132, 141, 142]

PTIR spectra for rounded SSA are shown in Figure 4.4C, D, where similar vibra-

tional modes and peak shapes associated with complex sugars (Figure S4.2A) are observed

across all size ranges, most notably two broad peaks centered around 1615 – 1650 cm−1

and 1435 cm−1. Slight differences are seen in the peak ratios between pre-bloom and peak-

bloom spectra, where peak-bloom rounded SSA exhibit a larger mode around 1550 – 1700

cm−1 relative to the δ(CH2, CH3) mode around 1435 cm−1, suggesting a higher degree of

unsaturation or oxygen content relative to pre-bloom rounded SSA.[133, 136]

Figure 4.5: A) PTIR spectra for rounded SSA particles, each with 180 nm equivalent
diameter, and their average spectrum (black). AFM height images, PTIR spectra, and
chemical maps taken at 1450 and 1640 cm−1 for rounded SSA that showed (B) two
different spectrally homogeneous particles and (C) a spectrally heterogeneous particle.
Spectra taken at positions 1 and 2 are shown by blue and green colors, respectively. All
particles shown were collected from the pre-bloom date.

Particle-to-particle chemical variability is demonstrated in Figure 4.5A, where PTIR

spectra were taken on three different rounded particles, each with the same volume equiv-
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alent diameter of 0.18 µm. Rounded particles shown in Figure 4.5B exhibit external phase

mixing, wherein particles are more homogeneously mixed, and absorbance from chemical

maps correlates with particle height. Shown in Figure 4.5C is an internally mixed particle

with no distinct morphological phase separation, one region of the particle is more absorb-

ing around 1640 cm−1 due to complex sugars and may suggest chemical heterogeneity and

some phase separation within these small organic particles. The AFM-PTIR measurements

showed that core-shell and rounded SSA are primarily enriched with organic components

such as lipopolysaccharide and sodium alginate, while prism-like and rod morphologies

were predominantly inorganic salts with relatively low organic content.

4.4.2 Influence of Aging

Figure 4.6: Stacked bar plots of morphology distribution for heterogeneously aged
SSA produced during the peak-bloom. Particles are separated into size bins according
to their volume equivalent diameter. Data is provided from Chathuri Kaluarachchi
from Professor Alexei Tivanski’s group.

To better understand the influence of heterogeneous aging, particles from the peak

of the microbial bloom were analyzed for changes in morphology and composition. The

morphological distribution is shown in Figure 4.6. Upon reacting with hydroxyl radical,

the relative morphology distribution changes. Rods are no longer observed, but rather

appear as aggregates or inclusions. Across all size ranges there was an enhancement of
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aggregates, most notable in the larger size ranges. Relative to the nascent distribution,

the relative number of particles that had a prism morphology was consistent. Rods were

not observed in the particles across any of the sizes analyzed. However, aggregates are

more prevalent in the larger sized particles. Rounded particles were slightly less abundant

in all size ranges, but the overall trend followed similarly - decreasing size lowered relative

fraction of rounded particles.
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Figure 4.7: PTIR spectra and representative 3D AFM height images for core-shell
heterogeneously aged SSA measured using AFM-IR for peak-bloom days. SSA spectra
are divided into three selected volume-equivalent diameter ranges of 0.1 - 0.18 µm, 0.18
- 0.32 µm and 0.32 - 0.60 µm. For core-shell SSA, spectra were taken at two positions:
in the core (c) and shell (s). Solid lines show the average spectra for a particular
morphology/particle region and shaded lines representing the 95% confidence interval.

Spectral analyses, shown in Figure 4.7, were largely focused on comparing core-shell

particles, which were expected to be organic rich and comprised the largest fraction across

most size ranges. For core-shell particles collected during the peak-bloom, in the smallest

particles from 0.10 to 0.18 µm, there was insufficient signal to discern any absorbance

modes. However, from 0.18 - 0.32 µm, the core is IR inactive, while in the shell, we

observe the same organic-associated modes similar to alginate. In the largest size range
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analyzed, 0.32 - 0.60 µm, the core is entirely IR inactive, while the shell appears more

oxygenated in comparison to the n-alkane-like spectra observed in the nascent shells, as

indicated by the larger vibrational mode around 1600 cm−1. Sufficient rounded particles

of larger sizes could not be identified.
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Figure 4.8: A) 3D AFM height image of a core-shell particle with a rod core B)
zoomed in region of the rod and shell C) PTIR spectra of the rod and shell in black
and cyan respectively D) hyperspectral maps of 100 cm−1 windows for the zoomed-in
region shown in panel B.

Figure 4.8A shows the morphology of a core-shell particle with a rod-shaped core.

There is a distinct rod with a slightly irregular shaped shell encasing part of it. IR spectra

taken on the rod and shell shown in Figure 4.8C reveal that the rod is sulfate, as evidenced

by the νas(SO 2–
4 ) mode at 1170 cm−1. The shell, as expected, is organic rich, with a distinct

1700 cm−1 mode from ν(C O) Hyperspectral maps of the particle show in Figure 4.8D

show the spatial distribution of absorbances in 100 cm−1 integrated spectral bins. The

sulfate vibrational modes within 1100 - 1200 cm−1 are largely concentrated in the rod of

the particle, while shell is more intensely absorbing in maps for other spectral regions such
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as δ(CH2, CH3), νas,s(COO–), and ν(C O). However, accurately assigning these peaks to

vibrational modes is not confidently possible due to the low signal generated from these

thin organic sections of the particle.

Figure 4.9: PTIR spectra taken for core-shell (left) and rounded (right) hSSA smaller
than 0.1 µm measured using AFM-IR. Solid lines show the average spectra for a given
class, with shaded lines representing the 95% confidence interval.

One of the concerns with off-line sampling in the absence of a scrubber for volatile

species is the potential for gas-phase species to react with hydroxyl radical and either

condense onto existing SSA or lead to new particle formation. Some evidence of these

particles is present in the ultrafine particles (Deq,V < 100 nm). Similar chemical analyses

were conducted for the core-shell and rounded particles found in this size range. Spectra

collected are shown in Figure 4.9. From the spectra from the core shell particles, there is

evidence of organic modes corresponding to δ(CH) at 1450 cm−1, and a smaller mode at

1600 cm−1. However, accurate peak assignment is difficult due to the low signal from these

small particles. From the core, there is a distinct intense peak around 1100 cm−1, corre-

sponding to presence of sulfate modes. [131, 143] Similarly, in rounded particles shown,

there is a clear distinct mode present around 1100 cm−1 indicative of sulfates. Presence

of these sulfate rich species is consistent with measurements of sulfur containing gases in

the marine boundary layer. The presence of sulfate in these particles can be attributed to

the oxidation of sulfur containing marine volatile compounds such as dimethylsulfide or
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dimethylsulfoxide.[144] Hydroxyl radical oxidation of these sulfur containing marine bio-

genic gases results in the formation of lower volatility species such as methylsulfonic acid,

sulfuric acid, and hydroxyperoxymethyl thioformate,[145, 53, 146] and could lead to new

particle formation, resulting in secondary marine aerosols.

4.5 Conclusion

This study investigated the size-dependent particle-to-particle variability of nascent

SSA between 0.1 - 0.6 µm. Chemical and physical properties such as morphology, com-

position and mixing states were probed in response to seawater biological activity and

heterogeneous aging in response to hydroxyl radical species. Atomic force microscopy

(AFM) imaging identified five main nascent SSA morphologies across the bloom: prism-

like, core-shell, rounded, rod, and aggregates. The heterogeneously aged SSA at the peak

of the bloom resulted in the formation of rods encapsulated in a shell. The majority of

smaller SSA were rounded and core-shell, while larger SSA showed core-shell and prism-

like morphologies. The organic nature of smaller SSA was primarily attributed to rounded

and core-shell SSA as determined by AFM photothermal infrared spectroscopy, largely

comprised of complex sugars and alkanes. Aging resulted in an enhancement of core-shell

particles, and evidence of more oxidized species is present spectrally in the larger sized

core-shell particles. Additional oxidative processes can be seen through the formation of

sulfate-rich particles in the ultrafine size regime. Collectively, present findings revealed

a complex and dynamic interplay between SSA size-dependent physicochemical proper-

ties, which should be considered to accurately quantify and predict SSA’s climate-related

effects.
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4.7 Supporting Information

MOUDI

PAM-OFR

Nascent

Carulite

Bypass N2
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Sensor RHT 
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Figure S4.1: Schematic showing sampling lines for preparing substrate deposited SSA
from the waveflume. Particles are impacted onto hydrophobic Si wafer substrates in
the MOUDI. RH and temperature are measured at right before the MOUDI inlet. For
the heterogeneously aged SSA line, two diffusion dryers with Carulite are used to scrub
residual ozone. The line is mixed with a bypass of N2 prior to deposition.
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Figure S4.2: AFM-PTIR spectra for substrate deposited reference compounds

Table S4.1: Numerical values for abundances and counts of nascent SSA particles
produced throughout the bloom.

Nascent SSA Morphology Distribution

Pre-Bloom

Deq,V Prism like Core-shell Rounded Rod Aggregates

0.10 - 0.18 0 8 26 4 0
0.18 - 0.32 0 15 22 3 3
0.32 - 0.56 8 14 9 0 7

Peak-Bloom

Deq,V Prism like Core-shell Rounded Rod Aggregates

0.10 - 0.18 0 4 34 1 13
0.18 - 0.32 3 6 12 10 4
0.32 - 0.56 5 7 3 0 0

Post-Bloom

Deq,V ,µm Prism like Core-shell Rounded Rod Aggregates

0.10 - 0.18 0 19 20 3 10
0.18 - 0.32 0 13 10 4 9
0.32 - 0.56 0 8 2 0 6
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Table S4.2: Numerical values for abundances and counts of heterogeneously aged SSA
particles produced at the peak of the bloom

Het-Aged SSA Morphology Distribution

Peak-Bloom

Deq,V ,µm Prism like Core-shell Rounded Aggregates Core-shell (rod)

0.10 - 0.18 0 12 9 2 2
0.18 - 0.32 3 13 9 7 1
0.32 - 0.56 7 22 1 6 1
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Chapter 5

Microspectroscopic imaging and

physicochemical characterization of

long term indoor depositions on

window glass surfaces

5.1 Abstract

Deposition and surface-mediated reactions of adsorbed species can play a role in

the level of exposure of occupants to indoor pollutants, which include gases and parti-

cles. Detailed molecular-level descriptions of these processes occurring on indoor surfaces

are difficult to obtain because of the ever-increasing types of surfaces and their proxim-

ity to a variety of different indoor emission sources. The results of an investigation of

interactions of glass surfaces in unique indoor environments are described here. Window

glass, a ubiquitous indoor surface, was placed vertically in six different locations to assess

differences in particle and coating depositions. Atomic force microscopy- photothermal
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infrared (AFM-PTIR) spectroscopic analysis of these glass surfaces reveals differences in

morphology and chemical composition, which reflects the diversity of surface processes

found in local environments indoors. Overall, this detailed microspectroscopic imaging

method shows deposition of particles and the formation of organic thin films that increase

the surface area and surface roughness of the glass surface. PTIR spectroscopy demon-

strates that depositions can be linked to primary emitters intrinsic to each of the different

local environments.

5.2 Introduction

A large number of studies focused on understanding atmospheric chemistry and its

impact on human health have been undertaken in the past decade. High-impact discoveries

in this field maintain a strong focus on atmospheric aerosols, heterogeneous and multiphase

chemistry, greenhouse gas emissions, and overall air quality.[147, 84, 83] Although atmo-

spheric chemistry and outdoor air quality remain important, the average person reportedly

spends a large majority of their lives ( ˜87%) indoors. Oxidative gases and airborne par-

ticulate matter exist indoors at concentrations comparable to, if not higher, than those

outdoors.[148, 149, 150, 151, 152, 153] In addition, because of differences in lighting con-

ditions, air circulation, and unique chemical sources and sinks, the impact of indoor air

quality on human health is poorly understood.[25, 154, 155] Because a high surface to vol-

ume ratio is in indoor environments,[25] indoor surfaces play an important role in defining

levels of exposure of occupants to a wide range of indoor pollutants.[156, 157] In partic-

ular, complex multiphase and heterogeneous processes have been proposed to occur on

indoor surfaces;[5] however, analyzing these complex surfaces to better understand these

processes remains a challenge, and there is a current lack of knowledge of various indoor

materials.[154, 156, 157] Furthermore, the local indoor environments within which mate-
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rials exist can alter the types of primary emitters and transformative processes that are

most likely to occur on material surfaces.[69, 158, 159, 160]

Building on this need to understand more details of surfaces in indoor environments,

we placed window glass and painted wallboard, surfaces ubiquitous to the indoor environ-

ment, in different indoor locations, including a copier room, office, kitchen, and garage.

Each of these offers unique local environments with their distinct characteristic primary

emitters that can interact with glass surfaces.[150, 69, 158, 161, 162, 163, 68] Herein, mi-

crospectroscopic imaging and chemical analysis of these glass surfaces demonstrate that

the chemical and morphological evolution of the surface reflects emissions characteristic

to a specific indoor environment.

5.3 Materials and Methods

Glass specimens and painted wallboards were placed in the field for 6 months at

four field locations: a photocopy room on the campus of The University of Texas at Austin

(UT Austin) (copier room), on the desk of a graduate student office at UT Austin (office),

on a refrigerator in a residential kitchen (kitchen), and in a residential garage (garage)

(see Table S5.1 for details). Laboratory (control) blanks were left unexposed and used as

a reference control.

Samples were analyzed using a commercial microscopy system (nanoIR2, Bruker).

Atomic force microscopy (AFM) imaging of authentic indoor surfaces was conducted at

298 K and a relative humidity (RH) of ˜40% at ambient pressure. For AFM studies, 50

µm × 50 µm images were collected per surface at a scan rate of 0.25 Hz, using silicon

nitride probes (tip radius of ≤30 nm) with a 33-77 N m-1 spring constant and a 200-400

kHz resonant frequency in tapping mode. Images were collected with a 1-2 mm separation

between scanned regions. Image processing and particle property measurements were
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conducted using Gwyddion software.

For AFM-PTIR spectroscopy studies, images were collected at a scan rate of 0.5

Hz using gold-coated silicon nitride probes (tip radius of ≤30 nm), a 1-7 N m-1 spring

constant, and a 75 ± 15 kHz resonant frequency in tapping mode. Spectra were collected

by averaging 256 laser pulses at each wavenumber with a spectral resolution of 4 cm−1

and a spatial resolution of < 30 nm. All spectra shown were recorded on a single point

within a particle or film without additional averaging between spectra or smoothing filters

applied.

Inductively coupled plasma mass spectrometry (iCAP RQ-ICP-MS, ThermoFisher),

operated in standard mode, was used to quantify the elemental content of these surfaces.

Samples from UT Austin used in this analysis include blank nonexposed, kitchen, office,

copier room, garage, and an additional blank containing only the adhesive backing present

on all samples.

5.4 Results and Discussion

5.4.1 Glass Surface Morphology

AFM amplitude images of glass surfaces placed in four different indoor environ-

ments are shown in Figure 5.1A along with a control sample. It is clear from these images

that glass surfaces, after being placed in these different environments, show unique features

and characteristics. The images shown in Figure 5.1A are representative of the images ob-

tained for the different environments. To quantify the differences in these surface features,

panels B and C of Figure 5.1 show an analysis of surface properties readily quantifiable

from AFM images that include the change in surface area and surface roughness, repre-

sented by the root-mean-square roughness (Rq). An increase is observed in both surface

properties because of deposition. Deposition of particulate matter is expected to cause
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increases in surface area and roughness, especially on window glass, a relatively flat indoor

surface. The large spread in surface properties within a single piece of glass indicates that

these indoor surfaces are far from exhibiting homogeneous depositions. The surface area

increases across all exposed glass, most exemplified in the garage and kitchen glass, with

increases of up to 50 and 770 µm2, respectively, indicating indoor surface to volume ratios

naturally will increase with time as deposition of particulate matter continues. The sur-

face roughness increased upon exposure to various environments. The roughest surfaces

were the garage and kitchen glass, with Rqvalues reaching 220 and 500 nm, respectively.

Changes in surface roughness are of interest to the indoor environment as the surface

structure of the indoor materials will govern the mechanical interaction of the surface with

airborne gaseous compounds and particulate matter, where rougher surfaces alter particle

adhesion or change rates of surface-mediated reactions.[164]

Figure 5.1: (A) AFM amplitude images of the glass surfaces placed in different indoor
environments with scale bars set to 10 µm. Box-and-whisker plots (close-up) of AFM-
measured changes in (B) surface area and (C) Rq roughness following exposure in each
location for 6 months using 10 images (50 µm × 50 µm). Lines show 20 and 80th
percentiles. A full view of the plot is available in Figure S5.1

In addition to particle deposition, thin organic films were observed on the glass

surfaces placed in the various locations. Film surface coverages were calculated by tak-

ing the fraction of the coating surface area over the total surface area. This analysis is
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summarized in Figure 5.2A. In the control, office, copier, and garage samples, the surfaces

experienced film coatings ranging from 0 to 11%. In contrast, glass exposed to kitchen

conditions was heavily coated, ranging from 70 to 99% coverage. Film formation on im-

pervious indoor surfaces has been observed in past studies and has been demonstrated to

be largely comprised of organic matter. [165, 166, 64] These films are expected to form

in indoor locations with elevated levels of organic compound emissions, exemplified in the

kitchen where large quantities of oils and fats are regularly emitted during cooking and

cleaning.

Figure 5.2: (A) Organic film (thickness > 10 nm) coverage on glass surfaces after
exposure in each local environment for 6 months taken from the 10 AFM images (50
µm × 50 µm). (B) AFM amplitude image of the organic film coating on kitchen glass
after exposure for 6 months. (C) Height profiles taken at lines marked in panel B for a
particle (top) and film (bottom). Note the difference in the scale of the height axis.

Shown in Figure 5.2B is an AFM amplitude image of a typical film on kitchen

glass. Height profiles are shown at the corresponding line colors in Figure 5.2C. These

films are not homogeneous, nor do they completely engulf the surface, where regions of

bare silica are visible in the AFM image shown. With films reaching thicknesses in the

tens of nanometers, relative to the other locations, in an organic emission-rich indoor envi-

ronment such as a kitchen, the presence of these coatings confirms that surfaces, when left

unattended, act as sizable reservoirs for organic and inorganic compounds. Organic film

formation on indoor surfaces is of great interest as coatings will affect surface properties

and subsequent interactions with the local environment. Film coatings can be expected
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to alter the electrostatic, hydrophobic, and other properties of the surface, altering the

adsorption efficiency of the surface toward other molecular species.[56] Films consisting

of unsaturated organic compounds can also lead to increases in the levels of surface re-

actions with ozone.[167, 168, 169] For indoor environments with higher humidity levels

such as faucets, baths, and toilets, surface coatings alter the water content of indoor sur-

faces because of differences between the hygroscopicity of the organic film and underlying

building material. Formation of water films on these hygroscopic coatings enables aqueous

phase reactions, which are suggested production pathways of very important indoor gases,

including the OH radical and HONO.[170]

Figure 5.3: Box-and-whisker plot of the number of particles (thickness > 30 nm)
deposited per square micrometer on glass surfaces from 10 AFM images (50 µm ×

50 µm) for each indoor location. Lines show 20 and 80th percentiles. Particles are
categorized by volume equivalent diameter into three size bins: < 500 nm, between 500
and 1000 nm, and >1000 nm (with total particle counts shown at the far left). Insets
show close-ups of the particle counts for the larger-sized particle bins.

The data plotted in Figure 5.3 show the particle depositions across all images on

the window glass held in various locations, grouped by diameter into three size bins: <500

nm, between 500 and 1000 nm, and >1000 nm. Relative to the control glass, there is

an increase in the number of particles deposited across all particle sizes for each location.

In all locations, particle depositions were predominantly in the submicrometer size range
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with many particles being ¡500 nm in diameter, the largest being that of copier glass

(avg. 0.449 particle/µm2). In contrast, kitchen glass was covered in significantly fewer

sub-500 nm sized particles (avg. 0.108 particle/µm2). The absence of smaller particles on

kitchen glass can be attributed to the heavy coating of organic films, which mask or engulf

smaller particles. Exposure of the glass to all indoor locations resulted in a higher level

of deposition of the larger-sized particles, the most significant being kitchen and garage

glass. The deposition of the smallest particles had a weaker impact on the surface area

and roughness. The glass specimens in the photocopy room had the largest fraction of

sub-500 nm sized particles but experienced smaller changes in surface area and roughness.

In contrast, kitchen and garage surfaces had the largest deposition of particles in the size

range of 500-1000 nm, 0.0096 and 0.0124 particle/µm2, respectively, and >1000 nm and

subsequently produced the roughest surfaces. The kitchen glass experienced near double

the deposition of supermicrometer-sized particles, 0.0044 particle/µm2, in comparison to

garage glass, 0.0024 particle/µm2, but produced surfaces with comparatively lower sur-

face areas and roughness, which can be attributed to the morphology of the depositions.

Kitchen emissions tended to form smoother mounds of coatings, potentially pools of or-

ganic compounds arising from aggregation of smaller organic matter over the sampling

period, while garage emissions formed coarser particles with significantly lower levels of

organic coatings (see Figure S5.2).

5.4.2 Glass Surface Composition

AFM-PTIR enables acquisition of spectra from depositions with spatial resolution

in the tens of nanometers, allowing for microspectroscopic imaging and characterization

of depositions.[76, 109] Shown in Figure 5.4 are the PTIR spectra from 1200 to 3600 cm−1

taken from the corresponding images of organic depositions found on the kitchen and

copier room glass surfaces. Spectra of pure glass are dominated by peaks corresponding to

84



Figure 5.4: (A) Three-dimensional (3D) AFM height image (left) and PTIR spectrum
(right) for a deposited particle on the copier glass. The inset shows a comparison with
carbon black (black) and CaCO3 (gray) PTIR spectra. (B) 3D AFM height image (left)
and PTIR spectrum (right) for a particle and film on the kitchen glass. The inset shows
a comparison with nonyl aldehyde (black) and palmitic acid (gray) PTIR spectra. The
region from 800 to 1200 cm−1 has been omitted because of the presence of a large Si-O
vibrational mode from the underlying glass.

the SiO2 matrix at ν(Si O) (942, 1018, and 1092 cm−1) and ν(OH) (3390 cm−1) (see Fig-

ure S5.3A). In comparison, spectral features from deposited particles can be correlated to

primary emissions characteristic of a particular indoor location. Most notably, the kitchen

particle shown in Figure 5.4B contains a carbonyl stretching frequency associated with

an aldehyde compound, identified by ν(C O) (1734 cm−1). Carbon-hydrogen stretching

motions were identified as CH2 and CH3 groups with peaks at 2874 and 2944 cm−1, respec-

tively. We propose these films formed from deposition of aldehydes and long chain fatty

acids, the two abundant classes of organic emissions found during cooking.[158, 56, 65]

PTIR spectra of palmitic acid and nonyl aldehyde are shown as representatives for these

compounds commonly emitted during cooking. Shown in Figure 5.4A is a particle de-

posited from the copier room with organic content, as indicated by ν(CH2,CH3) (2870,

2940 cm−1). Spectral features suggest a mixture of CaCO3 from ν(CO 2–
3 ) (1466 cm−1), a

major component of paper, and carbon black from ν(C C) (1540, 1580 cm−1), the primary

coloring component of black toners.[69]
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Figure 5.5: ICP-MS analysis of an 1.27 cm × 1.27 cm piece of window glass exposed
to various indoor locations showing the nine most abundant elements found. Selected
elements for detection include chromium, nickel, iron, aluminum, phosphorus, zinc,
magnesium, potassium, calcium, vanadium, cobalt, manganese, copper, lead, and bar-
ium. A similar plot of the less abundant elements and a full list of elements screened
is available in the Supporting Information. ICP-MS data provided by Michael Alves
from Professor Vicki Grassian’s group

To complement the microspectroscopic imaging and physicochemical characteriza-

tion of AFM-PTIR spectroscopy, analysis of elements present in the different samples was

also performed. Shown in Figure 5.5 are the ICP-MS concentrations measured for selected

ions. All components detected in the blank sample were measured as the lowest concen-

tration in this study. The relatively high background signal of calcium and potassium

in the blank is due to interfering species, 40Ar and 38Ar1H respectively, present in the

sample matrix. Copier room, garage, and kitchen samples show relatively similar metal

concentrations for most elements analyzed. Copier room samples exhibit higher levels of

copper, barium, and zinc. Barium and zinc are among the number of metals that can be

used as a ferromagnetic composite carrier (for example, barium ferrite), whereas copper is

found in many dye compositions.[157] Other commonly found elements in printing toners

such as potassium, magnesium, lead, nickel, and others are found at similar concentrations

compared to those of the other samples, possibly suggesting selective particulate forma-

tion or deposition pathways. A stark difference is seen in the office sample where elevated
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levels of iron, chromium, nickel, cobalt, vanadium, and manganese are observed. This can

be attributed to the office sample being in the proximity of a stainless steel heating vent,

whose composition includes iron, chromium, nickel, molybdenum, and manganese, with

trace amounts of vanadium, cobalt, copper, and other elements.[171]

5.5 Painted Surfaces

Figure 5.6: Cartoon depiction of the two different types of painted materials: painted
paper-on-gypsum wallboard (upper) and painted glass (lower)

Paint is a permeable surface for gas and material diffusion. Consequently, indoor

emissions can interact with both the paint coating and the underlying material. To as-

sess the changes to the surface or near-surface composition of painted surface, painted

samples were exposed to the kitchen environment for 3 months. Three sets of painted

samples were applied on different support material (Figure 5.6): low VOC eggshell paint

applied on paper-on-gypsum wallboard (LVOC-WB) and window glass (LVOC-G), and a

zero-VOC paint on window glass (ZVOC-G). All paints included acrylic latex resin with

10-30% titanium dioxide (TiO2) by weight. Wallboard is a more realistic material paint

is applied upon, and is permeable to material diffusion, making painted surfaces a larger

potential reservoir for materials to accumulate prior to any surface film formation. In con-
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trast, window glass is an impermeable material that would more readily facilitate material

accumulation in the paint layer, and potential surface modifications. All samples were

exposed vertically for three months to examine for material accumulation at the surface

or saturation of the underlying material.

5.6 Painted Surfaces

Figure 5.7: AFM height images and profiles for lab (left) and 3-month kitchen exposed
(middle) surfaces, with PTIR spectra and difference spectra (right) for: A) LVOC-WB,
B) LVOC-G, and C) ZVOC-G

The results from the painted surface are shown in Figure 5.7, with AFM height

images and height profiles for the lab (unexposed) and kitchen (3-months) samples in the

left and middle panels. The right panel shows the average PTIR spectra from the sample

exposed to the kitchen (Nspectra = 25) and lab (Nspectra = 40), as well as the difference

88



spectra between the two to assess spectral changes due to aging. Figure 5.7A shows the

LVOC-WB sample, where from AFM height image, there no distinguishable morphological

differences between kitchen and lab samples. The surface root-mean-squared roughness

(Rq) values shown in Figure 5.8A are also similar between the lab (79 ± 52 nm) and

kitchen (79 ± 47) LVOC-WB. The spectral features are largely similar between lab and

kitchen exposed LVOC-WB in peak positions and intensities. In the difference spectra,

there appears to be two modes around 1730 and 1450 cm−1, which would correspond to

ν(C=O) and δ(CH3, CH2) modes. While these modes are consistent with fatty acids,

a common emission from cooking activities, because the peaks overlap with the spectra

of the acrylic polymer in the paint material, spectral differences cannot be confidently

attribute to the uptake of carbonyl containing organic compounds from kitchen emissions.

In the LVOC-G shown in Figure 5.6B, the AFM height images, and roughness values

(Figure 5.7A) are similar between the lab and kitchen samples. In the spectra, there are

no noticeable differences beyond the loss of a 1020 cm−1 peak, which is likely due to the

cantilever absorbances from an incomplete gold coating. These results do not demonstrate

any evidence of material uptake on or near the surface.

5.7 Painted Surfaces

The changes to the ZVOC-G surface following aging in the kitchen are shown in

Figure 5.7C. The latex painted glass appears slightly smoother from the AFM images

but cannot readily distinguish due to the non-smooth surface morphology of paint. On

the nanoscale, there are large variations in roughness within unexposed paint, limiting

statistical comparisons without larger datasets. The Rq of the painted surfaces decreases in

both magnitude and intensity upon exposure to the kitchen environment, decreasing from

212 ± 112 nm (lab) to 107 ± 12 nm (kitchen), suggesting the paint layer is saturating and
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Figure 5.8: A) Root mean squared roughness (Rq) for painted wallboard and painted
glass samples B) PTIR difference spectra from the painted surfaces and a reference
PTIR spectra from a film on kitchen glass.

subsequently, sorbed indoor materials area accumulating at the surface. These results are

corroborated by the PTIR spectra. The kitchen aged Latex-G is more strongly absorbing

in regions at 1730, 1450, and 1130 cm−1 corresponding to ν (C=O), δ(CH2, CH3), and

ν(C-C, C-O) respectively. While the peak locations are identical between kitchen and

lab ZVOC-G, differences in the peak shapes relative to the unexposed material indicates

the changes in spectral features are likely attributed to uptake of new material and are

spectrally similar to the organic film formed on window glass (Figure 5.8B). However,

laboratory studies or longer exposure-time samples are needed to assess the validity of the

difference in behavior between these painted samples.

5.8 Conclusion

Overall, these data taken together provide a unique look at the impact of local en-

vironments on glass surface physicochemical properties. A comprehensive understanding

of the chemistry occurring on indoor surfaces and its subsequent impact on the quality of

indoor air requires knowledge of the nature of these surfaces. Unsurprisingly, the different
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environments to which indoor surfaces are exposed play a large role in the composition of

particles deposited on the surface and the nature and amount of organic coatings. Under-

standing changes in indoor surfaces over time will enhance our understanding of how these

surfaces interact with other gases that are present, including water vapor. Hydrocarbon

depositions are expected to increase surface hydrophobicity, whereas water-soluble organic

films and salts would enhance surface hygroscopicity. The variance in the distinct indoor

emitters will be reflected by differences in the surface properties and chemical composition

of the exposed surface. Examination of indoor surfaces under realistic conditions is essen-

tial for obtaining a crystal clear understanding of “authentic” indoor surfaces, and this

will be only further enhanced with the emergence of new methods to better understand

indoor surfaces, which provides insights into their physicochemical characteristics.

5.9 Acknowledgements

Chapter 5, in full, is a reprint of the material published by American Chemical

Society in: Victor W Or, Michael R Alves, Michael Wade, Sarah Schwab, Richard L

Corsi, Vicki H Grassian Crystal Clear? Microspectroscopic Imaging and Physicochemical

Characterization of Indoor Depositions on Window Glass. Environmental Science & Tech-

nology Letters, 5(8), 2018. The dissertation author was the co-first author of this paper.

This work was supported by the Afred P. Sloan Foundation, grant no. G-2017-9692. The

authors also thank Dr. Richard Cochran for helpful discussions.

91



5.10 Supporting Information

5.10.1 Glass and Paint preparation

Clear float glass was purchased from a commercial retailer (AGC Flat Glass North

America), 2.5 mm thickness, and cut into 1.27 × 1.27 cm2 ( ± 0.1 cm2) squares. Glass

sample were prewashed with liquinox detergent and DI water, double rinsed with DI water,

and then dried with a low lint Kimtech wipe. Upon collection, specimen were immediately

stored in air tight opaque containers until analysis. For ICPMS analysis, glass samples

were sonicated in a cleaned polypropylene tube with 5 mL of 2% HNO3 (trace metal grade,

Fischer Chemical) and Milli-Q (Thermo, Barnsted EasyPure-II; ≥ 18.2 MΩ cm resistivity)

for 30 minutes at room temperature. Internal standards (ThermoFisher IV-ICPMS-71D)

were added after to normalize for transfer error.

Three sets of indoor painted material specimens were prepared for surface/chemical

analysis. The materials included gypsum board coated with a low-VOC paint, window

glass coated with a low-VOC paint, and window glass coated with a zero-VOC flat paint.

All materials were purchased from retail outlets in Austin, Texas. All gypsum board

samples were cut into 25.8 cm2 rectangles. All gypsum board samples were conditioned

at approximately 25 ◦C and 50% relative humidity (RH) for two weeks, to simulate the

timeframe between painting a new house and occupying the house. Preparation of painted

samples were based on California Department of Public Health Standard Method V1.1.

Both paints included acrylic latex resin with specifications of 10-30% titanium dioxide

by weight. Approximately 0.5 grams of paint was applied to each painted sample. After

painting and conditioning, the sides and back of the gypsum board were covered with

aluminum tape. All specimens were mounted on foam poster board, which was placed in

a vertical position in the field at heights ranging from 0.9- 1.8 m from the floor.

Table S5.1. A summary of the mean field conditions is listed, with data presented
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as mean (standard deviation). All specimens were mounted with double sided adhesive

on foam poster board, which was placed in a vertical position in the field at heights

ranging from 0.9 - 1.8 m from the floor. Participants were instructed to use the area

where material specimens were placed as they would under normal (everyday) conditions.

With the exception of the residential garage, all locations have an air system operating

and supplying conditioned air. The kitchen is connected to the house’s central AC. The

office and copier room are inside the same multiple story college building supplied with a

Multi-zone VAV system

Table S5.1: Summary of mean field conditions. Data presented as mean (standard
deviation). a Connected to a 106 m3 kitchen and living room. b Connected to a 57.6
m3 living room

Location Temp. RH Light Intensity Room Vol.
(◦C) (%) (lumen/m2) (m3)

Photocopier room 22.4(0.2) 56.1(15.1) 146.0(109.7) 54.8
Student Office 23.0(0.8) 52.7(12.5) 40.1(71.5) 48.4
Residential Kitchen 23.5(2.6) 55.0(8.5) 16.9 (38.4) 31.6
Residential Garage 26.7(7.4) 46.2(8.1) 13.2(18.7) 128

5.10.2 Materials for Reference PTIR Spectra

All chemicals used were purchase directly from the manufacturers, utilized without

further purification, and included palmitic acid (≥98%, Sigma-Aldrich), CaCO3 ( ≥99.95%,

Alfa Aesar), and black carbon (Degussa). Samples were generated from a 1% wt/v aqueous

solution using ultrapure water prepared on site (Thermo, Barnsted EasyPure-II; ≥ 18.2

MΩ cm resistivity) . Solutions were deposited onto Si wafer sampling substrates (Ted

Pella) and allowed to dry for 24 hours
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5.10.3 Analysis of Glass

The AFM-PTIR used consists of an atomic force microscope integrated with a

pulsed, tunable infrared optical parametric oscillator (OPO) laser source with a repetition

rate of 1 kHz, tuning range of 850 to 2000 cm−1 and 2235 to 3600 cm−1, and an average

spectral resolution of 4 cm−1. 10 AFM images (50 × 50 µm2) used to evaluate surface

increases in projected surface area ( µm2), root-mean-square roughness (nm), film coverage

(%), and number of deposited particles (#/ µm2). Increase in surface area was determined

by taking the difference between the measured surface area and the projected surface area

(2,500 µm2) for each image. Root mean square roughness (Rq) is a parameter used to

describe the distribution of standard deviations for surface heights (z)[172]:

Rq =

√

√

√

√

1

n

n
∑

i=1

z2
i (5.1)

Where a lower Rq value indicates a flatter surface. Film coverage was determined

by taking the ratio of the film surface area and total surface area per image. Particles

were identified by setting a lower threshold height limit (thickness 30 nm) and sized

according to their spherical volume equivalent diameter. The total and size categorized

particle counts were normalized to the surface area of each image. Films were determined

by lowering the height threshold to a thickness of 10 nm.
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Table S5.2: Calculated limit of detection (LOD) and limit of quantification (LOQ)
values for elements plotted from ICP-MS analysis of glass samples. A LOD or LOQ
value of 0.0 indicates a corresponding limit of less than 10 pptv (less than 0.09 µg/m2).

Element LOD LOQ LOD LOQ

(ppb) (ppb) µg/m2) µg/m2)
24Mg 0.1 0.3 0.9 2.6
27Al 0.1 0.3 0.9 2.6
31P 1.1 3.3 9.5 28.6
39K 2.2 6.9 19.1 57.3
44Ca 0.3 0.9 2.6 7.8
51V 0.0 0.0 0.0 0.0
52Cr 0.0 0.0 0.0 0.0
55Mn 0.0 0.0 0.0 0.0
57Fe 0.0 0.0 0.0 0.0
59Co 0.0 0.0 0.0 0.0
60Ni 0.0 0.0 0.0 0.0
63Cu 0.0 0.0 0.0 0.0
66Zn 0.0 0.0 0.0 0.0
137Ba 0.0 0.0 0.0 0.0
208Pb 0.0 0.0 0.0 0.0
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Figure S5.1: Full box and whisker plots showing outlier measurements of A) change
in surface area and B) Change in root mean squared roughness. Zoomed in view for
the most common values are shown in Figure 5.1 of the main text. Lines show the 20
and 80th percentiles respectively.

Figure S5.2: A) AFM amplitude images of particles on garage versus kitchen exposed
glass, with lines indicating regions where B) height profiles are taken. Also provided
are some values for root mean square roughness, change in surface area and kurtosis.
For the height versus position plot, it is shown that kitchen particles show a less defined
progression in height in contrast to the particle deposited on the glass placed in the
garage suggesting these particles are of different composition and phase.
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Figure S5.3: A) PTIR Spectra taken on the control glass sample. PTIR spectra
taken on particles from the B) office and C) garage exposed glass respectively, showing
organic content. Deposition from each indoor location show differing spectral features,
suggesting that the location of the window glass determines the chemical composition
of subsequent depositions

Figure S5.4: Less abundant metals found from ICP-MS analysis of a 1.27 × 1.27 cm2

piece of window glass exposed to various indoor locations. Elements detected below 0.1
ppb (0.9 µg/m2 ) are not shown, and include Be, Ga, As, Se, Rb, Ag, Cs, La, Ce, Pr,
Nd, Sm, Eu, Gd, Dy, Er, Tm, Yb, Lu, Tl, Th, and U.
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Chapter 6

Short Term Glass Surface Evolution:

Cooking and Cleaning Emissions

6.1 Abstract

Indoor surfaces are extremely diverse and their interactions with airborne com-

pounds and aerosols influence the lifetime and reactivity of indoor emissions. Direct

measurements of the physical and chemical state of these surfaces provide insights into

the underlying physical and chemical processes involving surface adsorption, surface par-

titioning and particle deposition. Window glass, a ubiquitous indoor surface, was placed

vertically during indoor activities throughout the House Observations of Microbial and En-

vironmental Chemistry (HOMEChem) campaign and then analyzed to measure changes in

surface morphology and surface composition. Atomic force microscopy-infrared (AFM-IR)

spectroscopic analyses reveal that deposition of submicron particles from cooking events is

a contributor to modifying the chemical and physical state of glass surfaces. These results

demonstrate that the deposition of glass surfaces can be an important sink for organic rich

particles material indoors. These findings also show that particle deposition contributes
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enough organic matter from a single day of exposure equivalent to a uniform film up to two

nanometers in thickness, and that the chemical distinctness of different indoor activities is

reflective of the chemical and morphological changes seen in these indoor surfaces. Com-

parison of the experimental results to physical deposition models shows variable agreement,

suggesting that processes not captured in physical deposition models may play a role in

the sticking of particles on indoor surfaces.

6.2 Introduction

Humans spend a majority of their time indoors[54] and there has been an emerg-

ing interest in studying the fundamental chemistry influencing the quality of indoor air

to which occupants are exposed.[26, 25] Increased effort in indoor chemistry research has

been directed towards the characterization and chemistry of gases and aerosols in indoor

air.[26, 168, 173, 154, 174, 58] Surfaces and their influence on indoor air quality have begun

to receive more attention, as surfaces are important not only for gas-phase adsorption and

absorption,[8, 175, 176, 9] the dry depositional loss of particles,[56, 64, 165, 177] and organic

film formation[8, 178] but also serve as reaction sites that facilitate new reaction pathways

and mechanisms.[179, 180, 5] There are many challenges that complicate the development

of a comprehensive molecular level understanding of indoor surface processes and their

impacts on indoor air quality.[154] For example, the composition of indoor surface mate-

rials are extremely complex and diverse both structurally and chemically.[26, 71] These

surfaces range from permeable micro- and macroscopically rough, such as painted walls,

to smoother impermeable materials such as window glass. On an impermeable surface

contaminant accumulation is expected to occur immediately at the air-surface interface,

whereas permeable surfaces can facilitate prolonged uptake via diffusion into the underly-

ing material matrix. Adding on to this complexity, the exact location of the surface will
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determine the environmental reaction conditions (light, humidity, and temperature) and

the proximity of the indoor surface.[178, 150, 160] For example, windows are more prone

to exposure to direct and attenuated sunlight,24 thus photochemistry may be important

for these surfaces. Photochemical processes play a role in the production and regulation

of oxidative gases in the indoor environment,[176, 62, 181] as well as SOA formation.[182]

Surfaces in the presence of high levels of elevated humidity, whether periodic or maintained,

can take up water vapor depending on the surface physical and chemical properties. This

can lead to the formation of aqueous thin films, which are a potentially important source

for gases, including nitrous acid formation, in the indoor space.[170]

As surfaces age, material accumulates through adsorption, absorption, and deposi-

tion of gases and particles, respectively. The degree of deposition to a surface obviously

depends not only on the exposure time and concentrations of relevant species in air, but

also the physical and chemical properties of the surface, which will also evolve with time

and move away from the native surface material’s original properties. For example, or-

ganic film coatings on window glass are predicted to be substantial in theoretical indoor

models[8] and have been observed in high-organic loading locations such as kitchens.[178]

These organic films are different from the underlying glass from both physical and chemical

perspectives. Thus, there is a need to not only study the physiochemical properties and

reactivity of the bare indoor surfaces, but also how these properties transform as these

surfaces age.

Window glass is a ubiquitous indoor surface, and its interaction with airborne con-

stituents of indoor air have begun to receive more attention. Glass surfaces evolve as

material accumulation[64, 165, 183] and film growth[8] occur at the air-surface interface,

and substantial material modification is present on glass surfaces aged for weeks or even

months.[178] However, these long accumulation time scales restrict the ability to under-

standing faster processes and interactions at the air-surface interface. Higher time resolu-
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tion analyses of surfaces have been conducted but are typically carried out in laboratory

environments, often coupled with theoretical simulations, targeting the mechanistic and

kinetic behavior of interactions between glass surfaces or proxies with both aerosols[63] and

indoor relevant organic compounds,[184, 185, 186] and subsequent reactivity to common

gaseous constituents of indoor air such as ozone.[179, 187, 188, 189] The highly specified

nature of these experiments often requires use of window glass proxies and use a smaller

number of species representative of a broad family of common indoor compounds. By

measuring loss behaviors of species in the airborne fraction, higher time resolution field

measurements demonstrated that gas-surface partitioning play a major role in the behav-

ior of indoor constituents.[9] However, direct surface measurements capturing the faster

timescale evolution of authentic indoor surfaces has yet to be demonstrated.

To probe the progression of authentic indoor surfaces in the presence of common

indoor emissions, window glass was exposed to single day cooking activities throughout the

month-long HOMEChem experiments. Cooking and cleaning events during the campaign

resulted in elevated levels of submicron aerosols and gaseous compounds.[190, 191, 66]

Analyses of these glass surfaces reveal substantial particle deposition, dominated in number

and volume by the presence of ultrafine and accumulation mode particles respectively.

Spectroscopic analysis of particles shows signals associated with organic matter that is

interacting with the glass surface, which may facilitate longer-term deposition of more

particles onto the glass surface and subsequent increased reactions of the surface with

ozone. Interpretation of spectra are supported by chamber studies demonstrating that

depositions are spectroscopically mimicked by a mixture of oleic acid, a representative for

fatty acids, and its byproducts following reactions with ozone. While the majority of glass

surface areas examined were mostly uncoated, the overall volume of the deposited particles

over a single day of exposure is equivalent to that of a film on the order of nanometers of

thickness.
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6.3 Methods

6.3.1 HOMEChem

The House Observations of Microbial and Environmental Chemistry (HOMEChem)

study took place in June 2018 at the UTest house in Austin, TX. The study is described

in detail by Farmer and Vance et al.[190] and included a series of scripted perturbations,

including cooking and occupancy events. Of particular relevance to this surface study were

two event based days that largely revolved around cooking: a simulated thanksgiving day,

in which a traditional US holiday meal was cooked for, and consumed by, 10–15 guests in

the test house and a sequential cooking day, in which a vegetable stir-fry and rice were

cooked four times throughout a day, separated by periods in which windows and doors were

opened to ventilate the house. Additionally, two cleaning events were analyzed, sequential

terpene-based floor cleaning, and sequential chlorine-based floor cleaning wherein the floors

were mopped using the corresponding cleaning solvents, separated by periods of ventilation.

While there are differences in the overall occupancy and appliances used between the two

events, time resolved size distributions show that events such as cleaning, cooking, and

post-cooking decay phases dominated the degree of aerosol concentration.[191]

6.3.2 Online SMPS particle measurements

Real-time airborne particle size distributions in the size range of 10 nm–533 nm

were measured using a Scanning Mobility Particle Sizer (SMPS, TSI). The SMPS recorded

one particle size distribution every five minutes. Cumulative size distributions (dN/dDp)

were generated by summing the particle counts across the entire exposure duration of

each window glass sample collected for AFM and AFM-IR analyses. It is worth noting

that number concentrations from the cumulative airborne size distribution cannot be ex-

actly compared to the surface deposited number concentrations without making accurate
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measurements of surface deposition rates.

6.3.3 Window glass sampling

For AFM and AFM-IR analyses, window glass was cleaned using sequential methanol

and water rinses, and dried in an oven. The glass was cut into 1.3 cm × 1.3 cm pieces and

exposed to several high-emission indoor activities across the HOMEChem campaign. All

samples were placed vertically within the shared kitchen and living room area of the UT

Test House. Individual glass slides were exposed for approximately 24 hours to one of the

following emission activities: thanksgiving (June 18, 2018), and sequential stir-fry cooking

(June 6, 2018). A control was taken by exposing the sample for approximately 40 hours

during the unoccupied house (June 1–June 3, 2018) scenario. Exact sampling dates and

times are provided in Table S6.1. Samples were placed directly on top of the SMPS to

minimize spatial differences in emission concentrations and any subsequent transformation

or loss processes. Due to the limited time resolution of sample collection, these surface

analyses probe the surfaces evolution following the cooking event as well as all other in-

door events (ventilation, occupancy, etc.) throughout the exposure period. Samples were

stored in sealed stainless-steel containers and shipped to UC San Diego immediately after

collection for analyses. Laboratory blanks were prepared at UT Austin, stored for one

month in stainless steel shipping containers, and shipped at the end of the of the cam-

paign. Samples were stored in the dark at ambient conditions to minimize changes in

surface composition and structure from condensation or photodegradation.[192] We note

that during the shipping process, higher volatility products may be lost from the surface.

Thus, these offline surface analyses are limited to species that do not readily desorb from

the surface passively or during the transportation process. The following results should be

interpreted as a characterization of the surface evolution primarily due to lower volatility

organic compounds and deposited particles. Additionally, for the smaller sized particles,
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these microscopy analyses cannot differentiate between either SOA formation and subse-

quent deposition or preferential adsorption and aggregation of SVOCs on the surface as

island domains.[193, 10]

For ATR-FTIR analysis, a cumulative sample collected over the last three weeks

of the campaign was used. Two glass plates (25.5 cm × 30 cm) were cleaned and placed

on top of the shelving unit directly above the stove. The glass plates were placed near

vertically, with an approximate tilt of 5◦, leaning against the wall. After the end of the

campaign, the plates were collected, placed with dirty sides facing each other, wrapped

in aluminum foil, sealed in a plastic bag and transported back to William & Mary for

analysis. Except for time on a commercial aircraft, samples were stored frozen and were

thawed before sample extraction/removal. From a slight tilt of these samples, gravitational

settling is expected to enhance material accumulation relative to the fully vertical window

glass samples used for microscopy analyses, and inter-sample assessments with these plates

and the smaller slides for AFM-IR are strictly limited to spectroscopic comparisons.

6.3.4 AFM-IR method

Samples were analyzed using a commercial microscopy system (nanoIR-2, Bruker)

equipped with a tunable mid-IR optical parametric oscillator laser (OPO). AFM imaging

was conducted under ambient conditions at 298 K and a relative humidity (RH) of ˜40% at

ambient pressure to minimize particle deformation or loss. For AFM studies, N = 8 images

(30 × 30 µm2) were collected per surface at a scan rate of 0.5 Hz and resolution of 1024 ×

1024 px, using silicon nitride probes (tip radius ≤ 10 nm) with 33–77 N m−1 spring constant

and 200–400 kHz resonant frequency in tapping mode. For AFM-IR studies, images were

collected at a scan rate of 0.5 Hz using gold-coated silicon nitride probes (tip radius ≤ 30

nm) 1–7 N m−1 spring constant and 75 ± 15 kHz resonant frequency in tapping mode.

Photothermal infrared (PTIR) spectra were collected at tip-localized locations across the
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surface with a nominal spatial resolution of <30 nm, a spectral resolution of 8 cm−1, co-

averaging 128 laser pulses per wavenumber. All spectra shown were taken on a single point

without smoothing filters applied.

6.3.5 ATR-FTIR method

Sample material was removed from the glass plate by scrapping an area of ˜8 × 8

cm2 worth of deposited material off with a cleaned razor blade, piling it onto the ATR-

FTIR crystal, and pressing it down onto the crystal with the back side of the cleaned

razor blade. The bulk ATR-FTIR spectra were collected with a Shimadzu IRTracer-100

MIRacle 10 with a diamond crystal ATR probe. Spectra were acquired from 600–4000

cm−1; averaging 100 scans per spectrum; Happ–Genzel apodization was applied; and the

spectra were recorded as % absorbance. Background spectra were collected using room

air.

6.3.6 Teflon chamber and laboratory sample preparation

A 240 L chamber made from fluorinate ethylene propylene (FEP) Teflon film (Amer-

ican Durafilm, MA) was used to replicate an indoor environment. Window glass substrates

were cut into 2.0 × 2.0 cm2 pieces and cleaned by sonicating for 20 minutes in both Milli-Q

and methanol and then subsequently dried in an oven (120 °C) to remove any remaining

solvent at the surface. Substrates were placed inside of the chamber and mounted verti-

cally by a Teflon holder. 1 L min−1 of zero air (RH ¡ 5%) was passed through a glass

bubbler (frit size A, Ace Glass) containing 300 mL of DI water and 5 mL of oleic acid,

to create oleic acid particles. The RH in the chamber was 36 ± 3% throughout the ex-

posure. The particles then passed through a desiccator that mixed with 3 L min−1 of

zero air and entered the chamber. A vacuum pump was set to 4 L min−1 at the outlet of

the chamber. The glass substrates were exposed to oleic acid aerosols for about 8 hours.
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Clean unexposed substrates were covered and set to the side as experimental blanks. For

ozone exposure, remaining oleic acid in the suspended particle or vapor phase was first

removed by letting the chamber go through 4 air exchanges. An ozone generator (Model

2000, Jelight) was used to produce 500 ppb of ozone within the chamber for 4 hours to

ensure sufficient oxidation of the deposited oleic acid particles. Ozone was continuously

monitored using a Model 202 Ozone Monitor (2B Technologies).

6.3.7 Particle and surface characterization

Image processing and measurements were conducted using Gwyddion™ software.

In AFM/AFM-IR analyses, deposited particles were identified by setting a 4 pixel area

threshold with a lower height threshold of 2.0 nm relative to the underlying glass. To

account for differences in deposition morphologies, particle were sized by converting their

volume (V) into their spherical equivalent volume diameter (Deq,V ):

Deq,V =
(

6V

π

)1/3

(6.1)

The particle aerodynamic diameter (da) is related to the volume-equivalent diame-

ter by the formula

d = Deq,V (ρa/ρχ)1/2

da = Deq,V

(

ρC(Deq,V

ρ0C(da)

)

(6.2)

where ρ is the particle density, ρ0 is the unit density and C is the slip factor.[194, 195]

To assess particle morphologies, aspect ratios (AR) were determined for each identified

particle by taking the ratio of maximum particle height (zmax) to the diameter of a circle

with an equivalent projected area (Ap):
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AR =
1

2
zmax

(

π

Ap

)1/2

(6.3)

A film equivalent thickness (zeq,film) was calculated by taking the ratio of the

cumulative volume of particles over the projected surface area (SA0)for each AFM image:

zeq,film =

∑n
i=1 Vi

SA0
(6.4)

Deposition densities (ρN,surf ) were calculated by dividing the total number of particles

measured by the overall surface area (900 µm2 per image). Values are expressed as per

cm2 for more convenient macroscopic comparisons.

Changes in surface area are calculated by taking the difference between the mea-

sured and projected surface area per AFM image:

∆SA = SA−SA0 (6.5)

The measured surface area (SA) includes the additional surface area provided by

the additional dimension of topography, while the projected surface area (SA0) is the

two-dimensional area imaged. A perfectly flat surface should have equal measured and

projected surface areas, and subsequently a null change in surface area. Surface roughness

values were calculated using root mean square roughness (Rq) per height image, which is

readily calculated from an n pixel height images using the height per pixel (zp) and mean

height (z̄):

Rq =

√

√

√

√

1

n

n
∑

p=1

(zp − z̄)2 (6.6)

Surface coverage by particles was calculated by taking the ratio of the summed particle
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surface area (SAi) to the total surface area per AFM image:

θ =

∑n
i=1 SAi

SA
(6.7)

6.3.8 Modeling methods and parameters

Size-resolved particle deposition rates were analyzed using the Lai–Nazaroff model

(2000)[63] that estimated particle deposition onto a smooth surface considering size depen-

dent Brownian and turbulent diffusion and gravitational settling. These modeled results

were compared to the glass samples from AFM analyses, which were placed vertically.

Thus, gravitational settling was considered negligible. The local airflow condition near

the glass surface was approximated by using friction velocity (u*). The typical range of

friction velocity for the indoor environment is 0.3 to 3.0 cm s-1, based on experimental

and modeling studies.[196] During the experiments, the central mixing fan circulated in-

door air in the house every 7.5 min (eight house volume of air per hour); therefore, to

calculate particle deposition onto the vertical glass surface with the sample area of 7200

µm2, we used two relatively high values of friction velocity: (1) 1 cm s-1 which represents

the typical indoor friction velocity and (2) 3 cm s−1 as an upper boundary limit with

a relatively high indoor air mixing condition. Particle sizes were restricted to diameters

between 10–532 nm, which were the size ranges that overlapped between the AFM and

SMPS measurements. Using the size dependent deposition velocities with airborne con-

centrations, the time- and size-resolved particle concentrations on the glass surface were

calculated for the thanksgiving cooking and stir-fry events. Comparisons were also made

between the measured and modeled 24 h integrated particle concentrations (size-resolved)

for those two measurement events.
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6.4 Results and discussion

6.4.1 AFM surface measurements
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Figure 6.1: 3D AFM height images of the glass surfaces exposed to different activities
with scale bars set to 5 µm. Note height scales increase from 70 to 260 nm across the
images of the different activities.

Representative AFM images of particle depositions on window glass are shown in

Figure 6.1, where enhanced particle loading is observed in both cooking events. Two con-

trols were employed to look at the relative enhancement of particle deposition. A material

blank was exposed to zero emissions, while the unoccupied background served as an event

control wherein the glass samples were left to interact with the ambient room air in the

absence of any indoor activities. Relative to the material blank, the unoccupied-glass

was far from clean, with approximately four-fold more particles (Figure S6.1). These de-

posited particles can be attributed to infiltration and ventilation of outdoor air which will

introduce ambient aerosols to the indoor environment, in combination with emissions of

semi-volatile gaseous compounds from building materials and furnishings.[197] The air-

borne size distribution from the unoccupied background is shown in Figure S6.2. Prior to

collection, the oven was running to remove residual material, resulting in an enhancement

of PM levels during the collection period. However, even with the elevated PM levels in

the unoccupied background, both cooking conditions produced an enhancement in particle

deposition across all sizes (Figure 6.1).

As measured by AFM images, the thanksgiving and stir-fry events resulted in an

overall density of 6.7 ×108 and 4.3 ×108 particles per cm2 respectively. Size-segregated

particle deposition densities as a function of airborne particle number concentrations for
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Figure 6.2: Surface deposition densities as a function of cumulative airborne PM
number concentrations for (A) thanksgiving (blue) and (B) stir fry (red) events for four
particle size bins: 10–50 nm, 50–100 nm, 100–300 nm, and 300–500 nm diameters (Dp

and Deqiv,V for airborne and surface measured diameters respectively).

each event are shown in Figure 6.2. As expected, the ρN,surf increases with the airborne

concentration in both cases, and the majority of deposited particles are observed in the

smaller size bins. However, the densities of surface deposited particles were comparable, if

not elevated, from the stir fry event in all size bins. Even in smallest size bin of 10–50 nm

particles, there are comparable deposition densities on the surface – 3.9 ×108 and 3.2 ×108

particles per cm2 in the thanksgiving and stir fry event respectively, but over an order of

magnitude higher particles were measured in the airborne fraction during the thanksgiving

event. Cooking events size distributions of the airborne PM from the thanksgiving and
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Figure 6.3: (A) Cumulative airborne size distributions from stir fry (red) and thanks-
giving (blue) events. (B) Surface deposited number and cumulative volume size distri-
butions from stir fry and thanksgiving events, with a zoom in of the larger submicron
sized particles in panel (C). Airborne size distributions provided from Dr. Sameer Patel
from Professor Marina Vance’s group.
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stir fry cooking events are shown in Figure 6.3A, with corresponding surface deposited

size and cumulative volume distributions in Figure 6.3B and C. The thanksgiving event

produced higher levels of particles in terms of both mass and number, especially for the

particles under 200 nm. However only a slight increase in the deposition of ultrafine sized

particles is observed, with a decrease in both accumulation-mode and supermicron sized

deposited particles relative to the stir fry event.

In all samples, the predominant fraction of deposited particles by number is within

the ultrafine size regime (Deq,V < 100 nm). These results are expected as the ultrafine

particles dominated the airborne concentration. While we cannot distinguish any pref-

erential surface adsorption of SVOCs in aggregate structures, these results suggest that

impermeable flat indoor surfaces like window glass can actively partake in removing ul-

trafine particles via deposition. Ultrafine particles emitted from these common household

events are difficult to regulate and monitor, and a comprehensive understanding of their

surface interaction processes are important for gauging the capability of indoor surfaces

to remove these particles from the air.

While the majority of deposited particles by number occur in the ultrafine size

range, these smaller particles are not necessarily responsible for most of the material

modification of indoor surfaces. Relative to the unoccupied background, deposition of

the larger particles (100 nm < Deq,V < 1000 nm) are heightened during the thanksgiving,

and stir fry events by 208 and 265% respectively. As expected, the overall volume (and

subsequent mass) loading of these surfaces due to deposition is dominated by the particles

with Deq,V greater than 100 nm. These larger particles comprised 89% and 71% of the

deposited material in the stir fry and thanksgiving events respectively. Thus, events with

emissions of larger particles (such as cooking) are expected to produce the most organic

material loading on surfaces.
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Comparison with deposition models
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Figure 6.4: Comparison between the size dependent deposition (square markers) mea-
sured by AFM and predicted by the Lai–Nazaroff model with surface friction velocity
of 1 (dashed line) and 3 (solid line) cm s−1 for the (A) thanksgiving and (B) stir fry
events. Insets show a zoom in of the larger sized particles. Panel (C) shows the model
predicted surface concentrations using the time resolved airborne size distributions from
the SMPS. Computational results provided from Professor Donghyun Rim

Particle deposition requires transport from air to a surface and then adhesion (stick)

to the surface upon collision. Transport to a surface depends on mixing conditions above

the surface and the size of the boundary layer adjacent to the surface. Under otherwise

similar air velocities above a surface, a surface with a smaller characteristic length, e.g.,

small glass specimens versus an entire wall, will have a much smaller average boundary

layer thickness and hence a smaller transport resistance for particle interactions with a

surface.[29] As such, it is expected that for the small glass specimens used in this study

the friction velocity should have been relatively large and transport resistance relatively

small. If this was the case, the effects of adhesion resistance were magnified. A comparison

of the field measurements with the Lai–Nazaroff deposition model for particles onto smooth

surfaces is shown in Figure 6.4A and B for the thanksgiving and stir fry events, respectively.

The model itself accounts for turbulent diffusion and Brownian motion on a smooth vertical

surface. Size-resolved particle deposition was modeled for the size range of 10–532 nm that

overlaps between the SMPS and AFM measurements. We see good agreement between

the model and measured values for particle deposition in the thanksgiving cooking event
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wherein particles under 75 nm are predicted well with a surface friction velocity of 3 cm

s−1. The calculated ranges for deposition velocity were 6.98 ×10−5 to 5.24 ×10−3 cm s−1

(u* = 3 cm s−1) and 2.0 ×10−5 to 1.75 ×10−3 cm s−1 (u* = 1 cm s−1). These deposition

velocities are slightly lower but comparable to previously reported deposition velocities of

fine-mode particles onto vertical surfaces, where reported deposition velocities ranged from

5 ×10−3 to 2 ×10−5 cm s−1.[63, 198, 28, 199, 200, 201, 202] The detailed simulated time-

and size-resolved particle depositions for the thanksgiving event are shown in Figure 6.4C,

wherein the elevated levels of deposition are predicted to be around the 13:00–15:00 (t =

5–6.5 h) and 15:30–16:00 (t = 7–7.5 h), which corresponded to the thanksgiving preparation

and cooking events, large sources for primary and secondary aerosols. Interestingly, even

with a surface friction velocity of 3 cm s−1, the model vastly under predicts the deposition

observed in the stir fry scenario, in which we observe roughly an order of magnitude more

deposited particles than predicted.

Several factors may have contributed to discrepancies between modeled and mea-

sured levels of particle deposition. It is possible, for example, that the stir-fry event

produced lower volatility particles or compounds that had a higher affinity to adhere to

window glass, thereby resulting in lower adhesion resistance and enhanced particle depo-

sition. Specific surface chemical interactions are not considered in the current deposition

models nor are issues related to surface adhesion forces, which dictate whether particles

“stick” or “bounce” after contact. It is also possible that transport resistance was lower for

stir-fry events than for the thanksgiving event due to greater air speeds adjacent to glass

surfaces. Measurements of air speed above surfaces were not completed during experiments

and so it is not possible to confirm whether lower transport resistance occurred during ex-

periments. These discrepancies and findings highlight the importance of probing in more

detail the physiochemical interactions between indoor surface and particle emissions. Cook-

ing events release considerable amounts of organics, highly diverse in composition,[65] from
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both any oil splash and cooking processes. Emissions of primary particles from cooking

and formation of secondary particles from condensation of semi- and low-volatility gases

on new or existing particles enhances particle mass in to the indoor air space.[158, 203]

Primary emissions from the cooking processes are likely the main driving factor causing

enhanced levels of organic aerosols in the indoor air and thus deposited on window glass

surfaces.[190, 67]

6.4.2 Particle viscosity

Shown in Figure 6.5 are plots of the particle height-to-base aspect ratio (AR) as

a function of their spherical volume equivalent diameter. Briefly, a higher aspect ratio is

indicative of little to no deformation upon deposition and tends towards more viscous solid

particles, whereas low aspect ratios are found in flat, highly spread particles, suggestive of

liquid or semi-solid particles[204]. While the final morphology of the deposited particles

will depend on complex interactions arising from surface–particle interactions and other

physiochemical properties of the particle and surface, the size-specific provide qualitative

insight into the viscosity of different particle types.
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Figure 6.5: Box plots of particle aspect ratio as a function spherical equivalent diam-
eter for all deposited particles taken from the AFM images (30 × 30 µm2 ) per event
(thanksgiving – blue and stir fry – red). Boxes show the 25th and 75th percentiles, and
lines show 10 and 90th percentile respectively.

Due to changes in environmental conditions, some evaporation of water vapor and

higher volatility organic compounds is to be expected during shipping and storage, which
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can alter the phase state, viscosity, and morphology of the particles.[205, 45, 206, 207, 208]

These discrepancies can be addressed by future investigations into different environmental

conditions focused on the reversibility of different VOCs and water vapor uptake. Nearly

all deposited particles were flat – 99.9% and 99.6% of particles under an AR of 0.165

in the stir fry and thanksgiving events respectively. This large degree of spreading is

typically indicative of less viscous liquid-like organic particles.[205] It is conceivable that

the large predominance of highly spread particles could have arisen due to higher viscosity

particles bouncing off of the surface. Even in higher pressure impactor systems, aerosols

that collide with substrates and collection surfaces can either collide and remain on the

surface or bounce back off into the headspace.[209] The depositions observed in this study

are more representative of the deposition and adsorption part of the overall particle–surface

interactions. While AR analyses provide some insight into the phase state of deposited

particles, these measurements do not provide any metric directly translatable into actual

values of the particle viscosity or relevant forces such as adhesion or surface tension. These

parameters can be accessed with techniques such force spectroscopy[205, 105, 210] and

tensiometry,[211, 212] and such measurements are needed to properly address the impact

of viscosity on deposition model accuracy.

6.4.3 Spectroscopic characterization of deposited particles

A comparison of spectra taken from different deposited material on window glass is

shown in Figure 6.6. Tip-localized PTIR spectra shown were taken on deposited particles

from a day of stir-frying events in HOMEChem. A reference PTIR spectra was also taken

on a film that developed on window glass exposed to a residential kitchen environment for

one month, separate from the HOMEChem campaign. The ATR-FTIR spectra shown in

black are taken from material extracted from window glass samples exposed to the last

three weeks of HOMEChem activity. Spectrally, there is strong overlap between spectra
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Figure 6.6: Comparison of PTIR spectra taken from a film coating on kitchen glass
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FTIR spectrum of acetonitrile-extracted material from 3 week exposed glass during
HOMEChem (black), and PTIR spectra of deposited particles on window glass from a
single day of exposure to stir fry cooking (red). ATR-FTIR data provided from Hannah
Przelomski from Professor Rachel O’Brien’s group

taken from the two long-term exposed glass surfaces. The glass from HOMEChem (ATR-

FTIR) exposed for three weeks and 1 month glass exposed to the kitchen, with a strong

ν(C=O) peak around 1742 cm−1. It is important to note that the ATR-FTIR spectra show

the spectral signatures of species that have been scraped off the window glass. However,

there is still strong spectral overlap with the PTIR spectra from the 1 month exposed

kitchen glass, wherein analyses of deposited particles can be conducted without disturbing

them from their interactions with the underlying glass. In comparison, in the glass exposed

to just a single day of sequential stir fry events, there is a noticeable peak around 3414

cm−1 from OH stretching motions. In addition, there is no obvious peak present in the

spectral range associated with a carbonyl stretch, ν(C=O) around 1700 cm−1, but instead

a predominant peak at 1578 cm−1, which we are attributing to the asymmetric stretch

of carboxylate and potentially some unreacted alkenyl functional groups. The absence of

this mode in the longer-term exposed window glass may be indicative of longer time-scale

processes displacing surface-bound compounds or changing the speciation of deposited

materials via acid–base reactions.

To confirm the organic nature of the deposited materials from both cooking events,
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Figure 6.7: PTIR spectra and the corresponding AFM images (with color marked
locations) of deposited particles from (A) thanksgiving, and (B) stir fry events. Spectral
features of these particles show deprotonated organics, as indicated by the νas(COO–)
and νs(COO–) modes around 1580 and 1450 cm−1 respectively.

tip-localized IR spectra were collected on deposited particles from the corresponding events,

with representative particles shown in Figure 6.7. The high spatial resolution[109, 76]

of the AFM-IR enables spectroscopic analyses of these submicron particles on a single

particle basis.[213] Spectra from deposited particles reveal that these particles contain

carboxylate moieties, as indicated by the strong νas(COO–) and νs(COO–) modes around

1570 and 1430 cm−1 respectively, with slight variations in the overall curve shape and

peak positions. Additional spectroscopically characterized particles are shown in Figure

S6.4 and S6.5 wherein the most common spectra in analyzed particles are carboxylate-rich

species. Low exposure time and lack of ambient oxidants would allow some alkenyl groups

to persist within depositions, and if so, ν(C=C) modes can be expected to contribute to

the peak observed around 1610 cm−1. The presence of these species may be caused by

non-acidic environments at the aqueous silica interface.[214, 215] Alternatively, they may

arise due to bonding with the silica surfaces in window glass.[216] In the spectra shown,

particles also show bands around 1400 cm−1 that can be associated with δ(CH3)/δ(CH2)

modes. A spectral comparison of the stir fry deposited particles with some laboratory

generated surfaces is shown in Figure 6.8, wherein oleic acid particles, representing fatty

acids which are commonly emitted during cooking,[65] are used as a laboratory proxy for

cooking organic aerosols.
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Figure 6.8: Spectral comparison between PTIR spectra taken on depositions from
the stir fry event and laboratory mimetics generated in a Teflon chamber: oleic acid
particles in purple and oleic acid particles oxidized with ozone in green.

We observe that there is fairly good overlap of the vibrational modes associated

with the functional groups from a mixture of oxidized and unoxidized fatty acids. Some

of the major products of oleic acid oxidation through ozone are nonyl aldehyde (nonanal),

nonanoic acid, among many other carbonyl containing compounds. Previous studies re-

ported sharp increases in nonanal emissions over time from material placed in a kitchen

environment and sequentially exposed to ozone.[167] Unreacted oleic acid particles de-

posited on window glass gives rise to a single detected mode at 1610 cm−1. Surprisingly,

even with the oxidation of oleic acid we do not observe the vibrational modes associ-

ated with protonated carboxylic acids or other carbonyl groups that we expect around

1700 cm−1. Rather, we observe the formation of a pair of doublets corresponding to the

asymmetric and symmetric carboxylate stretches around 1566, 1534 cm−1 and 1469, 1442

cm−1 respectively. The presence of a carboxylic acid group could potentially be impor-

tant for enabling long term binding of the particle onto the surface, allowing them to

remain adsorbed for longer durations of time. These results suggest the potential impor-

tance of surface–particle chemical interactions, the influence surface acidity on deposition

speciation, and the availability of binding moieties on the surface to facilitate particle
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deposition. The deposited particle from the thanksgiving event shows similar carboxylate

modes present around 1610, 1562 and 1424 cm−1. However, an additional more intense

mode is observed around 1640 cm−1. Narrowing down the exact family of molecules re-

sponsible for this absorbance feature is beyond the capabilities of these analyses. However,

potential contributors are unreacted alkenyl moieties from of unsaturated organics, amides

which have been detected from meat cooking,[65] or from the O–H bends of hydroxyl con-

taining species like absorbed water.[217] Nebulized water-soluble extracts from the larger

glass plate have reported elemental ratios O/C and H/C of 0.21 and 1.8 respectively,[190]

consistent within the reported range of typical O/C ratios for cooking organic aerosols

measured in both residential kitchens and produced and aged in chambers. The collec-

tion period of the extract is on the order of weeks, and thus are susceptible to reactions

with light or reactive gases. Chamber and laboratory studies looking at elemental ratios

of cooking organic aerosols found that unreacted emissions were typically found with an

O/C around 0.1. Upon aging in the presence of ozone or UV light, O/C ratios increased

to around 0.2 to 0.3.[218, 219] These results further suggest the surface deposited parti-

cles samples have been aged, however, narrowing down the exact source, location (surface

deposited or aerosol phase), and mechanism for this aging (oxidant, photochemical, or

even degradation from high cooking temperatures) is beyond the current capabilities of

these analyses. Future investigations are needed to investigate the influence of particle

composition on deposition, and subsequent physiochemical properties of indoor surfaces

such as photochemical reactivity, water uptake, and gas-species partitioning. In addition

to how these properties change upon surface aging under realistic indoor conditions.

6.4.4 Impact of deposition on surface properties

A few surface properties of interest calculated using the same AFM images (N = 8)

as above are summarized in Table 6.1. These properties include surface roughness, change
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in surface area, equivalent film thickness, and surface coverage. Properties such as film

equivalent thickness and roughness can be heavily skewed by the presence of supermicron

particles, which could have originated from deposition of dust or glass shards during the

substrate cleaving. Because these offline analyses cannot discriminate the origin of these

large particles, calculated values shown in Table 6.1 do not include corrections for the

presence of these large particles. These larger particles were present in only one image

from both the unoccupied background (Figure S6.3) and laboratory blank, resulting in

relatively large errors. However, a comparison of the surface properties is summarized in

Table S6.2 with and without the corresponding images.

Table 6.1: Surface properties of window glass exposed to various indoor events through-
out HOMEChem measured by AFM, with standard deviations shown in parentheses

Event aRq, nm b∆SA, µm2 czeq,film, nm dθ, %

Laboratory blank 6.0(8.5) 1.0(1.2) 0.4(0.7) 1.8(1.2)

Unoccupied background 7.8(13.2) 1.4(1.2) 0.8(1.2) 6.0(3.9)

Thanksgiving 4.9(2.1) 2.7(0.7) 0.9(0.5) 10.9(1.9)

Stir Fry 11.2(5.3) 3.3(2.0) 2.1(1.1) 18.5(5.6)

aRq: root mean square roughness (eqn 6.6).
b∆SA: change in surface area (eqp 6.4).
czeq,film: film equivalent thickness (eqn 6.5).
dθ: surface coverage by deposited material taller than 2.0 nm in height (eqn 6.7)

For all properties measured, the stir fry event saw the larger departure from the

control. For comparisons with current models and studies on indoor film formation, the

total volume of the particles is projected as a film of uniform thickness onto the surface

area of each image. In the unoccupied control, due to the high levels of adsorbed particles

there is a 0.8 ± 1.2 nm thick film. However, this value is noticeably enhanced following

the stir fry (2.1 ± 1.1 nm) event and slightly elevated for the thanksgiving (0.9 ± 0.5 nm)

event. Under the assumption that the deposited particles are 50% organic, this would still

correlate to a 1.2 nm equivalent film of organics in the stir fry event, suggesting that in

high emission events like cooking, particle mass loading onto indoor surfaces will play a
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major role in altering the organic coating of the indoor emissions.

Surface coverage values (Table 6.1) provide further insight into deposition hetero-

geneity across the surfaces, where regions of bare glass and particle-coated glass are present.

Coverage in the background sample was approximately 6 ± 4%.Expectedly, the largest de-

viation from the blank occurred in the stir fry event (8 ± 6%) and thanksgiving produced

moderate coverage (11 ± 2%), but overall much of the surface was left uncovered. Low

surface coating is unsurprising as the samples were only exposed for a single day event.

Surface roughness increased marginally relative to the unoccupied scenario (7.8 ± 13.2

nm) in the stir fry (11.2 ± 5.3 nm) but decreased in the thanksgiving event (4.9 ± 2.1

nm). Similarly, changes in surface area for the stir fry and thanksgiving scenarios were

small, 3.3 ± 2.0 µm2 and 2.7 ± 0.7 µm2 respectively. These findings are consistent with

a recent study which found that increases in surface area and roughness were most drasti-

cally impacted by larger sized particles.[178] In all emission cases, particle deposition was

predominantly ultrafine in terms of number, and subsequently, changes to surface area and

roughness are relatively low.

6.4.5 Cleaning events: Influences on surfaces

The impact of the cleaning events on glass surfaces differed between the two the

cleaning agents, with representative AFM images shown in Figure 6.9A. The corresponding

AFM measured size distributions is shown in Figure 6.9B, in which the terpene based

cleaning resulted in a slight increase in deposited particles relative to the blank, while

the chlorine cleaning resulted in particles detected in similar quantities to the cooking

events. The discrepancy between the two observed cleaning events can be potentially

attributed to the composition of the primary emission and reactions they can partake in.

The active ingredient in household chlorine bleach cleaning is NaOCl, which can readily

dissociate in water to form HOCl, releasing large quantities of both gaseous HOCl and Cl2,
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Figure 6.9: 3D AFM height images (upper) of the glass surfaces exposed to different
activities with scale bars set to 5 µm. Note height scales increase from 90 to 140 nm
across the images of the different activities. Corresponding box plots of particle aspect
ratio as a function spherical equivalent diameter for all deposited particles taken from
the AFM images (30 × 30 µm2 ) per event. Boxes show the 25th and 75th percentiles,
and lines show 10 and 90th percentile respectively.

reaching up to hundreds of ppb.[176] These chlorine containing oxidizing agents has been

shown to readily react with unsaturated hydrocarbons to produce higher molecular weight

nonvolatile chlorinated products.[176, 220, 188] Accordingly, these nonvolatile compounds

can readily condense and form new small particles or grow larger particles. The large

degree of surface depositions suggests that chlorine chemistry plays a major role not only

in altering the composition of the indoor air, but also contributes to significant deposition

onto glass surfaces. These findings are consistent with previous laboratory studies, which

predicted significant HOCl loss to surfaces.[176] Chlorine cleaning has been shown to not

affect the organic content levels of aerosol, and the significant increase in depositions

following chlorine cleaning may be indicative of reactive partitioning processes of chlorine,

altering the composition and subsequent deposition efficiency of the ambient particles or

even the compsition of the glass surface itself.

In contrast, terpene-based cleaning materials are largely surfactants and terpene

hydrocarbons and alcohols. These hydrocarbons and alcohols can partake in secondary
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organic aerosol formation following oxidative reactions with ozone, which produce various

aldehydes, ketones, and carboxylic acids. The formation of secondary organic aerosols

following terpene oxidation has been extensively characterized in atmospheric studies, and

fairly well characterized with an indoor environmental emphasis.[159, 221, 222, 223, 224]

Ozonolysis of gas-phase terpenes occurs at a rate comparable to the air exchange rates[147],

and thus significant enrichment enhancement of organic aerosols is expected following

terpene cleaning. However, we observe minimal changes in surface depositions, suggesting

the impact of these particles on window glass surfaces is low. This can be due to either

the time scale between sample collection and analysis, allowing for these oxidized products

to desorbed, or low collection efficiency of terpene based cleaning constituents and their

oxidized byproducts onto window glass and warrant additional laboratory and field studies.

6.5 Conclusion

Common indoor activities like cooking and cleaning contribute high levels of parti-

cle emissions that subsequently deposit onto indoor surfaces. These particles are largely

organic as suggested by their deposited morphologies and spectral signatures. Studying

the evolution of these surfaces due to single events provides a more complete picture of

how a specific set of activities contributes towards the evolution of indoor surfaces. Coex-

istence of coated and bare surface creates a more complex picture that must be considered

when accurately modeling these indoor surfaces. Depending on the coverage, aged sur-

faces can behave like a mixture of the native surface and surface-bound particulate matter,

and this ratio between bare and coated regions can vary over time. These surface-based

analyses provide a more comprehensive picture, which can be used to guide modelers on

which properties contribute towards more long-term evolution of surfaces. Additional stud-

ies are needed to expand the existing knowledge base indoor surface chemistry towards

123



different types of surfaces, such as painted walls and carpet, where nanoscale imaging tech-

niques may be challenged by the roughness, softness, and porous nature of these surfaces.

Moreover, characterizing these surfaces is only part of the picture, and future studies are

required to understand how these surfaces and the constituents that deposit on them un-

dergo reaction chemistry in indoor environments. What we observe from this study is

that even just considering a single event indoors such as cooking with window glass, there

remains complexities and challenges with some suggestions of interesting underlying chem-

ical interactions not captured in current deposition models. A single day of simulated

exposure produces large amounts of material loading onto these surfaces, the nature of

which will depend on the type surface in addition to the type and duration of the details

of the different activities, leaving many challenges as well as opportunities in unraveling

the complexities associated with the chemistry and composition of indoor surfaces.
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6.7 Supporting Information

15

10

5

0
1000600200

1600

1200

800

400

0

N

10008006004002000

15

10

5

0 1000800600400200

1600

1200

800

400

0

N

10008006004002000

Unoccupied BackgroundLaboratory Blank

D»¼½¾ D»¼½¾

Figure S6.1: Surface deposited number distributions from laboratory blank (left) and
unoccupied background (right) event, with insets showing the larger submicron sized
particles.
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Figure S6.2: Cumulative airborne size distributions from the unoccupied background
event measured by the SMPS. The start of the sampling overlapped with the decay
phase of an oven run which resulted in an elevated concentration of UFP.
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Figure S6.3: 3D AFM height images of the laboratory blank and unoccupied back-
ground glass slides in left and right panels respectively. The upper image is a typical
image of the corresponding sample while the lower shows the images where a large
supermicron particle remained deposited.

Table S6.1: Sampling Times (CDT) and Dates for each exposure period.

Event Sampling Start Sampling End

Unoccupied Background June 1 (16:30) June 3 (7:00)

Stir Fry June 6 (08:15) June 7 (08:25)

Thanksgiving June 18 (07:45) June 19 (07:30)

Chlorine Cleaning June 7 (08:25) June 8(08:15)

Terpene Cleaning June 5 (08:15) June 6 (08:15)

aRq: root mean square roughness (eqn 6.6).
b∆SA: change in surface area (eqp 6.4).
czeq,film: film equivalent thickness (eqn 6.5).
dθ: surface coverage by deposited material taller than 2.0 nm in height (eqn 6.7)
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Figure S6.4: AFM-IR spectra and the corresponding AFM images (with color marked
locations) of deposited particles from the stir fry event. In each panel shown, the upper
image is the AFM image, with corresponding color spectra and the same AFM image
with corresponding color markers showing spectra position below in the bottom left
and right subpanels respectively.
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Figure S6.5: AFM-IR spectra and the corresponding AFM images (with color marked
locations) of deposited particles from the Thanksgiving event. In each panel shown, the
upper image is the AFM image, with corresponding color spectra and the same AFM
image with corresponding color markers showing spectra position below in the bottom
left and right subpanels respectively.
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Table S6.2: A comparison of the surface properties of the laboratory blank and unoccu-
pied background with the image containing the supermicron particle shown in Figure
S6.3 excluded from analyses. The uncorrected surface properties from Table 6.1 are
included in the lower half of the table for comparison.

Event aRq, nm b∆SA, µm2 czeq,film, nm dθ, %

Laboratory blankcorr 3.1(4.1) 0.6(0.6) 0.2(0.2) 1.4(0.4)

Unoccupied
backgroundcorr

2.9(0.6) 0.9(0.3) 0.4(02) 6.4(4.1)

Laboratory blank 6.0(8.5) 1.0(1.2) 0.4(0.7) 1.8(1.2)

Unoccupied background 7.8(13.2) 1.4(1.2) 0.8(1.2) 6.0(3.9)

aRq: root mean square roughness (eqn 6.6).
b∆SA: change in surface area (eqp 6.4).
czeq,film: film equivalent thickness (eqn 6.5).
dθ: surface coverage by deposited material taller than 2.0 nm in height (eqn 6.7)
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Chapter 7

Water uptake on glass surfaces

exposure to indoor cooking activities:

Comparison to model systems

7.1 Abstract

Water uptake into thin organic films and organic particles on glass substrates at

80% relative humidity (RH) was investigated using Atomic Force Microscopy - Infrared

(AFM-IR) spectroscopy. Glass surfaces exposed to kitchen cooking activities show a wide

variability of coverages from organic particles and organic thin films. Water uptake, as

measured by changes in volume of the films and particles, was also quite variable, showing

for particles present a dependence on size. A comparison of glass surfaces exposed to

kitchen activities to model systems shows that they can be largely represented by oxidized

oleic acid and carboxylate groups on long and medium chain fatty acids. Overall, we

demonstrate that organic particles and thin films that cover glass surfaces can take up

water under indoor relevant conditions but that the water content is not uniform. The
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heterogeneity of the changes in these aged glass surfaces under dry (5% RH) and wet

(80% RH) conditions is quite marked. Overall, measurements such as the ones show here

highlight how heterogeneous these surfaces are on the nano and micro-scales, length scales

needed to understand molecular-level details of chemical partitioning and surface chemistry

in indoor environments.

7.2 Introduction

There is growing interest in how indoor environments act as exposure sites for

disease, irritants, and other health hazards. [225, 26, 174] Recent efforts have been di-

rected towards developing a comprehensive understanding of processes relevant to indoor

spaces.[26, 190, 226, 27] There are distinct indoor spaces with varying emission sources and

activities[160, 191, 227, 66], ventilation rates[58] and building materials[228, 229], which

indicates different micro-environments present indoors. Within this framework, it is rec-

ognized that the fundamental chemical and physical processes that occur indoors span

a broad range of temporal, spatial, and size scales.[190, 27, 2] There is increased efforts

toward understanding fundamental molecular level processes that occur in indoor spaces.

Understanding air quality indoors involves resolving the multitude of dynamic pro-

cesses that influence the composition of indoor air. Indoor air quality is determined by the

production and emission[190, 160, 191, 66, 67], transport[191, 162], and transformation

[227, 230, 159, 179, 231, 224] of trace gases and particulate matter. Contributions arise

from outdoor air mixing with direct emissions from indoor activities and sources, which

can be episodic from activities like cooking and cleaning[191, 66, 67, 65] or persistent like

off-gassing from building materials.[232, 233, 234] Primary emissions can react with a wide

array of oxidants that can infiltrate from outdoors such as ozone[235], or produced indoors

such as hydroxyl radical[168], HOCl[176], and HONO[180]. The concentrations of many
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indoor species are influenced by the presence of surfaces, which act as a both sources of

removal and sites for transformations. Accurately estimating the lifetime and concentra-

tions of compounds in indoor air requires integrating an understanding of surfaces and

their impacts on distinct indoor processes.

Surfaces form the basis of indoor spaces and more prevalent in indoor spaces, with

a typical surface area to volume ratio of 3 m−1 [236], comprising a larger fraction of

the overall space. Surface influences span across all ranges of physical and chemical pro-

cesses, acting as a sink for particulate matter losses[75, 178, 237], partitioning of gaseous

compounds[66, 9, 8, 183], and reaction sites for formation of new species through surface-

mediated reactions or heterogeneous reactions with trace indoor gases.[179, 238, 189, 5, 4]

The composition and structure of surfaces are highly diverse, and their evolution depends

largely on location and the emission sources nearby. Modeling and field measurements have

shown that over time thin films and particulate matter cover the surface.[178, 8, 56, 165]

In the absence of external perturbations, these materials compounds can remain on sur-

faces for long periods of time, and thus enable longer timescale transformative processes

than the indoor air exchange rate, the limiting time factor for most airborne reaction

processes.[58, 59]1,11,44

The broad temporal and spatial scale these processes occur on make it difficult to

accurately capture these processes in authentic indoor environments. On an impermeable

glass surface, experimental measurements and numerical models have demonstrated lower

volatility organic compounds accumulate on the surface.[178, 237, 8, 56, 165, 64] Direct

analyses of surface aging can be aided by high spatial and lateral resolution analyses, as

initial particle depositions can be sparse and long-term film growth is predicted to be

on the order of tens of nanometers. Higher volatility compounds can reversibly adsorb

onto surfaces but capturing these transfer processes often involves model system studies in

laboratory settings[186, 185] or measuring loss behavior from the airborne fractions.[66] For
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most analyses involving authentic surfaces, longer term exposures are more easily accessible

and primarily targeting low volatility species but may mask distinct transformations from

being determined.

Humidity levels are variable between and within indoor spaces, and at elevated lev-

els water vapor can adsorb onto and or be absorbed into various surfaces and aerosols.[239,

240, 241] There are multiple sources contributing to indoor water vapor such as the hu-

midity of outdoor air, ventilation and air conditioning, humidifiers, and water sources

like faucets. Measurements and estimations of condensed water content can be appropri-

ated from atmospheric aerosol and material surface analyses, which provide insight into

aerosol and surface water content respectively. However, direct measurements of indoor

aerosol water uptake are sparse. Cooking organic aerosols (COA) were found to be emitted

with low hygroscopicity, but increase in hygroscopicity upon oxidation.[240] A modeling

study by Cummings et al. used thermodynamic parameterizations of water activity to

estimate the total water content contained within the indoor aerosol fraction.[241] To the

authors’ knowledge, in terms of indoor surfaces, similar analyses and predictions have not

yet been conducted. Deposited material and adsorbed gases can hinder or compete with

water for interaction sites on bare surfaces. As an impermeable surface like window glass

ages, it accumulates materials that coat surfaces via gas-phase partitioning and the depo-

sition of aerosols. Thus, as surfaces age over time, the surface water content is expected to

change depending on the hygroscopicity of the accumulated material. A recent study using

quartz crystal microbalance (QCM) measurements revealed that thin organic films formed

on QCM sensors from kitchen activities readily uptake water at elevated RH levels.[188]

However, there is a lack of studies probing the hygroscopicity of thin films and particles

coating authentic indoor surfaces.

To address some of the gaps within this understanding, coatings from kitchen ac-

tivities on indoor relevant surfaces, window glass, as well as laboratory generated coatings
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using oleic acid (OA) and nonanoic acid (NA) were analyzed under low and elevated hu-

midity levels using atomic force microscopy (AFM) to better contextualize surface water

content and provide images/insight into how aged surfaces change over time. Results from

surface measurements reveal that smaller particles take up more water relative to their

size, speciation enhanced growth in medium chain fatty acids, and oxidative conditions

influenced subsequent particle hygroscopicity. Functional group characterization using

AFM-infrared spectroscopy (AFM-IR) demonstrates that the short term stir fry exposed

glass resembled sodium nonanoate while glass surfaces exposed to the kitchen for month

long timescales were a more ambiguous mixture of fatty acids, deprotonated fatty acids,

and ozonolysis products.

7.3 Methods

7.3.1 Model Systems

Window glass was cut into 1 × 1 cm2 pieces and rinsed with water to remove

debris. The glass surfaces were then cleaned with this alternating water and methanol

rinses, followed by 1-hour soaks in water and methanol. Glass surfaces where baked in the

oven at 400 ◦C for 2 hours and stored in ultrapure water(Barnsted EasyPure-II; ≥ 18.2

MΩ cm resistivity, Thermo). Particles were generated by atomizing a 1% weight solution

of fatty acid in ethanol. The resulting particles were dried by flowing through two diffusion

dryers. Particles were then impacted onto glass surfaces in a micro-orifice uniform-deposit

impactor (MOUDI) (NanoMOUDI-II 125R, TSI) and size selected: stage 7 (320 – 560 nm).

For oxidized samples, OA was deposited on window glass and immediately transferred to

a stainless-steel flow cell. The sample was then exposed to ozone under dry (<5% RH, 200

ppm, 0.5 min) or humid ( 80% RH, 8 ppm, 15 min) conditions respectively.
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7.3.2 Field Samples

Glass samples preparation and collection in the field were discussed in detail in

previous papers. Briefly, two main samples were examined: glass exposed to a simulated

stir fry cooking event for roughly 24 hours during the HOMEChem campaign and window

glass left exposed in a kitchen for 3 months in Austin, Texas. Samples were sealed in

containers and shipped to San Diego for analyses. All samples were stored in the dark under

ambient temperature, pressure, and humidity. Samples for AFM analyses were roughly 1.5

× 1.5 cm2 window glass rectangles. For gas chromatography mass spectrometry (GC-MS),

a larger 25 × 25 cm2 window glass pane exposed the same time duration in the kitchen

for 3 months was covered in cleaned aluminum foil for storage.

7.3.3 GC-MS Analyses

Organic thin films deposited on glass were collected using a cleaned, stainless steel,

straight razor that was then washed with HPLC grade 1:1 methanol and acetonitrile (Fisher

Scientific). A method blank which was comprised of the 1:1 methanol acetonitrile solvent

and a clean straight razor, was used for background and peak subtraction. The samples

were then immediately analyzed using GC-MS (Thermo Trace 1300/TSQ 8000 Evo Triple

Quadrupole, Thermo Fisher Scientific). Using a Trace TR-5MS GC column (Thermo

Fisher Scientific), a 26-min method was used to separate out the surface sorbed organics.

Following a 2-minute hold period at 50 ◦C, the GC oven was ramped to 330 ◦C at a rate

of 15 C/min and held for 5 additional minutes. The data was analyzed using the Thermo

Xcalibur software, Genesis for peak detection, and NIST-14 mass spectral database for the

identification of the majority of the observed peaks

134



7.3.4 AFM and AFM-IR Analyses

For both AFM and AFM-IR analyses, samples were analyzed using a commercial

AFM-IR system (nanoIR2, Bruker) with two tunable mid-IR laser sources, an optical peri-

metric oscillator laser (OPO, EKSPLA, NT-277-XIR) and a quantum cascade laser (QCL,

MIRcat, Daylight Solutions). All operation using commercially available AFM probes.

For AFM measurements, samples were imaged using silicon nitride tips (HQ:NSC15-AlBS,

Mikromasch) with a tip radius of less than 10 nm, nominal spring constant and reso-

nant frequencies of 40 N/m and 325 kHz respectively. To image low viscosity compounds,

tapping-AFM images were collected at high set point to minimize interaction forces while

being able to image water droplets. To facilitate humidity dependent measurements, sam-

ples were analyzed in a modified environmental cell. Humidity was controlled by altering

the mixing ratio between dry air and air bubbled through a water cell. Relative humidity

and temperature of the chamber were recorded with a sensor (SHT3x, Sensirion). Sam-

ples were imaged at approximately 5 and 80% RH levels after equilibrating for at least 10

minutes. Prior to analyses, the environmental cell sensor was calibrated using sodium chlo-

ride deliquescence (75% RH) and stage motion was calibrated using 3-dimensional array

rectangular gratings (NT-MDT, TGQ1).

For AFM-IR analyses, gold coated rectangular silicon nitride tips (HQ:NSC19/Cr-

Au, Mikromasch) with a tip radius of less than 30 nm, with a nominal frequency and spring

constant of 65 kHz and 0.5 N/m respectively. Samples were analyzed under ambient

temperature (25 °C), pressure, and humidity (15% RH). Photothermal infrared (PTIR)

spectra were collected at a spectral resolution of at least 4 cm−1, averaging at least 5

spectra per sample.
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7.3.5 Surface and Particle Properties

Surfaces and single deposited particle properties were calculated from AFM images

after processing in Gwyddion. Briefly, particles were sized according to volume equivalent

diameters (Deq,V ), and particle properties such as aspect ratio (AR) and changes in volume

were calculated using equations provided elsewhere.[205, 178, 242] Hygroscopic growth

factors (GF) were measured by taking ratio between the volume equivalent diameters at

dry (5% RH) and wet (80% RH) conditions:

GF (RH) =
Deq,V (RH)

Deq,V (Dry)
(7.1)

Single particle water uptake can be parameterized using κ-Köhler theory, which describes

the influence of aerosol composition and size on the water activity (aw) of the solution,

where Vs is the solute volume, and Vw is the volume of water.

1

aw
= 1+κ

Vs

Vw
(7.2)

Using AFM measured growth factors and diameters, single substrate deposited particle κ

values can be calculated from the following equation:

RH/100

exp
(

4σs/aMw

RT ρwDeq,V (Dry)GF

) =
GF 3 −1

GF 3 − (1−κ)
(7.3)

where T is temperature, R is the universal gas constant, σs/a is the surface tension, Mw

is the molecular weight of water, and ρw is the density of water.
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7.4 Results

7.4.1 Hygroscopicity of Kitchen and Cooking Particles Deposited

on Glass
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Figure 7.1: AFM height images of organic films and organic particles on window glass
after 3 months exposure in a residential kitchen (left) and a single day of simulated stir
fry cooking (right). Images were collected at dry (5% RH, upper) and humid (80% RH,
middle) conditions, and difference images (bottom) between the two reveal regions of
the surface that grew due to water uptake.

Shown in Figure 7.1 are representative AFM images of deposited particles from 3-

month exposure in kitchen and a single simulated stir fry event at low and high humidity

levels. Thin films form and particles deposit over time on glass surfaces from kitchen

emissions, which are rich in low- to semi-volatile hydrophobic organic compounds such

as aldehydes and long chain fatty acids.[65] Differences between images collected under

dry (upper) and humid (middle) conditions are used to determine interactions of coated

indoor surfaces with water vapor, where regions of increased height are indicative of water

uptake. Hygroscopic growth of particles and films is observed in both the kitchen and stir

fry exposed glass, where changes in surface morphology is most prevalent for deposited

particles. In the stir fry exposed glass, deposited particles were predominantly submicron

sized and flat[242], with water uptake transforming the particles into larger more hemi-
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spherical droplets. In the 3-month exposed kitchen glass, small particles behaved similarly

in response to high relative humidity (Figure S7.1). However, longer exposed kitchen glass

samples contained a relatively higher fraction of supermicron sized particles. In these

larger sized particles, difference images reveal that water uptake is more prevalent at the

particle edges.

1800 12001600 1400
Wavenumber, cm-1

áâãäåæ çèæ
300

0

H
e

ig
h

t,
 n

m

100

0

é
ê
ë
ì
í

îïððñòñóôñ

ii

B

Figure 7.2: AFM images of two particles from the kitchen glass in panel A) at dry
and humid conditions, with difference images masked to highlight regions where water
was prevalent. (i) and regions that did not grow (ii). PTIR spectra collected at 10%
RH taken in the corresponding regions are shown in panel B, with solid and shaded
regions indicating the average and one standard deviation respectively.

To examine if chemical heterogeneities correlated with difference in water uptake

throughout the particle, AFM-IR spectra were taken across the larger particles deposited

on kitchen glass. Two different particles from the kitchen exposed glass shown in Figure 7.2

with AFM height images in panels A) and C). Difference images were used to determine

which regions of the particle grew the most upon exposure to elevated RH levels, and

correspondingly, spectra were taken in regions that grew (wet) or remained static (dry)

and plotted in panels B and D. In both particles shown, there is no noticeable or significant

differences between the measured regions as detected by AFM-IR, the particles are largely

homogeneous in IR active functional groups, with major modes observed at 1740, 1580,

and 1450 cm−1, corresponding to ν(C O), νas(COO–) and νs(COO–) respectively.[216]
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7.4.2 Spectral Comparisons with Laboratory Generated Model

Systems
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Figure 7.3: PTIR spectra of the particles coating A) kitchen and stir fry glass sur-
faces and various model systems for comparison: B) nonanoic acid (NA) and sodium
nonanoate (NaNA) C) oleic acid (OA) and sodium oleate (NaOA) and D) oleic acid
oxidized under dry and humid conditions

Comparison of functional composition of particles deposited on the stir fry and

kitchen exposed glass is shown in Figure 7.3. AFM-IR was used to compare various fatty

acids proxies based on oleic acid, sourced from cooking oils and various vegetable and

animal products, and one of the most abundant emissions found during cooking events.

Oleic acid (OA) is an unsaturated C16 fatty acid, with a low volatility, and expect to

interact and remain on surfaces. The double bond makes it susceptible to reactivity leading

to formation of secondary products with indoor oxidants, such as ozone [243, 244, 245, 246]

which can be produced indoors or infiltrate from outdoor air mixing.[235] Nonanoic acid

(NA) is one of the major oleic acid ozonolysis products, similar in structure just shorter

C9 monocarboxylic acid. In addition, spectra of sodium salts of both oleic (sodium oleate,

NaOA) and nonanoic acid (sodium nonanoate, NaNA) are included, as altered speciation

of chain fatty acids has been shown to alter water solubility[247] and is expected to be more

pronounced in medium to short chain fatty acids. Spectrally, the particles from the stir fry

event correspond with NaNA, with most prevalent vibrational modes around 1570, 1560
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and 1460, 1450 cm−1 corresponding toνas(COO–) and νs(COO–) respectively. Aging and

ozonolysis of particles and films covering a glass after three weeks of exposure throughout

the HOMEChem campaign found that C=C bonds were still present and susceptible to

further oxidation,[248] and these moieties are expected around 1650 cm−1 and subsequently

would spectrally overlap with the carboxylate modes observed.

In the kitchen deposited particles, modes are present around 1740, 1580, and 1450

cm−1, corresponding to ν(C O), νas(COO–) and νs(COO–) respectively. The presence of

these modes suggests a mixture of deprotonated carboxylic acids in addition to protonated

carboxylic acids or molecules containing other carbonyl moieties. The spectral features

match with mixtures of the sodium carboxylate salts and various OA/NA systems shown,

however PTIR spectra alone are insufficient for making this comparison difficult, as many

of the products formed from ozonolysis or uptake of additional fatty acids/carbonyl contain-

ing compounds such as aldehydes overlap in this region. Adding additional complexities,

for the long-term exposed kitchen samples, we do not expect chemical composition to fully

match due to other emission sources beyond cooking, as well as uptake of passive emis-

sions such as degassed low volatility organic compounds (i.e. phthalates), which contain

C=C and carbonyl moieties that overlap in the same spectral regions. A list of the com-

pounds detected from surface extracts via GM-MS is provided in Table S7.1. Most of the

compounds detected were carbonyl containing organic compounds, along with a few other

indoor relevant compounds such as siloxanes and phthalates. However, many of the major

spectral features are captured with a few model molecular systems. Of particular interest,

the shorter-term stir fry samples are predominantly characterized by deprotonated car-

boxylate species, of higher water solubility. Formation of medium chain fatty acids such

as nonanoic acid can be attributed to ozonolysis of oleic acid reacted prior to deposition.

NA can be attributed to formation from ozonolysis of oleic acid reacted prior to deposition,

however, the source of the deprotonated carboxylate species is currently unexplained.
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7.4.3 Hygroscopicity of Model Systems
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NaNA

Figure 7.4: AFM height images of model system particles on window glass from left
to right: sodium nonanoate (NaNA), sodium oleate (NaOA), oleic acid (OA), oleic acid
oxidized under dry conditions (OA + O3 dry), and oleic acid oxidized under humid
conditions (OA + O3 wet). Images were collected at dry (5% RH, upper) and humid
(80% RH, middle) conditions, and difference images (bottom) between the two reveal
regions of particles that grew from water uptake.

A comparison of the hygroscopic growth of model systems with AFM is shown

in Figure 7.4 with representative images shown for each system. For oleic acid, there

no noticeable change in particle morphology or size, beyond thermal drift slightly shift-

ing the location of the particle, which is expected for a hydrophobic system. Oleic acid

oxidized under dry conditions are irregularly shaped with some hygroscopic growth at

edges between particle, creating liquid capillary bridge between particles. However, be-

yond these capillary bridges, minimal water uptake is observed. This is consistent with

past studies involving oleic acid oxidized under dry conditions, wherein primary ozonolysis

products do not significantly enhance hygroscopicity. Under extended exposure to ozone,

oleic acid undergoes further fragmentation, forming more water-soluble secondary prod-

ucts that improve hygroscopicity64,65, however, the low hygroscopicity of particles in this
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study suggest these more hygroscopic products have not formed. To examine reversibility

of liquid bridges between particles in regions densely coated with particles. 3D AFM height

images shown in Figure S7.2, where particles were dried out. Transitioning from wet to

dry, water capillary between the neighboring particles disappears and distinct particles

remain. At the humidity levels examined, liquid water capillaries between densely coated

hydrophobic particles on class do not result in particle coalescence, but rather particles

remain separated distinct particles on surface upon drying.

Oleic acid oxidized under wet conditions are noticeably more hygroscopic, growing

with elevated RH. The presence of water in this reaction alters the reaction mechanism,

providing an alternative pathway wherein the Criegee intermediate can react with water

to form hydroxyhydroperoxides and subsequently decompose into carboxylic acids or alde-

hydes. For the sodium oleate salt, particles are deposited with a more irregular shaped

morphology. Upon exposure to high RH levels, there is not much growth, with marginal

uptake at the edges. Decreasing chain length, the sodium salt of nonanoic acid is much

more hygroscopic, where deposited thin irregular-shaped particles readily uptake water.
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Figure 7.5: A) 3D AFM height images of sodium oleate particles on kitchen glass
before, during, and after exposure to elevated RH levels, with corresponding height
profiles at the indicated lines in panel B). Slight changes in morphology are present
after 15 minutes of exposure, followed by the formation of water films on the glass
surface after 1 hour. After extended exposure, sodium oleate particles are more spread
across the glass surface.

While sodium oleate particles did not readily uptake water, sodium oleate coated
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glass behaved differently from oleic acid or its ozone reacted products. Extended exposure

of the NaOA system resulted in a thin water film coating the surface, as shown in Figure

7.5, which was not present in the oleic acid or oxidized oleic acid coated glass surfaces. 3D

AFM height images shown in panel A) with corresponding height profiles at the marked

lines in panel B) for exposure of NaOA coated class. Transitioning from dry to humid

conditions at 15 min and 1 hour, water uptake is apparent at 15 min, with slight particle

growth. However, extended exposure at 80% RH results in the glass surface being covered

with a film of water. Upon dehumidifying, particle morphologies and surface coverage

changes, spreading out particles partially into coating the surface with a approximately

10 nm thick structure. For more water-soluble systems, this restructuring by water films

can spread particles across surfaces, providing a possible mechanism for formation of thin

films of water-soluble organics from particle deposition.

7.4.4 Comparison of Hygroscopic Growth on Glass Surfaces:

Kitchen Exposed Samples and Model Systems

A statistical summary of the hygroscopic response for each of the different glass

surfaces including kitchen exposed surfaces and model system exposures is shown in Figure

7.6, with scattered boxplots with listed mean and standard deviations for growth factors

and hygroscopicity parameter kappa. Numerical values for growth factors and kappa values

are provided in Table 7.1, with particles separated into 500 nm size bins. Oleic acid and

its dry ozonolysis products as expected do not take up much water with kappa values of

0.02 ± 0.07 and 0.05 ± 0.18 respectively. Wet ozonolysis enhances hygroscopicity due to

fragmentation into lower chain more hygroscopic carboxylic acids, resulting in an increase

in the AFM measured kappa value to 0.17 ± 0.26, overlapping reasonably with the kitchen

deposited particles which had a kappa of 0.19 ± 0.22. Relative to oleic acid, there is no

noticeable change in hygroscopicity for its sodium salt, which had a low kappa value of 0.01
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Figure 7.6: Scatter box plots of the hygroscopic growth factors (upper) and corre-
sponding κ values (lower) for single particles from AFM measurements. Scatter points
are roughly scaled according to particle diameters and box plot lines are set to the 5th
and 95th percentiles. The total number of particles analyzed per system is provided at
the top of the plots, with average ± standard deviation listed below. Systems shown
from left to right are: sodium nonanoate (NaNA), sodium oleate (NaOA), oleic acid
(OA), oleic acid oxidized under dry conditions (OA + O3 dry), oleic acid oxidized under
humid conditions (OA + O3 wet), 3-month exposure in a residential kitchen, and one
day of stir fry cooking.

± 0.07. While salts enhance solubility, this behavior is consistent with previous studies

of NaOA, which observed that growth factors of aerosolized particles were not observed

to be above unity until 85 -90% RH. Sodium nonanoate however is more hygroscopic.

Even though nonanoic acid has not been found to enhance hygroscopicity, in the sodium

salt, we observe enhanced growth from water uptake, with a kappa value of 0.24 ± 0.24.

This matches reasonably well with the stir fry deposited particles on glass which were the

most hygroscopic system with a kappa value of 0.44 ± 0.37. To the authors knowledge,

studies targeting the hygroscopic growth of isolated sodium nonanoate or nonanoic acid

particles are not available. However, the deprotonation medium chain length fatty acids

is expected to readily enhance solubility. Spectral features indicate that these sodium
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Table 7.1: Numerical values for the AFM measured hygroscopic growth factors and κ
values in roughly 500 nm size bins, with values listed as average (standard deviation).
Size bins with no particles detected are indicated with a dash (-).

GF κ

Deq,V , nm < 500 500-1000 >1000 < 500 500-1000 >1000

NaNA 1.30(0.23) 1.20(0.15) - 0.25(0.25) 0.14(0.13) -

NaOA 1.02(0.08) 1.02(0.02) - 0.01(0.07) 0.01(0.01) -

OA 1.06(0.07) 1.00(0.08) 0.98(0.01) 0.04(0.04) 0.01(0.03) -
0.01(0.01)

OA O3 Dry 1.10(0.26) 1.01(0.06) 1.01(0.02) 0.10(0.26) 0.01(0.03) 0.01(0.01)

OA O3 Wet 1.22(0.28) 1.15(0.15) 1.03(0.08) 0.20(0.28) 0.10(0.12) 0.02(0.04)

Kitchen 1.24(0.24) 1.11(0.03) 1.07(0.02) 0.20(0.23) 0.07(0.02) 0.04(0.01)

Stir Fry 1.46(0.31) 1.16(0.05) - 0.44(0.37) 0.10(0.04) -

nonanoate particles are deprotonated on the surface and there is no evidence for COOH,

i.e. protonated moieties present In contrast, in the sodium oleate particles, we observe a

distinct 1750 cm−1 mode, which is likely due to ambient oxidation of the C=C bond in

NaOA, resulting in the formation of carbonyl group moieties.

In all the glass surface coatings examined, we observe higher hygroscopic growth in

the smaller sized particles, but in these same size bins, the lowest growth factors are also

observed. The larger variances in these smaller sized particles are likely attributed to higher

sensitivity of these smaller volume particles to any uptake and chemical heterogeneity

within the sample. Correspondingly, growth factors under unity (corresponding κ < 0),

are likely due to evaporation of material throughout the analyses. Deposited particles are

thin and flat, as indicated by the low aspect ratios (Figure 7.7), but direct comparisons

between model systems and authentic glass coatings cannot be made due to the differences

in sample preparation. With increasing particle size, AFM measured hygroscopicity tended

to decrease, with growth factors closer to 1. However, in comparison to studies that

aerosolized particles, the AFM measured hygroscopicity was typically higher than those

measured in the airborne fraction.[240, 244] There is likely an interplay between surface
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effects, speciation, and oxidation in altering the hygroscopicity of the deposited or adsorbed

materials.

OA

&'(&
3 Dry

&'(&
3 )et*+&'

Kitchen

Stir Fry
*+*'

Figure 7.7: Relative abundance histograms of the aspect ratios (AR) for the particles
deposited on each of the coated window glass samples. Smaller aspect ratios (closer to
zero) correspond with a higher degree of spreading and flatter particles.

7.4.5 Hygroscopic Behavior of Indoor Organic Films

Experimental and numerical models have demonstrated that organic-rich thin films

readily coat glass surfaces in indoor spaces, forming and get thicker over long timescales.[8,

64, 56] For kitchen glass, previous studies have found that thin films are prevalent, and

largely coat surfaces. The hygroscopic response of films on window glass are shown in

Figure 7.8. With increasing relative humidity, the two representative images shown reveal

differing responses, water absorption throughout the film (Area-1, panel A) and droplets

forming on the surface (Area-2, panel B). Height profiles are shown in the bottom panel,

however, due to the lack of a substrate presence in film locations, there is no relative

zero height from the underlying glass to accurately assess changes in film thickness upon

homogeneous water uptake. Subsequently, water uptake is not readily quantifiable from

AFM measurements. However, the qualitative hygroscopic behavior of indoor organic

films is consistent with past experimental results. Schwartz-Narbonne and Donaldson

demonstrated that organic films formed in kitchen environments on gold-plated quartz
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Figure 7.8: AFM height images of the A) middle of a film and B) edge of a film at
dry (upper) and humid (middle) conditions respectively, with height profiles (lower)
collected along the marked lines. The middle of the film (Area 1) demonstrates more
uniform water uptake throughout the imaged region, whereas the edge (Area 2) demon-
strates a region where droplets collected on the surface of the film.

crystals readily uptake water at similar humidity levels, as detected by QCM.[188] While

the surface materials differ, and gold-plated surfaces are not necessarily common in most

indoor settings, these results agree that indoor surfaces coated with organic rich films

and particles readily uptake water at elevated humidity levels. However, it is difficult

to determine the spatial variation of water uptake with QCM as shown here using the

nanoscopic probe of the AFM tip.

7.4.6 Implications for Water Content of Indoor Surfaces

The measurements shown here for organic films and particles on glass surfaces

formed from exposure to cooking activities provides new insights into the impact of relative

humidity on the interaction of these films and particles. These nanoscopic measurements

shown here indicate that the condensed water on the surface is not evenly distributed
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throughout the surface and is instead concentrated at particles and the film. As these

particles and films take up water at elevated RH, expect a transition to lower viscosity

phase states, altering gas-surface processes including mass transport and diffusion-rates.

There is large variability in hygroscopic growth of submicron sized particles for both kitchen

and cooking exposed surfaces and the model systems. The presence of particles is much

more prevalent on the short-term window glass exposed to stir fry cooking. Even within

a single system, there is evidence of size dependent variability. Smaller particles had a

greater water content either due to composition or their interactions with the substrate,

due to the flat nature of the particles and presence of a hydrophilic substrate such as

window glass. While the larger sized particles were relatively less hygroscopic, they still

grew enough with elevated RH to where they were much more influential in altering the

surface volumes of condensed water (Figure S7.3) even with their lower abundance by

number.

Past studies have shown that these submicron sized particles were covering glass

surfaces from cooking events, and that under shorter time scales, these deposited particles

on glass surface primarily contribute to modifying surface water content. As surfaces are

exposed indoors for longer, additional particles deposit and gases adsorb leading to for-

mation and growth of indoor films, which have been previously observed on glass surfaces

from the kitchen for multiple months.[178, 56] Particles deposited on the kitchen glass was

seen to take up water at elevated RH levels indicating these organic rich films and particles

still are a source of condensed water indoors, but to a lesser extent than the short-term

particles from stir fry cooking. This change in hygroscopic behavior suggests uptake or

accumulation of less hygroscopic material over time. Even on these longer-term exposed

glass samples, films were not uniform with respect to the coverage of organics and surfaces

are heterogeneous.

One advantage of AFM-IR technique is preservation of the structure and integrity of
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the surface, allowing for analyses without the need to extract material off the surface. This

enables studies that retain the heterogeneity of these surfaces and any surface influences on

composition and speciation. In this study, through nanoscale PTIR spectra, we find that

the speciation of medium chain fatty acids alters the hygroscopic behavior of deposited

material on glass surfaces. Deprotonated carboxylic groups comprise the predominant

spectral features, especially in particles from a single day of stir fry cooking and nonanoate,

the deprotonated form. Deprotonation of carboxylic acids enhances solubility, and this

influence from speciation becomes more pronounced with decreasing chain length. Medium

chain fatty acids such as nonanoic acid can be sourced from ozonolysis or fragmentation

of unsaturated fatty acids. However, the role of surface acidity and speciation of particles

and films have not been thoroughly explored in respect to indoor surfaces.
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Figure S7.2: 3D AFM height images at 80% (left) and 6% (right) RH of oleic acid
particles reacted with ozone under dry conditions. Three representative particles with
liquid bridges are outlined in red, with the substrate and other particles set at a higher
transparency for visualization. Changes in volume upon drying are given below the
image.
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Table S7.1: Most abundant compounds (25) as detected by GC-MS from material
extracted from window glass exposed to the kitchen for 3 months. Compounds are
listed in order of relative abundance, with retention times (RT) included.

RT, min Compound Area, a.u. (×108) % Area

1 25.60 tri-laurin 7.34 11.37

2 15.32 n-hexadecanoic acid 1.55 2.40

3 14.36 2-cis-3-octadecenyloxyethanol 1.55 2.40

4 8.13 nonanal 1.36 2.11

5 12.37 dodecanoic acid 1.15 1.79

6 18.75 diisooctyl pthalate 1.09 1.69

7 23.84 3-(octanoyloxy)propane-1,2-diyl
bis(decanoate)

0.87 1.36

8 19.80 terepthalic acid, bis(2-ethylhexyl)
ester

0.67 1.04

9 16.48 trans-13-octadecenoic acid 0.62 0.97

10 22.54 glycerol tricaprylate 0.60 0.94

11 9.71 nonanoic acid 0.50 0.77

12 13.85 1,3-di-iso-propylnapthalene 0.47 0.74

13 21.78 1,2-dilaurin 0.34 0.53

14 8.72 octanoic acid 0.26 0.42

15 19.49 octocrylene 0.26 0.41

16 10.64 decanoic acid 0.20 0.32

17 17.43 glycidyl palmitate 0.19 0.31

18 20.13 didecan-2-yl-pthalate 0.18 0.29

19 11.13 dodecanal 0.16 0.26

20 20.07 squalene 0.14 0.22

21 20.75 lauric acid, hexadecyl ester 0.14 0.22

22 11.25 tetradecamethyl-cycloheptasiloxane 0.14 0.21

23 11.77 oleic acid (Z) 0.11 0.18

24 13.90 myristic acid 0.10 0.17

25 12.56 hexadecamethyl-cyclooctasiloxane 0.03 0.06
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Figure S7.3: Size distributions (shaded bars) of deposited particles (Deq,V ≤ 1µm)
for each of the glass surfaces with corresponding cumulative mean (filled) and total
(dashed) contributions to changes in volume (V ∗

w = V80%RH–V5%RH) at elevated RH. B)
Zoomed in plot focusing on particles under 500 nm.
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Chapter 8

Conclusions and Future Perspectives

The overall goal of this dissertation was to study the surface properties and com-

position of relevant environmental surfaces using nanoscale resolution spectromicroscopic

techniques. Chapter 3 details the development of the technique for studying substrate

deposited aerosol particles is demonstrated using model systems of various systems com-

prised of organic-inorganic atmospherically relevant mimics. These studies demonstrated

atomic force microscopy-infrared spectroscopy (AFM-IR) can be utilized to study the com-

position of substrate deposited aerosol particles on relevant size regimes, down to tens of

nanometers. Moreover, we demonstrate that the high resolution spectrocopic information

from using the tip as a near-field detector can be used to examine chemical heterogeneities

of nanoscale phase separations under ambient conditions. The technique is then applied

towards the analyses of authentic sea spray aerosols in Chapter 4, examining the com-

position of various morphologies collected throughout a microbial bloom, where AFM-IR

spectra provides chemical context for the range of morphologies observed.

There are many interesting questions and opportunities for the application of AFM-

IR in analyses of substrate deposited aerosol particles. Although we have demonstrated

the application of the technique for field and model aerosols, there has not been rigorous
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application of the technique for probing some of the phase separations of various mixed

organic-inorganic or organic-organic model systems. Examining the composition and water

uptake at the phase separation could provide insight into the chemical interplay between

the phase separated species. Coupling humidity dependence into these measurements can

be utilized to better understand the influence of the phase separation on climate relevant

properties such as hygroscopicity and ice nucleation.

Much of the work presented in this thesis was conducted using an optical paramet-

ric oscillator (OPO) laser, which is significantly slower and overall had a lower sensitivity

relative to higher repetition lasers such as a quantum cascade laser (QCL). Use of higher

throughput tunable IR lasers would allow for more robust statistical information by re-

ducing experiment time and improve the quality of spectra, enabling studies with larger

more accurate datasets. These larger scale measurements would be more useful for high

complexity systems such as those collected during field or mesocosm campaigns, and, if

sufficient in size, can potentially be used in developing sophisticated image characteriza-

tion techniques such as sparse representation classification or training classification models

with machine learning.

This dissertation highlights some of the key information that AFM and AFM-IR

can provide for the growing field of indoor surface chemistry. On impermeable surfaces,

many of the changes due physical and chemical processes involving the surface spatially

fall between the nanometer to micrometer size regimes. We demonstrate that the accu-

mulation of material onto glass surfaces is not as uniform as previously hypothesized and

proposed. Chapter 5 demonstrates that glass surface evolution is largely driven by the

indoor environment and its located in that space as well as the corresponding emission

sources. The majority of material coating the surface is in the form of distinct particles,

which is enhanced in locations with low ventilation, such as a garage. Film formation is not

uniform, but predominantly observed in the glass sample placed in a kitchen for multiple
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months. These films are largely comprised of carbonyl containing moities, as detected by

AFM-IR. However, as detailed in Chapter 6, samples collected during the HOMEChem

campaign reveal that after a single day cooking or cleaning events these initial surfaces are

largely coated by submicron sized particles. Spectra from these particles show the presence

of deprotonated carboxylate groups, but no vibrational modes associated with protonated

carboxylic acids or carbonyls are observed. In Chapter 6, these coatings on window glass

were examined as a function of relative humidity, wherein particle growth using AFM was

used to measure the hygroscopicity of indoor surfaces. We demonstrate that much of the

behavior of these field exposed glass samples can be encapsulated in a few model system

mimics, namely sodium nonanoate for the single day cooking and oleic acid reacted with

ozone under humid conditions for the month-long kitchen glass. The differences in physio-

chemical properties and composition between these timescales highlights the dynamic and

complex nature of surfaces as simple as window glass.

There are still many questions regarding the temporal evolution of glass surfaces.

We have demonstrated that there is an interplay between particle deposition and film

formation. However, there is still a dearth of knowledge in the exact mechanism of how

these coatings on impermeable surfaces evolve from particles to organic films. Field stud-

ies can be aided by size-resolved measurements of particle composition, to provide insight

into any size-dependent trends in chemical composition, and consequently how those are

reflected in surface deposited materials or films. Laboratory chamber studies exposing

particle-coated window glass to various indoor emissions, ranging from particulate mat-

ter to various organic gaseous compounds. These laboratory conditions can be used to

expedite the accumulation process, and monitoring surface material accumulation can po-

tentially elucidate the different contributions various transfer mechanisms have on thin

film formation.

This study also focused primarily on ozone as an aging oxidant. However, the indoor
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space has a multitude of other reactive gases, including HOCl, various ClOx species, and

HONO, as well as attenuated sunlight. Thus there remain many questions on how different

indoor relevant oxidative and photooxidative conditions drive the formation of new species

on indoor surfaces.

Additionally, window glass is just one of many indoor surfaces that can be probed.

Other relevant surfaces include but are not limited to paint, gypsum, and flooring. These

surfaces have their own set of complexities when it comes to locations, physiochemical

properties and potential perturbations. Some of these surfaces may be too rough for

measurements using AFM, requiring the development and integration of other analytical

techniques to properly probe.

This study primarily focused on the evolution of window glass in the context of ma-

terial accumulation. However, arguably more interesting and impacting is understanding

the release of material back from the surface. Quantifying the amount of surface material

lost and either the composition of the material remaining on the surface or the mate-

rial evaporated into the airborne fraction are necessary for understanding if any surface

reactions or chemical transformations are detrimental to indoor air quality.

In conclusion, the findings and future work presented throughout this dissertation

provide insight into the nanoscale complexities and properties of indoor and atmospher-

ically relevant environmental surfaces. The broader reaching overall goals of these two

projects were to 1) understand how morphological and chemical properties of aerosol par-

ticles influence climate relevant properties for more accurate model predictions and 2)

develop a molecular level understanding of the chemistry occurring on indoor surfaces to

better predict the role surfaces play in regulating indoor air quality.
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[81] André Nel. Air pollution-related illness: Effects of particles. Science, 308(5723):804–
806, 5 2005.

[82] Meera Subramanian. Can Delhi save itself from its toxic air? Nature, 534(7606):166–
169, 6 2016.

[83] Manabu Shiraiwa, Kayo Ueda, Andrea Pozzer, Gerhard Lammel, Christopher J.
Kampf, Akihiro Fushimi, Shinichi Enami, Andrea M. Arangio, Janine Fröhlich-
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