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Rhombohedral graphene multilayers provide a clean
and highly reproducible platform to explore the emer-
gence of superconductivity[1–4] and magnetism[2, 5–11]
in a strongly interacting electron system. Here, we use
electronic compressibility and local magnetometry to ex-
plore the phase diagram of this material class in unprece-
dented detail. We focus on rhombohedral trilayer in the
quarter metal regime, where the electronic ground state is
characterized by the occupation of a single spin and val-
ley isospin flavor. Our measurements reveal a subtle com-
petition between valley imbalanced (VI) orbital ferromag-
nets and intervalley coherent (IVC) states in which elec-
tron wave functions in the two momentum space valleys
develop a macroscopically coherent relative phase. Con-
trasting the in-plane spin susceptibility of the IVC and VI
phases reveals the influence of graphene’s intrinsic spin-
orbit coupling[12–15], which drives the emergence of a
distinct correlated phase with hybrid VI and IVC charac-
ter. Spin-orbit also suppresses the in-plane magnetic sus-
ceptibility of the VI phase, which allows us to extract the
spin-orbit coupling strength of λ ≈ 50µeV for our hexago-
nal boron nitride-encapsulated graphene system. We dis-
cuss the implications of finite spin-orbit coupling on the
spin-triplet superconductors observed in both rhombohe-
dral and twisted graphene multilayers.

A defining feature of correlated low-energy electron
physics in both moiré and crystalline graphene is the large
number of closely competing ground states. This near-
degeneracy is traceable to the approximate SU(4) symmetry
within the combined spin and valley ‘isospin’ space, which
allows for a large number of broken symmetry phases with
nearly degenerate energies. In experiment, this degener-
acy may be lifted either spontaneously or by weak symme-
try breaking terms in the Hamiltonian, which compete to
determine the ground state. Some symmetry breaking ef-
fects arise at the single particle level, such as atomic scale
spin-orbit coupling[12–14]–though this effect has been pre-
sumed to be negligible in the theoretical literature. Other
symmetries are broken by the inter-particle interactions them-
selves. For example, differences between inter- and intraval-
ley scattering reduces the symmetry of the Hamiltonian to
SU(2)spin × U(1)K × U(1)K′ representing spin rotation and

the independent conservation of charge in the K and K’ val-
leys, respectively[16]. Finally, interactions may drive the
spontaneous breaking of the symmetries that do remain: for
example through the formation of intervalley coherent (IVC)
ground states characterized by a macroscopically coherent
phase between the wave function in the two inequivalent val-
leys. At the theoretical level, the strength of the numerous mi-
croscopic parameters that govern breaking of the symmetries
cannot be accurately determined from first principles. As a re-
sult, experimental determination of the ground state provides
the primary method to constrain the microscopic Hamiltonian.
This has proven particularly challenging in twisted graphene
multilayers, where experimental irreproducibility has ham-
pered efforts to reliably determine the phase diagram.

Rhombohedral graphene multilayers provide a structurally
simple and experimentally reproducible platform, enabling
a concrete connection between precision measurements and
many-body theory. In rhombohedral graphene alone, ex-
periments have revealed signatures of symmetry breaking
states that include nematics[3, 4, 9, 17], spin and orbital
magnets[2, 5–8, 11, 18, 19], and superconductors[1–4]. How-
ever, much of the observed phenomenology—particularly the
role of spin in the superconducting phases—remains unex-
plained. A particularly striking puzzle is the stability of super-
conductivity in hexagonal boron nitride encapsulated Bernal
bilayer graphene, which shows no superconductivity at zero
magnetic field but in which a spin-polarized superconducting
state emerges above a threshold magnetic field applied in the
plane of the sample[2]. Spin-valley locked superconductivity
is also induced (at zero magnetic field) by supporting the bi-
layer on a WSe2[3, 4] substrate, which is known to induce a
large Ising-type spin-orbit coupling[20]—further pointing to
the role of spin in the superconducting phase diagram. Of
course, in the absence of a clear understanding of what sta-
bilizes the superconducting states, consensus has also proved
elusive regarding the underlying mechanism, with both all-
electronic[21–29] and phonon-mediated[30] mechanisms re-
maining viable in light of current experimental data.

Here we combine global charge sensing and local magne-
tometry measurements in rhombohedral trilayer graphene to
explore the nature of the isospin ferromagnetic phases that
emerge as the material is doped through the Van Hove sin-
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FIG. 1. Thermodynamics of rhombohedral trilayer graphene in the hole-doped quarter metal regime. (A) Schematic of the measure-
ment geometry. The bottom gate is modulated at kHz frequencies with amplitude δV. A transistor amplifier connected to the top gate measures
the modulated charge δQ, from which the inverse compressibility, κ, is derived[31]. A scanning SQUID magnetometer measures the local
magnetic field δB. (B) κ, as a function of carrier density ne and applied displacement field D at T ≈ 20 mK and B∥ = 0.5 T. (C) Schematic
phase diagram showing competing phases, classified by isospin polarization and Fermi surface topology. Uppercase labels denote the isospin
polarization, which can be valley imbalanced (VI), intervalley coherent (IVC), spin imbalanced (SI), or isospin symmetric (Sym); lower-case
labels denote simple (s), annular (a), or disjoint (d) Fermi surface topology. The region marks SC2 denotes the superconductor reported
previously[1] near the edge of the SI phase. As discussed in the text, the isospin order of the gray region cannot be determined conclusively.
(D) Spatial image of δB taken ∼ 300 nm above the rhombohedral trilayer. The image is acquired at B⊥ = 15 mT, ne = −0.67× 1012 cm−2

and D = 0.55 V/nm, corresponding to a first order transition into an orbitally magnetized phase. The black outline indicates the design
geometry of the dual gated region of the device. Scale bar is 1 µm. (E) δB at B∥ = 0.5T and T = 300 mK, acquired at the position marked
in panel C. Lines indicate the boundaries between phases from A, with solid lines indicating negative compressibility peaks and dashed lines
compressibility steps associated with first order and Lifshitz transitions, respectively. The arrow at bottom right shows the direction of the δV
modulation. (F) δB (blue) and κ (red) along the dashed line shown in panel A. The regions with VI and IVC order are separated by a first
order phase transition (visible in κ), as well as a change in magnetization indicated by a peak in δB. Changes in Fermi surface topology occur
at Lifshitz transitions —steps in κ–and are not accompanied by features in δB.

gularities bracketing the neutrality point. Fig. 1A shows a
schematic of our measurement geometry. Our rhombohedral
trilayer graphene sample is encapsulated between hexagonal
boron nitride gate dielectrics and graphite flakes which serve
as electrostatic gates to control the total charge carrier density
ne and applied displacement field D (details of sample fab-
rication, and transport measurements from the same device,
were reported previously[1, 6]). We use a cryogenic transistor
amplifier[32] connected to the top gate to monitor the charge
δQ induced by the modulated bottom gate voltage δV. δQ is
proportional to the spatially averaged inverse compressibility

κ = ∂µ/∂ne. In addition, we use a scanning superconducting
quantum interference device to image the local magnetic field,
δB, that arises in response to the same modulated voltage. For
purely out of plane magnetic moments, δB is proportional to
the gate-modulated change in magnetization.

INTERVALLEY COHERENT QUARTER METAL

Figure 1B shows κ measured for hole doping, with B∥ =
0.5 T magnetic field applied to ensure in-plane spin polariza-
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tion. As shown previously, in the low-|ne|, low D extreme
of this range the electron system is in a symmetric (‘Sym’)
phase that preserves isospin symmetry. At low D and high-
|ne|, the system is a valley unpolarized, spin-polarized half-
metal[1] in which the two Fermi seas have annular topology.
We denote this phase SI in the schematic in Fig. 1C, as it is an
example of a spin-imbalanced phase. Spin-triplet supercon-
ductivity was reported at the low-|ne| extreme of this ‘half-
metal’ SI phase[1]. In the rest of the phase space spanned
by Figs. 1B,C measurements of quantum oscillations have
shown[1] evidence of valley polarization. In the regions ren-
dered in red and blue in Fig. 1B, quantum oscillations show
a single Fermi sea with either simple or annular topology—a
quarter metal. Quantum oscillations in the intermediate phase
between the SI and quarter metal phases were interpreted as
indicating partial valley polarization[1, 6].

In the present work, we improve upon previous compress-
ibility measurements through the use of a thermal decoupling
capacitor between sample and cryogenic amplifier and an ad-
ditional cryogenic amplification stage at 4K (see Methods).
The data in Fig. 1B reveals both ‘step’ features, associated
with Lifshitz transitions, and negative compressibility spikes,
associated with first order phase transitions, that were not pre-
viously reported. Most strikingly, a dip in κ bisects both the
simple and annular quarter metal regime. As indicated in
Fig. 1C, we ascribe this feature to a transition between dis-
tinct valley imbalanced (VI) and inter-valley coherent (IVC)
quarter metal phases.

The contrast between these phases can be visualized di-
rectly using local magnetometry. Fig. 1D shows a spatial map
of δB acquired 300 nm above the sample layer at a point in
the ne, D,B⊥ and B∥-tuned parameter space where the sys-
tem is at a transition between phases with contrasting valley
population imbalance. The δB image of Fig. 1D thus rep-
resents the change in fringe magnetic field associated with a
change in the sample’s orbital magnetic moment. We find the
spatial structure of δB to be largely independent of ne and
D, indicating that the phase transitions observed in our global
κ measurements occur in the entire sample simultaneously.
An exception to this rule is the behavior of transitions asso-
ciated with spin imbalance changes as a function of B∥ (Ex-
tended Data Fig. 5); specifically, we observe the signatures of
in-plane spin moments at these transitions when |B∥| > |B⊥|.

Fig. 1E shows δB measured at a single spatial position as a
function of ne and D for B∥ = 0.5 T. The position is chosen
to minimize sensitivity to the in-plane spin magnetic moment.
The spatial uniformity of the sample then allows us to inter-
pret δB as equivalent to the modulated out-of-plane magnetic
moment, δmz , up to a multiplicative constant. We assume the
spins are fully polarized in the plane, so that δmz arises only
from the intrinsically out-of-plane orbital magnetization.[33]

Comparing δB (Figs. 1E) and κ (Figs. 1B) reveals the na-
ture of the two quarter metal phases. Only transitions where
the valley imbalance—and thus orbital moment—changes
show contrast in δB. Within the quarter metal phase, the re-
gion to the left of the first order transition shows the signatures

of a finite orbital moment, and we assign it to a valley imbal-
anced phase characterized by the complete- or near-complete
polarization of the electron system into a single valley. Addi-
tional transitions are visible in κ within the VI phase, which
we assign to Lifshitz transitions in the fermi sea topology
that are not accompanied by any change in isospin symmetry.
Fermi sea topology may be simple (s), annular (a), or disjoint
(d)–where d means there exist fermi pockets of different sizes
but the same carrier sign. These transitions manifest as steps
in the electronic compressibility without signature in δB, as
shown in Fig. 1F.

Outside of this VI phase, none of the phases in the range
of Figs. 1B,D have finite orbital moment. This is expected
for the Sym and SI phases, but is novel in the case of the
simple- and annular quarter metals, as well as the region, in-
dicated in gray in Fig. 1C separating the quarter metal and SI
phases. In the case of quarter metals only an intervalley coher-
ent (IVC) state, characterized by a coherent superposition of
states in the two valleys, is consistent with a vanishing orbital
moment and full flavor polarization. We do not make a defini-
tive assignment for the phase marked in gray. This phase is
spin polarized and valley balanced (Extended Data Fig. 6), but
it disappears from the phase diagram by B⊥ ≈ 100mT pre-
venting detailed study of quantum oscillations. While Hartree
Fock calculations (Extended Data Fig. 7) show that an inter-
valley coherent state may be energetically favorable in this
regime, the close energetic competition between the IVC state
and other spin-polarized states that break orbital symmetries
but preserve conservation of charge in the two valleys–for ex-
ample, nematics–cannot be ruled out.

To substantiate the assignment of IVC order in Fig. 1E, we
analyze κ, measured across the phase boundary separating VI
and IVC phases with simple Fermi surface topology, as a func-
tion of magnetic field . The first order nature of the transition
implies a Clausius-Clapeyron-type relation between the criti-
cal density n∗e and the magnetic moment difference ∆m⃗ be-
tween the two phases,

∆m⃗

∆µ
=
dn∗e

dB⃗
, (1)

where ∆µ is magnitude of the chemical potential jump be-
tween the two phases and m⃗ ∥ B⃗. Fig. 2A shows the IVC
to VI transition as a function of B⊥. To isolate the effects of
orbital magnetism, the measurements are again performed in
a large, fixed in-plane magnetic field B∥ = 1.3T ≫ B⊥. The
boundary between the VI and IVC phase evolves rapidly with
B⊥ in favor of the VI phase, consistent with mVI

⊥ > mIVC
⊥ .

The sharp cusp in the critical density at B⊥ = 0 implies a
divergent orbital magnetic susceptibility in the VI phase.

In contrast, the IVC-s/Sym phase boundary remains at fixed
density as B⊥ is tuned, consistent with mIVC

⊥ = mSym
⊥ = 0.

Notably, quantum oscillations show no break or phase shift
across the IVC to VI transition (Fig. 2B), implying consis-
tent Fermi surface topology between the two phases. This is
confirmed in Fig. 2C, which shows Rxx traces within the two
phases. Data is shown both as a function of 1/B⊥ and of
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FIG. 2. Intervalley coherent quarter metal. (A) κ as a function
of ne and B⊥ along a trajectory that traverses the VI, IVC and Sym
phases at B∥ = 1.3T and T = 20 mK. (B) Higher resolution mea-
surement over the boxed region of panel A. (C) Rxx(1/B⊥) (top)
and its Fourier transform (bottom), plotted as a function of the nor-
malized frequency fν . Curves measured in the VI and IVC phases
both show a single peak at fν = 1 indicating a single flavor polarized
Fermi surface. (D) Schematic depiction of the valley polarization of
the IVC and VI quarter metal phases (left) and their representation
on a valley Block sphere (right). For the IVC phase, (net) in-plane
valley polarization, e.g. ⟨τx⟩ = 1, corresponds to a momentum de-
pendent valley polarization ⟨τz⟩.

fν , the frequency normalized to the total Luttinger volume.
Both phases show a single peak at fν = 1, corresponding to a
single Fermi surface, a behavior which extends across the en-
tire simple quarter metal regime (see Extended Data Fig. 8).
Finally, Hall measurements show hysteretic anomalous Hall
effect only within the VI phase but not in the IVC phase (Ex-
tended Data Fig. 9). Taken together, these data provide strong
evidence for intervalley coherent phases in which the ground
state is an equal superposition of wavefunctions in the two
valleys (shown in Fig. 2D), leading to a cancellation of the net
orbital moment. We note that in real space, the IVC phases
described here are expected to show lattice-scale charge den-
sity wave order, making them detectable by the same scanning
tunneling microscopy techniques that have identified interval-
ley coherent order in monolayer graphene at high magnetic
fields[34, 35] and moiré graphene systems[36, 37].

SPIN-ORBIT COUPLING

The phase diagrams presented above are all acquired
at large in-plane magnetic field. However, many of the
phase boundaries show non-trivial behavior as B∥ is reduced.
Fig. 3A shows the VI to IVC boundary studied in Figs. 1 and
2 as a function of B∥. At high B∥, the transition is nearly B∥
independent, but at low B∥ the IVC phase is increasingly dis-
favored relative to the VI phase. As shown in Fig. 3B, ∆µ is
independent of B∥ over much of the range. It follows from
Eq. (1) that the evolution of n∗e implies a finite, and B∥ de-
pendent, difference in m∥ between the two phases. Given the
near complete layer polarization of the electron wave function
at the high D of the experiment, m∥ arises exclusively from
the electron spin. The finite ∆m∥ is thus unexpected, as both
the VI-s and IVC-s phases are in principle fully spin polar-
ized, and are expected, in the absence of spin-orbit coupling,
to have identical and divergent susceptibility to spin polariza-
tion in any direction.

Intrinsic spin-orbit coupling[12]—typically neglected in
theoretical treatments of graphene many body physics—
provides a natural explanation for the anomalous behavior of
∆m∥. Projected into the low-energy bands near the K-points
of the Brillouin zone, spin-orbit coupling in graphene takes
the form[12]HKM = λ

2σzτzsz (where σz , τz , and sz are Pauli
matrices in the sublattice, valley, and spin space respectively).
Theoretical estimates of λ range over two orders of magni-
tude, from 1 to 100 µeV [12–15, 39]. Recent experiments in
mono- and bi-layer graphene, however, suggest that λ falls
somewhere in the range 40 to 80 µeV [40–42].

Spin-orbit coupling has contrasting effects on the IVC and
VI phases. At high displacement field in the layer (and there-
fore sublattice) polarized limit, Kane-Mele spin-orbit cou-
pling reduces to a staggered effective Zeeman energy which
is opposite in sign in the two valleys (the ‘Ising’ spin-orbit
coupling familiar from other honeycomb systems with broken
inversion symmetry). For finite λ, a spin-polarized, valley-
imbalanced phase may lower its energy by aligning its spin
in the spin-orbit favored, out-of-plane direction. As B∥ in-
creases, the spins in the VI phase cant into the plane. Taking
Ez,∥ = gµBB∥, the in-plane component of the canted spin
is given by mVI

∥ = Ez,∥/[E
2
z,∥ + λ2]1/2, plotted in Fig. 3C.

In contrast, the energy of the valley balanced IVC phase is
independent of spin-orbit coupling to first order in λ. The
IVC phase may thus polarize in-plane for arbitrarily smallB∥,
with a divergent susceptibility and subsequent energy gain
that is linear in the applied field. A fit to the measured n∗e ,
shown in overlay on Fig. 3A, gives λ ≈ 46µeV, in agreement
with the experimental literature where this coupling was mea-
sured in different contexts and using different experimental
techniques[40–42].

Near B∥ = 0, spin-orbit coupling produces even richer ef-
fects. Measurements across the VI to IVC transition reveal
an intermediate phase, separated by compressibility dips from
the IVC and VI phases (Figs. 3D-E). Quantum oscillations in
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this phase indicate that it is also a quarter metal with a single
Fermi surface (Extended Data Fig. 8). As shown in Figs. 3F-
G, the intermediate phase has in- and out-of plane suscepti-
bilities that are intermediate between those of the IVC and VI
phases. This is consistent with a intervalley coherent phase
with partial valley imbalance, endowing it with a finite orbital
moment but a smaller suppression of in-plane susceptibility
relative to the VI phase.

In fact, such a phase is also accounted for by the effect of
spin-orbit coupling on the spin-polarized IVC quarter metal
phase. In the absence of spin-orbit coupling, the spin mag-
netic moment can point in any direction. Spin-orbit coupling
induces either an easy-plane or an easy-axis spin anisotropy
within any spin polarized phase, including the IVC phases. If
the average spin moment is in-plane, the system will lower
its energy by slightly canting the spins out of the plane in
an opposite direction in the two valleys; we dub this phase
IVCx. The energy gain associated with the canting scales as
−λ2/JH , where JH is the ferromagnetic inter-valley Hund’s
coupling. If the spin is pointing out of the plane, on the other
hand, the system lowers its energy by introducing a small im-

balance between the population of the two valleys. We dub
this phase IVCz. The associated energy gain is of the order of
−χvλ

2, where χv is the valley susceptibility of the IVC phase
in the absence of spin-orbit coupling. As we approach the
IVC to VI phase transition from the IVC side, and assuming
that the transition is not too strongly first order, χv is expected
to increase, and hence the out-of-plane polarized IVCz phase
is favored over the in-plane polarized IVCx phase. Fig. 3H
shows the phase diagram of a simple model that captures the
relative energetics of the IVCx, IVCz, and VI phases as a func-
tion of B∥, B⊥, and ∆V, the exchange splitting between VI
and IVC phases. In the vicinity of n∗e , we take ∆V ∝ ne−n∗e ,
making ∆V a reasonable proxy for the carrier density tuned in
experiment. This assumption is reproduced by Hartree-Fock
calculations which show a large χV in the vicinity of the VI
to IVC phase transition (see Extended Data Fig. 10). Despite
its simplicity, the model reproduces all the key features of the
experimental data, and quantitatively reproduces the in- and
out-of-plane fields required to appreciably tune the balance
between phases.
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FIG. 4. Intervalley coherence for electron doping (A) κ as a func-
tion of carrier density ne and applied displacement field D for elec-
tron doping at T ≈ 20 mK and B∥ = 0. (B) Hartree-Fock phase
diagram, showing the ground state isospin polarization as a function
of ne and the interlayer potential ∆, which is approximately propor-
tional to D[38]. (C) Evolution of the Sym, VI, and IVC phases along
the dashed line in panel A as a function of B⊥ and (D) B∥.

ELECTRON DOPING

Theoretically, the competition between VI and IVC states is
governed by the interplay of exchange and kinetic energy[26];
VI states effectively minimize the exchange energy, but the
momentum-dependent valley polarization of the IVC phases
reduces the kinetic energy in the presence of trigonal warping
(see Fig. 2D). For hole doping, where the Van Hove singular-
ity occurs at a finite-momentum saddle point, there is a large
kinetic energy contribution from the trigonally warped pock-
ets near the band maximum, accounting for the dominance
of IVC order at lower hole density as observed in our exper-
iment. This contrasts with the situation for electron doping,
where the bands have a nearly quartic dispersion and the Van
Hove singularity is very close to the band edge for a large
range of D. Within the electron band, the effects of trigonal
warping are most pronounced at high density, contrasting with
the hole band.

Fig. 4A shows κ measured for electron doping (ne > 0).
As at hole doping, we observe a first-order phase boundary
separating two phases with a single Fermi surface, in addition

to the previously reported[6] first-order transitions separating
the quarter metal region from an isospin symmetric (Sym)
phase at low ne, D and a spin-polarized half metal state (SI) at
high ne. Fig. 4B shows a phase diagram calculated within the
Hartree-Fock approximation, plotted as a function of ne and
the interlayer potential difference ∆, which is proportional to
D (see Methods and Supplementary information for further
details). The simulations predict a valley imbalanced quarter
metal at low ne and a VI phase at intermediate ne, and we
assign these labels to the two quarter metal phases in Fig. 4A.

To verify this hypothesis, we track the phase transitions
along the dotted line in Fig. 4A as a function of magnetic
field. The VI phase has divergent susceptibility to B⊥, both
as compared to the IVC phase and the Sym phase (Fig. 4C).
The behavior of the VI phase is consistent with a vanishing
in-plane susceptibility at B∥ = 0,and the gradual canting of
the spin moment with increasing B∥. This manifests at the VI
to IVC transition in Fig. 4D, where the curvature produces an
estimate of λ ≈ 32µeV. The VI-Sym boundary is also con-
sistent with this mechanism, following a hyperbolic trajectory
from which we extract λ ≈ 65µeV (a summary of the λ fitting
is presented in the methods, and in Extended Data Fig. 11).
These values of λ are consistent with each other and with lit-
erature values within the large systematic errors (detailed in
the Methods and supplementary information) inherent to this
fitting procedure. We note that the VI to IVC transition in the
electron-doped quarter metal was missed in the lower reso-
lution measurements of Ref. [6]; as a result, anomalous Hall
measurements in the VI phase and the divergent in-plane spin
susceptibility of the IVC phase were mistakenly attributed to a
single, valley polarized phase with vanishing spin anisotropy.

DISCUSSION

Theoretically, intervalley coherent fluctuations may gen-
erate attractive electronic interactions even in the absence
of acoustic phonons. Concrete scenarios for purely elec-
tronic superconductivity from this mechanism have been pro-
posed for both rhombohedral graphene multilayers[26, 28]
and twisted graphene multilayers[43]. In twisted bilayer and
trilayer graphene IVC order was recently detected[36, 37]
in regions of the parameter space where superconductivity
also occurs[44–46]. While this scenario is appealing, it has
been in tension with the fact that superconductivity is so
widespread in graphene systems: superconductivity is ob-
served in a broad range of twist angles and densities in
graphene multilayers[47], including far from where IVC or-
der has been detected[48, 49].

Our observations open up the possibility that intervalley co-
herence may be just as widespread as superconductivity. Our
measurements are able to detect IVC order only in the quar-
ter metal regime where the space of possible phases is already
significantly constrained. Outside this regime, we cannot con-
clusively distinguish between intervalley coherence and other
theoretically predicted phases, for example, nematic orders
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with no net orbital magnetization [50, 51]. of particular in-
terest, both the phase represented in gray in Fig. 1F, adjacent
to the spin-triplet SC2, and the spin-unpolarized phase adja-
cent to the Pauli-limited SC1, are compatible with intervalley
coherence given existing experimental constraints.

We also highlight the observation of a large valley suscep-
tibility within the IVC phase, despite the first order nature
of the VI to IVC transition. Superconductivity is observed
on the disordered side of phase transitions to potential IVC
states[4]. Naively, the first order nature of these transitions ar-
gues against the importance of fluctuations. However, our re-
sults suggest that in rhombohedral graphene these transitions
are sufficiently weakly first order so as to allow for a large
susceptibility.

We finally comment on the implications of finite spin-orbit
coupling, which has not been extensively discussed in the con-
text of many-body physics in graphene. A number of ex-
perimental reports in twisted graphene multilayers have ob-
served anomalously large effects of in-plane field on orbital
ferromagnetic order[52, 53]. This was presumed not to orig-
inate from intrinsic spin-orbit coupling due to its negligi-
ble magnitude. However, our estimate for λ ≈ 50µeV is
non-negligible when compared to the energy differences be-
tween competing magnetic states—expected to be in the few
100 µeV range[26, 50, 54]—and is considerably larger than
the superconducting pairing energy inferred from the transi-
tion temperature in rhombohedral multilayers[1–4].

Spin-orbit coupling is likely to play a particularly impor-
tant role in the spin-triplet superconducting states observed in
a variety of graphene multilayers[1, 2, 55], selecting the di-
rection of the spin of the Cooper pairs and even forbidding
certain phases. For example, in rhombohedral bi- and tri-
layers triplet superconductivity arises from a spin-imbalanced
phase, identified from quantum oscillations as an annular half
metal in the trilayer and partially spin polarized phase in the
bilayer. In the presence of spin-orbit coupling, the phase di-
agram of these spin-imbalanced states is expected to be sim-
ilar to that of the IVC quarter metal shown in Fig. 3H, i.e.
with competing easy-axis and easy-plane spin ferromagnetic
phases. Interestingly, while easy-plane phases maintain valley
balance, easy axis phases develop finite valley polarization,
which is strongly pair breaking for a superconductor whose
order parameter carries zero momentum. It is notable that in
bilayer graphene, superconductivity emerges at values of B∥
where the spins become fully in-plane polarized, at the same
field scale where we find a IVCz to IVCx transition in the
rhombohedral trilayer. It is possible that superconductivity
in graphene bilayers appears once the pair breaking effect of
spin-orbit coupling in phases with an out-of-plane spin mo-
ment is quenched by the in-plane field. This hypothesis can
be tested by measurements of the in-plane and out of plane
magnetic moments as a function of in-plane field.

Note added: While finalizing this work, we became aware
of a parallel theoretical analysis predicting a transition be-
tween a valley-XY quarter metal and a valley-Ising quarter
metal – equivalent to the intervalley coherent and valley im-

balanced quarter metals discussed in this work, respectively.
Ref. [56] predicts a slope of the phase transition in B∥ in
rough agreement with what we find experimentally at low in-
plane fields, ∂n∗/∂B∥ ≈ −0.5× 1011 cm−2 T−1.
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MATERIALS AND METHODS

Compressibility and electronic transport measurements:
Ref. [6] and ref. [1] studied the same device, and details of the
sample fabrication, electronic transport, and compressibility
measurements are provided in those references. In contrast
to those references, however, data in Figs. 1B,E, 3A,E,F,G,
4A,C,D, 11, 6 were taken in an improved compressibility set-
up that introduced a decoupling capacitor between the transis-
tor amplifier and the sample as well as a second stage cryo-
genic amplifier located at the 4K stage. This setup resulted
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in lower electronic temperature and provided improved signal
to noise, allowing for smaller amplitude modulation and con-
sequently better resolution of fine features (see Ref. [4] for
details).

nanoSQUID on tip measurements: The nanoSQUID on
tip (nSOT) microscopy was performed with an indium SQUID
fabricated at the tip of a pulled quartz pipette[57]. The field
period of 71 mT corresponds to an effective diameter of 193
nm. The nSOT signal was acquired using a series SQUID
array amplifier (SSAA) in feedback mode, where the feed-
back voltage VSSAA is proportional to the current through the
nSOT[57]. The SQUID was mechanically controlled with a
piezoelectrically pumped quartz tuning fork in a phase locked
loop and positioned over the sample by piezoelectric nanopo-
sitioners. Unless otherwise noted the magnetic data was taken
in constant height mode 150 nm above the surface of the sam-
ple, corresponding to a height h ≈ 300 nm above the ABC
graphene layer.

At 300mK, the nSOT had good sensitivity up to Hc,⊥ ≥
500 mT. During operation the magnetic field and nSOT volt-

age bias are held constant at a particular working point deter-
mined by the applied bias and magnetic field, with the bias
selected to maximize the sensitivity at a given field. For the
measurements shown here, the sensitivity varied between 25-
35 nT/

√
Hz. A small out-of-plane field is typically necessary

to get reasonable sensitivity: for Fig. 1C and 5A, (B⊥, B∥) =
(15mT, 0), and for Fig. 1D,E (B⊥, B∥) = (19mT, 500mT).

As described in the main text, magnetometry measure-
ments are performed by applying a finite frequency (typi-
cally 0.5-4 kHz, chosen to minimize noise) excitation to the
bottom gate (with peak-peak amplitude 15 mV for Fig. 1B
and 35 mV otherwise) and measuring the SQUID response at
the same frequency. Images thus show contrast at the onset
(and disappearance) of magnetic phases in the ne-D plane.
Fig. 1C shows a real-space image of the device acquired at
ne = −0.67× 1012 cm−1 and D = 0.55 V/nm.

Determination of λ: In the main text Fig. 3A and Ex-
tended Data Fig. 11 we fit two different functional forms for
the curvature of spin-orbit affected transitions as a function of
B∥. Three free parameters were included in the fit, labeled
below as noffset, α, and λ.

n∗e(B∥, noffset, α, λ) =

 noffset + α
(
B∥ + λ/gµB −

√
B2

∥ + (λ/gµB)2
)

Fig. 3A, Fig. 11A,B,D

noffset + α
(
λ/gµB −

√
B2

∥ + (λ/gµB)2
)

Fig. 11C
(2)

Here, noffset represents a net density offset to account for
the finite density location of transitions, λ is the SO coupling
strength, and α = ± |mspin|

∆µ . A complete derivation of the
functional forms shown here can be found in the supplemen-
tary information. The location of the transition was deter-
mined by fitting compressibility data to a Gaussian peak. In
Fig. 11F, we give a complete list of extracted λ values for
all four studied transitions. Near zero field our data is af-
fected by the presence of additional phases, particularly the
IVCz, which prevents effective determination of n∗e . At high
B∥, meanwhile, the transitions saturate to a fixed n∗e , and fits
become insensitive to λ. The dominant source of error thus
arises from the choice of range for the fit. To capture this un-
certainty, we fit both the whole range as well as all sub-ranges
between the high- and low B∥ limits that span at least fifteen
times the single-point error in n∗e as determined from the stan-
dard deviation of the Gaussian peak fit. In Extended Data Fig.
11, we report both the best fit to the whole curve as well as the
maximum and minimum fits from the sub-ranges, λmax and
λmin. The best fit for the four transitions give values between
30-65 µeV.

Determination of ∆m: Knowing ∆µ at a phase bound-
ary allows, in principle, for precise determination of ∆m. To
measure ∆µ, we integrate our thermodynamic compressibility
κ = dµ/dne over the density range of the negative κ peak cor-
responding to a phase transition. In practice, integrating our

experimental data is challenging due to the weakness of the
first order transitions and differences between the compress-
ibility of the two adjoining phases. We thus expect an overall
systematic error; for example, systematic underestimates of
∆µmay be responsible for the smaller than expected values of
∆m∥ reported in Fig. 3B. However, we do not expect this type
of systematic error to be magnetic field dependent, allowing
comparison of the field dependence of ∆µ and ∂n∗/∂B. This
comparison is crucial to determining whether the curvature
observed in a phase transition arises from a change in ∆m–
curvature may also be generated by a field-dependent ∆µ.

In the data shown in Fig. 3B, we integrate compressibility
data to produce the plotted ∆µ. This data shows no systematic
trend above our noise floor, so we assume a constant ∆µ =
over the depicted range, corresponding to the average mea-
sured value. ∂n∗/∂B is determined by numerically differen-
tiating the n∗e values extracted from peak fitting as described
in the previous section. ∆m∥ is then calculated by multiply-
ing this number by the average ∆µ.
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Extended Data Figures
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FIG. 5. Half metal ferromagnetism. (A) The nSOT phase diagram of the hole side versus density and displacement field. Most nSOT data in
this work focuses on magnetism in the vicinity of the VI phase, in this figure we focus on magnetism near the SI transition, marked by black
circle. (B) Optical image of device. Scale bar is 3 µm. (C) Spatial images of δB for different directions of in-plane and out-of-plane field
with ne and D set on the half metal transition, marked with a back circle in A. Marked location indicates where the the data in Fig. 1D was
taken. Scale bars are 1 µm. (D) Simulated magnetism from a sheet of dipoles in the shape of the sample with magnetic moment oriented in the
direction of the fields in D and the signal normalized to correspond to the total density ne with each carrier having 1µB of magnetic moment.
The qualitative and approximate quantitative agreement of the data in D and the simple dipole model in E indicates that magnetism arises due
to the spins of the carriers aligning with the external field. Scale bars are 1 µm.
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FIG. 6. Electronic Phases in the vicinity of SC2 (A) Inverse compressibilty as a function of B⊥ and ne in the vicinity of the quarter metal
at B⊥ = 0. (B) Schematic phase diagram indicating the electronic phases of A as a function of ne. Solid lines between different colored
areas represent first order phase transitions in κ between electronic phases: Sym, VI, IVC and SI. Dashed lines indicate Lifshitz transitions
between disjointed (d), simple (s) and annular (a) Fermi surfaces as marked by lower case labels. There is a superconducting pocket (SC2) at
the boundary between the IVC and SI phases as marked.[1] (C) Inverse compressibility, κ, as a function of carrier density ne and versus B∥
along the dashed line in A.
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FIG. 7. Hartree Fock phase diagram for hole doping. (A) Phase diagram without SOC, showing the ground state isospin polarization
as a function of ne and the interlayer potential ∆1. (B) Phase diagram of Fermi surface topology from the same calculation. Regions that
break the C3 symmetry (i.e., nematics) are indicated by white dots. “Disjoint” refers to any case where there are multiple Fermi surfaces
with different areas, excluding annuli. (C) Flavor occupation of the Hartree-Fock ground state at the points labeled in panels A, B. The color
indicates occupation expectation values. The isospin order, Fermi surface topology, and nematicity in these eight points is summarized in the
table below. Note that in point no. 5 there are two distinct Fermi surfaces with different areas, and hence the FS topology is “disjoint” in our
scheme.

Point Isospin order Topology Nematic
1 VI, SI Annular ✗

2 SI, IVC Annular ✗

3 SI, IVC Annular ✗

4 VI, SI Disjoint ✗

5 SI, IVC Disjoint ✓

6 SI Annular ✗

7 SI Simple ✗

8 SI, IVC Disjoint ✗
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Supplementary information

Determination of λ

To elucidate the effects of spin-orbit coupling on the in-plane spin polarization of a VI phase we consider a toy model given
by

H =
1

2
λτzsz −

1

2
Ez,∥sx (S1)

where τ and s are the valley and spin Pauli matrices, respectively, Ez,∥ = gµBB∥, and we take g = 2 for the spin gyromagnetic
ratio. The resulting in-plane magnetization, m∥, of a valley polarized phase where ⟨τz⟩ = 1 is given by

m∥ = |mspin|
Ez√
E2

z + λ2
(S2)

In our experiment, we measure the magnetic field evolution of the density, n∗e , and displacement field, D∗, at which we
observe first order phase transitions. The condition for a first order phase transition between two phases with contrasting in-
plane magnetic moments is E1(n

∗
e, D

∗) +m1,∥B∥ = E2(n
∗
e, D

∗) +m2,∥B∥. Experiments are performed by sweeping both n
and D along a trajectory parameterized by t − t0 = n +D/a, where t0 and a are constants. It follows that, at a given B∥, the
magnetic moment difference

∆m∥ =
∆µ1,2 + a ∂D(E1 − E2)[

∂B∥
∂n∗ + a

∂B∥
∂D∗

] (S3)

For the three phase boundaries studied in Fig. 11A, C, and D, a = 0. For the transition studied in Fig. 11B, we make the
simplifying assumption that the two phases have similar polarizability ∂E/∂D, and that ∂B∥/∂D

∗ is negligible. As described
in the main text, ∆µ and n∗e(B∥) may both be measured independently. We find that ∆µ is independent of B∥ to within our
experimental resolution for all four transitions, and so we may take it as a constant in our analysis. It follows that

dn∗e
dB∥

=
∆m∥

∆µ
(S4)

∆n∗e(B∥) =
1

∆µ

∫ B∥

0

∆m∥dB∥ (S5)

To fit the phase boundaries between VI and SI or IVC phases (Figs. 11A,B, and D), we assume m∥ = mspin for IVC and SI
phases. Then

∆n∗e = ±|mspin|/(gµB)

∆µ

∫ B∥

0

(
1− Ez√

E2
Z + λ2

)
dEz (S6)

∆n∗e = ±|mspin|/(gµB)

∆µ

(
EZ + λ−

√
E2

Z + λ2
)

(S7)

To fit the phase boundaries between VI and Sym phase (Fig. 11B), we assume m∥ = 0 for the Sym phase. Then

∆n∗e = ±|mspin|/(gµB)

∆µ

∫ B∥

0

(
− Ez√

E2
Z + λ2

)
dEz (S8)

∆n∗e = ±|mspin|/(gµB)

∆µ

(
λ−

√
E2

Z + λ2
)

(S9)



2

Band structure and interactions

For the band structure of rhombohedral trilayer graphene, we use the six band model of Ref. [58]:

H0(k, ξ) =


∆1 +∆2 + δ 1

2γ2 v0π
∗ v4π

∗ v3π 0
1
2γ2 ∆2 −∆1 + δ 0 v3π

∗ v4π v0π
v0π 0 ∆1 +∆2 γ1 v4π

∗ 0
v4π v3π γ1 −2∆2 v0π

∗ v4π
∗

v3π
∗ v4π

∗ v4π v0π −2∆2 γ1
0 v0π

∗ 0 v4π γ1 ∆2 −∆1

 , (S10)

where π = ξkx + iky (ξ = ± corresponds to valleys K and K ′) and the Hamiltonian is written in the basis
(A1, B3, B1, A2, B2, A3), where Ai and Bi label the two sublattices at layer i. The velocities vi (i = 0, 3, 4) are related to
the microscopic hopping parameters γi by vi =

√
3a0γi/2, where a0 = 2.46 Åis the lattice constant of monolayer graphene.

∆1 is a potential difference between outer layers, which is approximately proportional to the applied displacement field, while
∆2 is the potential difference between the middle layer and the average potential of the outer layers. Finally, δ is an on-site
potential on A1 and B3. We have used the following parameters: γ0 = 3.1 eV,γ1 = 0.38 eV, γ2 = −0.015 eV, γ3 = −0.29 eV,
γ4 = −0.141 eV, δ = −0.0105 eV, ∆2 = −0.0023 eV. See Ref. [6] for the procedure used to fix these parameters.

The total Hamiltonian used in our theoretical analysis is

H =
∑

k,ξ=K,K′,s=↑,↓

ψ†
k,ξ,sH0(k, ξ)ψk,ξ,s +HC +HHunds +HSOC, (S11)

where ψk,ξ,s is a six component spinor of annihilation operators ψk,ξ,s,σi that annihilate electrons with momentum k, valley
index ξ, spin s, and sublattice index σi = Ai, Bi on layer i. HC is the long-ranged Coulomb interaction,

HC =
1

A

∑
q

Vq : n̂qn̂−q :

where n̂q =
∑

k,ξ,s ψ
†
k+q,ξ,sψk,ξ,s. For the screened Coulomb interaction, we use Vq = 2πe2 tanh(qd)/(ϵq). Here d = 40nm

is the distance to the gates, and for the dielectric constant we employ ϵ = 24, which incorporates both the dielectric constant
of the BN substrate and the effects of screening in the graphene trilayer [22, 26, 50, 54]. The spatially short-ranged Hund’s
coupling is given by

HHunds =
JH
A

∑
k,q

: ŝq,+ · ŝ−q,− :, (S12)

where the spin density operator in valley ξ = ±1 is given by ŝq,ξ =
∑

k,s1,s2
ψ†
k+q,ξ,s1

ss1,s2ψk,ξ,s2 (ss1,s2 are Pauli matrices
spin space). As mentioned in the main text, the intrinsic spin-orbit coupling HSOC =

∑
k,ξ,s ψ

†
k,ξ,sHKMψk,ξ,s is of the Kane-

Mele type, HKM = λσzτzsz/2, where the Pauli matrices denote sublattice (σz), spin (sz) and valley (τz).

Hartree-Fock analysis

We seek mean-field solutions for the interacting Hamiltonian Eq. (S11) which lift the degeneracy between the four flavors
spanned by the spin and valley degrees of freedom within one given band, either on the electron or hole side. To this end, we
project the interactions onto a single band nearest to the Fermi level, followed by a self-consistent determination of a momentum-
dependent density matrix elements in the 4× 4 flavor subspace [26]. Upon projection, the form factors of the band appear in the
interaction Hamiltonian.

The Hartree-Fock calculations are performed using a rectangular momentum grid with size 612, with spacing 0.003 · 2π/a, at
zero temperature. The self-consistency loop is implemented using an adaptive-step algorithm following Ref. [59], which uses
for each iteration step the linear interpolation between the previous solution and the updated solution and determines the point
with minimal energy.

For spin and valley polarized states, different solutions can be enforced by selectively disabling certain matrix elements of
the density matrix. In contrast, intervalley coherent states always compete with polarized solutions, and are thus more fragile
numerically. The typical energy difference between a flavor symmetric state and flavor polarized ones is of the order of 1meV
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per electron, while the IVC state can additionally gain around 0.05meV over the polarized solutions. Lastly, within the IVC
phase, the energy differences between the in-plane and out-of-plane spin polarizations (IVCx vs. IVCz) are of order 1µeV for
λ = 40µeV, which is close to the energy resolution of our calculation (determined by how well converged the Hartree-Fock
solution is). For this reason, we additionally calculate the spin-valley polarization susceptibilities for both IVCx and IVCz,
defined as χτzsz ⟨τzsz⟩/λ. For small λ, the energy gain from SOC in the two phases is then ∆Ea=X,Z = − 1

2χτzsz (λ/2)
2,

and the phase whose susceptibility is larger is favored. We found that this method is more accurate than calculating the energy
directly. An additional benefit of this method is that it is not necessary to specify a value for λ, as long as λ is sufficiently
small. We find that both the free energy and the spin-valley susceptibility lead to the same overall trends in the resulting phase
diagrams, with only small quantitative differences.

For the determination of the phase diagram, it is necessary to first fix the value of JH . By testing a few values of the Hund’s
coupling starting from JH = 0, up to JH = −0.02Vq=0 while λ is kept zero, we find that already a small JH = −0.011V0
significantly favors the formation of IVC states. Using this value for the Hund’s coupling, one can then determine the spin-valley
susceptibility inside the IVC region of the phase diagram.

The numerical results of this calculation for the electron and the hole side are shown in the main text Fig. 4B and extended
data Fig. 7 respectively. The regions of stability of the IVCx and IVCz within the IVC quarter metal phase are shown in Fig.
10. Also shown is the spin-valley susceptibilities of the two phases along a cut through the phase diagram, showing the large
enhancement of the susceptibility in the IVCZ state when the phase boundary to the VI is approached. In the following section
we show, using a phenomenological ansatz for the free energy, how the various trends in these phase diagrams can be understood.

Model for IVCx to IVCz transition in quarter metal

To understand the sequence of transitions that occurs between the IVC and the VI states within the quarter metal phase, it
is useful to consider a simplified model that includes the interplay between exchange, Hund’s rule, and spin-orbit interactions.
Within the Hartree-Fock approximation, each occupied k orbital is polarized in a certain “direction” in spin and valley space. In
the simplified model, we assume that this isospin polarization is nearly k−independent. We may then write the system’s energy
as a function of a single state |Ψ⟩ in spin and valley space,

|Ψ⟩ = α|K ↑⟩+ β|K ↓⟩+ γ|K ′ ↑⟩+ δ|K ′ ↓⟩, (S13)

parameterized by the four-component spinor ψT = (α, β, γ, δ).
In general, the energy density E in the quarter metal can be expressed as a function of ψ. We use the following phenomeno-

logical model for E[ψ]:

E[ψ] = ∆V⟨τz⟩2 +∆′
V⟨τz⟩4 − JH⟨s+⟩ · ⟨s−⟩ −

λ

2
⟨szτz⟩ − gµBB

2
· ⟨s⟩ − gvB⊥

2
⟨τz⟩. (S14)

Here ⟨O⟩ ≡ ψ†Oψ, where O is a 4 × 4 matrix in spin- and valley space. τ and s are Pauli matrices in valley and spin space,
respectively, and s± = 1±τz

2 s are the spin operators projected to the two valleys.
The parameters ∆V, ∆′

V represent the anisotropy of the energy in valley space, proportional to ne. These parameters come
from the kinetic energy and the long-ranged part of the Coulomb interactions. They are symmetric under U+(2) × U−(2)
transformations corresponding to the approximate conservation of charge and spin in each valley separately. JH is the Hund’s
coupling between the spins in the two valleys (assumed to be ferromagnetic, JH ≥ 0). λ is the strength of the Ising spin-orbit
coupling. JH and λ reduce the symmetry down to Uc(1) × Uv(1) × Usz(1) (corresponding to the conservation of the charge,
valley, and z component of the total spin). B is the magnetic field measured in energy units. The field couples both to the spin
via the Zeeman effect, and to the perpendicular valley orbital moment (proportional to ⟨τz⟩) with a valley g−factor, gv.

We first set λ = 0, B = 0, and consider the phase diagram as a function of ∆V for fixed ∆′
V and JH . For ∆′

V < 0, we find
a first-order phase transition from the fully valley and spin polarized (VI) phase to an IVC phase at a critical value of ∆V given
by ∆V,c = −∆′

V − JH/4. The IVC is stable for ∆V > ∆V,c. For ∆′
V > 0 the transition is of second order. In order to describe

the experiment, where the IVC to VI transition is observed to be first order, we focus on ∆′
V ≤ 0 here.

Next, we consider the effect of λ, assumed for simplicity to be the smallest energy scale in the problem. In the VI phase,
λ locks the spin to be perpendicular to the plane, gaining an energy −|λ|. In the IVC regime, the spin can be oriented either
in the plane (which we dub the IVCx phase) or out of the plane (the IVCz phase). The IVCx phase gains an energy ∆Ex =
−(λ/2)2/(2JH) by canting the spins slightly out of the plane. The IVCz phase gains an energy by slightly imbalancing the
valleys, ⟨τz⟩ ̸= 0. For sufficiently small λ such that this valley imbalance is small, the energy gain is given by ∆Ez =
− 1

2χv(λ/2)
2, where

χv =
1

2(|∆′
V|+∆V −∆1,c)

(S15)
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is the valley susceptibility in the IVC regime (defined as χv = ⟨τz⟩/hv , where hv is a small valley Zeeman field that couples to
τz , and ⟨τz⟩ is the resulting valley polarization).

Comparing the energies of the IVCx and IVCz phases, we find that the IVCz is stable in a region 0 < ∆V − ∆V,c <
− |∆′

V| +
JH

2 near the IVC to VI transition, assuming that JH > 2|∆′
V| (if JH < 2|∆′

V|, IVCx is the ground state for all
∆V > ∆1,c). Physically, the intermediate IVCz is stable if the IVC to VI transition is sufficiently weakly first order (i.e., |∆′

V|
is sufficiently small), such that χv becomes sufficiently large upon approaching the transition from the IVC side.

Fig. S1 shows the phase diagram of the model in the plane (∆V, B∥) for λ = 0.2 meV, JH = 0.5 meV, and different values of
∆′

V, obtained by minimizing the energy (S14) over ψ. The color indicates ⟨τz⟩. For ∆′
V = 0, all the transitions are continuous,

whereas for ∆′
V < 0, the transitions from the VI to either IVCx or IVCz is first order. The transition from IVCx to IVCz is

always continuous. Note how the intermediate IVCz phase expands as |∆′
V| decreases; this is due to the enhxwancement of

valley susceptibility χv in the IVC side of the IVCz transition, which favors spin polarization along z. Figure 3H in the main text
shows phase diagrams as a function of both in-plane and out-of-plane field and ∆V calculated from this model, for λ = 0.2 meV,
∆′

V = −0.025 meV, gv = 5g, JH = 0.5 meV.

FIG. S1. Phase diagram of the theoretical model as a function of ∆V and B∥ for different values of ∆′
V. The color shows ⟨τz⟩. In the VI

phase, |⟨τz⟩| = 1. In the IVCz phase, ⟨τ+⟩ ≠ 0, 0 < |⟨τz⟩| < 1 and |⟨sz⟩| ≠ 0. In the IVCx phase, ⟨τ+⟩ and ⟨s+⟩ are non-zero, whereas
⟨τz⟩ = ⟨sz⟩ = 0.

Competition between IVC and valley imbalanced states

Both in the experimental data and in the Hartree-Fock calculations, the order of phases as a function of increasing carrier
density is dissimilar between hole doping and electron doping. Namely, on the hole side the symmetric phase at the lowest
densities is followed first by an IVC, which in turn gives way to a valley imbalanced phase. On the electron side, the symmetric
phase is instead first replaced by the valley imbalanced phase, and only then an IVC sets in. As long as the Hund’s coupling is
not too large, these differences can be understood based on the different dispersions in the electron and hole sides, as illustrated
in Fig. S2. The IVC phase is favored by the difference in kinetic energy between the two valleys at a given momentum (after
folding the two valleys on top of each other), which allows for a kinetic energy gain by creating a momentum-dependent valley
polarization. The VI phase is favored by the exchange energy, which is maximized for electrons in the same valley, due to the
different form factors of the two valleys.

The dispersion near the bottom of the conduction band is significantly flatter than the dispersion near the top of the valence
band (Fig. S2). In particular, the crossing between the dispersions of the two valleys, where the IVC gap opens, happens closer
in energy to the band edge on the hole side compared to the electron side. These differences can explain why on the hole side,
the IVC phase quarter metal is favored at low hole density and the VI phase at higher hole density (where the Berry curvature
enclosed by the Fermi surface is larger), whereas on the electron side the VI phase is favored at lower density (where the bands
are very flat), and the IVC phase is favored at higher density (where the bands are more dispersive).
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FIG. S2. Comparison of the non-interacting band structures of hole and electron bands. The single-particle dispersions of valleys K
(blue) and K′ (red) for both (A) hole and (B) electron side, for ky = 0. Indicated by a dashed gray line is the crossing region, which leads to
the formation of an IVC phase if the Fermi hlevel resides in the vicinity.


	Intervalley coherence and intrinsic spin-orbit coupling in rhombohedral trilayer graphene
	Intervalley coherent quarter metal
	Spin-orbit Coupling
	Electron doping
	Discussion
	Materials and Methods
	References
	Determination of 
	Band structure and interactions
	Hartree-Fock analysis
	Model for IVCx to IVCz transition in quarter metal
	Competition between IVC and valley imbalanced states





