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Abstract

Proactive, Traffic Adaptive, Collision-Free Medium Access

by

Vladislav V. Petkov

Wireless networks are a fixture of present day computing. We are seeing a simultaneous in-

crease in network density and throughput demand as the clients of these networks grow accustomed

to more data hungry applications. Contention-based channel access methods take bigger performance

hits and waste more energy as network density and load increases. It is therefore clear that the future

of wireless networking will need to exploit some form of schedule based channel access in order to

simultaneously solve the problems of energy consumption and maximization of channel utilization.

The focus of this work is on leveraging implicit properties of network traffic to benefit the per-

formance of schedule based medium access mechanisms. We focus on one of these properties: the packet

arrival behavior of the traffic. We chose to start our work by trying to answer the following question: “If

we use predictions of the behaviors of flows in the network, can we decrease the delay in schedule-based

medium access control?” The main idea is to use traffic forecasting to anticipate transmission schedules

instead of establishing them reactively, i.e., as traffic arrives at the MAC layer. Although not all ap-

plications generate forecastable traffic, we contend that many applications do. Examples of predictable

network traffic include Voice-over-IP (VoIP) applications such as Skype, iChat, and Google talk. Video

streaming applications have lower QoS demands but also contain many predictable patterns. All of these

applications are becoming increasingly commonplace in the home networks of today.

An experimental method was used to evaluate the benefit that accurate traffic prediction could

have on the performance of a schedule based MAC protocol (DYNAMMA). Comparing the performance

of DYNAMMA to our modified version of it (DYNAMMA-PRED) in simulations showed that predic-
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tion does improve delay performance of the schedule based protocol significantly, particularly at lower

network loads.

The next step was to address the topic of extracting patterns out of packet arrival times of each

flow with more mathematical rigor. We did this by measuring the entropy of packet arrivals in a network

flow. Given that entropy is defined as the “measure of information” [1], its value in this context signifies

the amount of pattern in the packet arrival times of a flow – the less information each arrival holds, the

more pattern there is overall.

During our investigation of the entropy of the packet arrival times, our research produced the

concept of an “entropy fingerprint” – a plot of the entropy of the packet arrival times of a flow over a

range of time scales. Each entropy fingerprint has numerous characteristics that are related to the packet

arrival behavior of the flow that generated it. These fingerprints can be used in many ways, such as

identifying what application generated the flow or whether the flow’s packet arrivals are likely to be

regular or irregular at a given time scale. In addition to the entropy fingerprints, the entropy estimator

that we developed turned out to be usable as forecaster as well, able to predict the chances of a packet

arrival in the next slot.

Analyzing the entropy fingerprints of various types of traffic confirmed that there was useful

information in the packet arrival times of network flows that could be leveraged in a schedule based MAC

protocol. Furthermore, the work presented us with a traffic forecaster that we could use to extract this

information for use in such a MAC protocol.

Following this work, we designed a medium access control protocol to embody the fusion of

traffic forecasting with a schedule based access control mechanism. We called the protocol TRANS-

FORMA, which stands for TRAffic FORecasting Medium Access. TRANSFORMA was designed using

the principle that the MAC layer should detect the properties of each flow transparently and adapt its level

of service accordingly. TRANSFORMA attempts to do that by observing an application flow, learning

its pattern, and forecasting the flows future behavior based on the observed one. In its current imple-

ix



mentation, TRANSFORMAs forecaster examines the packet arrival process of each application flow and

determines the corresponding per-flow inter-packet arrival times. It then uses this information to estab-

lish the flows medium access schedule. TRANSFORMA operates under the assumption that applications

that place more stringent requirements, e.g., higher data rates and delay sensitivity have forecastable net-

work usage patterns. The simulation results show that TRANSFORMA significantly improves on the

delay performance of its predecessor, DYNAMMA.

The final contribution of this work is a real-system implementation of TRANSFORMA. This

fully functional network link enables experimentation with real application traffic, serves to validate our

simulation results and demonstrates that the concepts embodied in TRANSFORMA are practical.
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Chapter 1

Introduction

1.1 Introduction

Wireless networks are a fixture of present day computing. Ever since the release of the original

IEEE 802.11 standard, IEEE 802.11-1997, and its subsequent amendments, the user base of wireless net-

works has expanded and and the networks have blanketed almost every corner of the spaces we occupy

in our homes, offices, and even daily commutes. Presently, we are seeing a simultaneous increase in

network density and throughput demand as the clients of these networks grow accustomed to more data

hungry applications. In addition, the proliferation of mesh networks will mean that wireless networks

are beginning to be used for more than just the last-hop. Wireless bandwidth, however, remains a pre-

cious resource and can not be increased without bound to meet these demands. The only way to allow

emerging data-intensive applications to thrive is to more efficiently utilize all the wireless bandwidth at

our disposal.

Contention-based channel access methods, like IEEE 802.11, take bigger and bigger perfor-

mance hits due to an increasing number of collisions as network densities increase. These collisions are

a normal part of contention-based channel access and are solved through retransmission. In contrast,

1



schedule-based channel access methods remove collisions by design by giving each node a transmis-

sion opportunity that all other nearby nodes respect and don’t interfere with. Therefore, as network

densities increase, schedule based channel access methods continue to utilize the channel fully without

collisions. Furthermore, contention based approaches have inferior energy consumption properties to

schedule based channel methods for two reasons. The first reason is the energy spent on transmissions

that are not properly received due to collisions (the amount of energy wasted for this reason increases as

the network becomes more dense). The second reason is that, due to the random nature of the channel

access, nodes must spend some amount of time with their radios on and listening even when not actively

receiving messages destined to them. It is therefore clear that the future of wireless networking will need

to exploit some form of schedule based channel access in order to simultaneously solve the problems of

energy consumption and maximization of channel utilization.

The focus of this work is on leveraging implicit properties of network traffic to benefit the

performance of schedule based medium access mechanisms. The starting point was an existing state of

the art schedule based medium access control protocol named DYNAMMA (DYNAmic Multi-channel

Medium Access) [2]. DYNAMMA is a fully schedule-based channel access framework and has very

good channel utilization and energy conservation characteristics. The only drawback in DYNAMMA is

a high latency. The reason the latency is high is that slots are scheduled in DYNAMMA based on average

traffic flow rates which have a tendency to lag behind packet arrivals.

Among the properties of network traffic, one of the most useful to medium access control is

the packet arrival behavior of the traffic. We chose to start our work by trying to answer the following

question: “If we use predictions of the behaviors of flows in the network, can we decrease the delay

in schedule-based medium access control?” The main idea is to use traffic forecasting to anticipate

transmission schedules instead of establishing them reactively, i.e., as traffic arrives at the MAC layer.

Although not all applications generate forecastable traffic, we contend that many applications do. Exam-

ples of predictable network traffic include Voice-over-IP (VoIP) applications such as Skype, iChat, and

2



Google talk. Video streaming applications have lower QoS demands but also contain many predictable

patterns. All of these applications are becoming increasingly commonplace in the home networks of

today.

An experimental method was used to evaluate the benefit that accurate traffic prediction could

have on the performance of a schedule based MAC protocol (DYNAMMA). Comparing the performance

of DYNAMMA to our modified version of it (DYNAMMA-PRED) in simulations showed that predic-

tion does improve delay performance of the schedule based protocol significantly, particularly at lower

network loads.

The next step was to address the topic of extracting patterns out of packet arrival times of each

flow with more mathematical rigor. We did this by measuring the entropy of packet arrivals in a network

flow. Given that entropy is defined as the “measure of information” [1], its value in this context signifies

the amount of pattern in the packet arrival times of a flow – the less information each arrival holds, the

more pattern there is overall.

During our investigation of the entropy of the packet arrival times, our research produced the

concept of an “entropy fingerprint” – a plot of the entropy of the packet arrival times of a flow over a

range of time scales. Each entropy fingerprint has numerous characteristics that are related to the packet

arrival behavior of the flow that generated it. These fingerprints can be used in many ways, such as

identifying what application generated the flow or whether the flow’s packet arrivals are likely to be

regular or irregular at a given time scale. In addition to the entropy fingerprints, the entropy estimator

that we developed turned out to be usable as forecaster as well, able to predict the chances of a packet

arrival in the next slot.

Analyzing the entropy fingerprints of various types of traffic confirmed that there was useful

information in the packet arrival times of network flows that could be leveraged in a schedule based MAC

protocol. Furthermore, the work presented us with a traffic forecaster that we could use to extract this

information for use in such a MAC protocol.
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Following this work, we designed a medium access control protocol to embody the fusion of

traffic forecasting with a schedule based access control mechanism. We called the protocol TRANS-

FORMA, which stands for TRAffic FORecasting Medium Access. TRANSFORMA was designed using

the principle that the MAC layer should detect the properties of each flow transparently and adapt its level

of service accordingly. TRANSFORMA attempts to do that by observing an application flow, learning

its pattern, and forecasting the flows future behavior based on the observed one. In its current imple-

mentation, TRANSFORMAs forecaster examines the packet arrival process of each application flow and

determines the corresponding per-flow inter-packet arrival times. It then uses this information to estab-

lish the flows medium access schedule. TRANSFORMA operates under the assumption that applications

that place more stringent requirements, e.g., higher data rates and delay sensitivity have forecastable net-

work usage patterns. The simulation results show that TRANSFORMA significantly improves on the

delay performance of its predecessor, DYNAMMA.

From the beginning of the protocol design effort, the goal was to follow a simulation-based

validation of the protocol with a real-system implementation. Some of the design decisions of the proto-

col were steered by this goal. A notable example is the super frame structure of TRANSFORMA – this

was strongly motivated by the WiMedia MAC protocol [3], which became a strong candidate to be the

basis for a TRANSFORMA implementation early in its design. The final contribution, the real-system

implementation, is presented in Chapter 5.

In the remainder of this chapter is a summary of related work in contention-based channel

access and schedule-based channel access. Following that, we outline the contribution of our work

(Section 1.3).
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1.2 Related Work

In order to put the challenges in creating and contributions of TRANSFORMA – a schedule-

based MAC protocol – in context, in this section I will summarize some important work in the field

of MAC (Medium Access Control) protocols. MAC protocols can be neatly categorized into two cate-

gories: contention based protocols and schedule based protocols. Some well-known examples of con-

tention based protocols are ALOHA [4], CSMA [5], MACA [6], MACAW [7], IEEE 802.11 [8], and

FAMA []. CATA [9], NAMA [10], LAMA [10], PAMA [10], HAMA [], TRAMA [11], FLAMA [12],

and DYNAMMA [2] make up the list of equally well known schedule based protocols. The following

two sections will overview these protocols in chronological order.

1.2.1 Contention Based MAC Protocols

The first of the contention based protocols, ALOHA [4] was the first broadcast radio wireless

communication protocol [5]. ALOHA comes in two flavors: pure ALOHA, and a later-developed slotted

ALOHA. ALOHA shares the broadcast medium in a very straight forward and simple manner. In pure

ALOHA, when a node has a packet to send it is sent immediately. If another node begins to transmit its

packet at any time during the transmission of the first node, all the packets are lost and both nodes try

again. The only method of feedback regarding collisions that nodes have in ALOHA is in the form of

positive acknowledgments from the receiving node: if an acknowledgment is not received, the packet is

assumed to have been lost and must be retransmitted.

In slotted ALOHA time is divided into packet-length slots (packets are assumed to be of fixed

length). A node can only begin its transmission at the beginning of one of these slots. With this modi-

fication, two or more nodes would only collide if they both have a packet to send in the same slot. The

benefit of the slots can be intuited in two ways. The first way is to think of how much channel time

is wasted by a collision; in slotted ALOHA this can be no longer that one slot length, whereas in pure
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ALOHA this can be up to just shy of two packet lengths (equivalent to two slot lengths). The second

way to intuit the benefit of the slots is to think of the ”vulnerable” time of a packet. In pure ALOHA, a

node’s transmission will be unsuccessful if another node starts its own transmission anywhere between

one packet time before it started to one packet time after it started. In other word’s the vulnerable time is

2 packet lengths. In slotted ALOHA, that same interfering node would either have started its transmis-

sion in the previous slot (in which case it will not interfere) or it will start its transmission in the same

slot. In other words, in slotted ALOHA the vulnerable time is only 1 packet length. Accordingly, the

maximum throughput of slotted ALOHA is twice that of pure ALOHA.

The contention based protocol that would succeed ALOHA, as described by Tobagi et. al. in

[5] was CSMA (Carrier Sensing Multiple Access). In the first part of his three-part paper series, Tobagi

outlines several variants or CSMA ”modes”: non-persistent CSMA, 1-persistent CSMA, and p-persistent

CSMA (of which 1-persistent is actually a special case). Each of the modes have the following properties:

a terminal can be either sending or receiving at any given time, a terminal is ”ready” if it has a packet

to send, a simplifying assumption that time is slotted into slots of length τ (the propagation delay of the

channel) holds and all nodes are perfectly synchronized.

Non-persistent CSMA obeys the rule that any terminal, upon becoming ready, will sense the

medium at the start of the next slot and then either transmit if the channel was sensed idle or reschedule

its transmission to some later time (making a retransmission behave much like a new arrival) if the

channel is sensed busy. A p-persistent CSMA terminal, upon becoming ready, will sense the medium

at the start of the next slot and either transmit if the channel was sensed idle or, with probability p,

attempt to transmit during the next slot. The idea behind the p-persistence is that the probability p can be

adjusted to give the best combination of idle time and interference (with a larger value of p decreasing

idle time but increasing interference). 1-persistent CSMA has the negative property that if two terminals

became synchronized and collided at some time slot t, would continue to be synchronized and collide

again during time slot t+1, t+2 and so on. It is to prevent this situation that some degree of randomness
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is desirable in contention-based MAC protocols.

Simulation results by Tobagi et. al. in [5] show that the most optimal p-persistent CSMA

for a particular throughput will outperform non-persistent CSMA, however, not by very much. Both

modes of CSMA outperform pure and slotted ALOHA as long as propagation delays are small (with

large propagation delays, CSMA begins to perform poorly because it acts on stale information whereas

ALOHA is immune to large propagation delays).

The ability to sense the channel before transmitting gives CSMA improved performance over

ALOHA except in situations where its carrier sensing abilities fail. Carrier sensing fails in the presence of

hidden-terminals. A hidden-terminal is present in the following scenario: there are three nodes arranged

in a straight line, separated from each other by a distance equivalent to the propagation distance of their

radios. The nodes on the ends of the line can only hear the node in the middle while the node in the

middle can hear them both. The node on one end of the line is transmitting to the middle node when the

node on the other end decides it too wants to transmit to the middle node. It senses the channel, finds it

free, and proceeds to transmit causing a collision at the middle node.

Tobagi and Kleinrock evaluate the effects of hidden terminals on CSMA in [13] and show

that the channel capacity of a CSMA controlled channel approaches that of a channel controlled by pure

ALOHA in the presence of hidden terminals. They propose a protocol called BTMA (Busy Tone Multiple

Access) to solve the hidden-terminal problem. The context in which BTMA is described is one of a single

station and multiple terminals that can be hidden from each other. The communication channel is divided

into two portions – a message portion and a busy-tone portion – which are not necessarily of equal size,

i.e. the message portion gets most of the bandwidth. The station emits a busy-tone signal on the busy-

tone portion of the channel when it detects a transmission from any of the terminals. Since all terminals

are within range of the station, they can hear the busy-tone even if they cannot hear the transmissions of

all other terminals. When a terminal becomes ready to transmit, it senses the busy-tone portion of the

channel instead of the message portion as in CSMA, and hidden-terminal collisions are avoided. There
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is a price to pay in BTMA for the busy-tone channel. The presence of noise on the busy-tone channel

means that detecting the tone in this ”narrow-band” channel can be tricky. The wider the bandwidth

given to the channel, the more detectable the tone will be, but the more bandwidth will be taken away

from the message channel.

The literature is a little thin on where CSMA/CA has its roots, but the DCF (Distributed Coordi-

nation Function) mode of IEEE 802.11 builds upon its concept and is often referred to when CSMA/CA

is talked about in the literature. The CA in CSMA/CA stands for collision avoidance and consists of two

special messages: Request-to-Send (RTS) and Clear-to-Send (CTS). A sender precedes any transmission

of data with an RTS message and proceeds to transmit its data only after receiving a CTS message. Even

terminals hidden from the sender but within range of the receiver will hear the CTS and defer their own

transmission, preventing a collision.

Phil Karn’s MACA (Multiple Access with Collision Avoidance) [6] is strongly based upon

CSMA/CA. In the amateur radio context in which Karn considers his protocol, there is a new challenge

to overcome along with the hidden-terminal and that is the exposed-terminal. An exposed terminal

occurs when a terminal that is too far away to interfere with another sender (i.e. it is out of range of that

sender’s receiver) defers its transmission because it can hear that other sender’s transmission. In order

to solve both exposed- and hidden-terminal problems simultaneously, Karn removes the carrier sensing

(leaving only MA/CA) and makes MACA rely purely on its collision avoidance capability. MACA uses

RTS and CTS packets to implement collision avoidance, with the sender including the amount of data it

has to send in the RTS message and the receiver copying that information into its CTS message. Besides

solving the hidden-terminal problem, the RTS/CTS exchange can solve the exposed-terminal problem

because a ready terminal that hears another terminal’s RTS and then does not hear a CTS can safely

assume that it is out of contention range of that terminal and proceed to begin its own collision avoidance

handshake and transmission. According to Karn, MACA is not a novel concept, merely a formalization

of a commonly understood technique. He says it is essentially the same as BTMA except that the busy-
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tone channel is multiplexed in with the data. MACA marks the appearance into the realm of wireless

networks of the now popular binary exponential backoff algorithm for retransmission time.

Vaduvur Bharghavan and his research colleagues at Xerox Palo Alto Research Center (PARC)

later enhanced Karn’s MACA and, to honor the original name, called their protocol MACAW (Multiple

Access Collision Avoidance for Wireless LANs) [7]. The first enhancement in MACAW was in the

retransmission algorithm. MACA uses a simple binary exponential backoff algorithm in which the re-

transmission timer begins at 1 slots and is doubled after every unsuccessful transmission attempt and

reset back to 1 after every successful transmission. This backoff scheme causes a high degree of un-

fairness in situations where one node grabs the channel and forces other contending nodes to repeatedly

try to retransmit with smaller and smaller probability of success. in MACAW, the backoff scheme is

augmented so that on transmission failure, the backoff timer is increased by a factor of 1.5 instead of 2

and upon success, instead of dropping down to 1 immediately, the timer is simply reduced by 1. Fairness

is increased and backoff oscillation is reduced. In addition – given that the backoff timer’s value is a

function of the local congestion (and not just something at node itself) – nodes include the value of their

backoff timer in their RTS and their neighbors adopt it.

Aside from improvements to the backoff strategy, the authors also implement multiple stream

queues at each node, add an ACK (acknowledgment) packet to reduce the time taken to initiate retrans-

missions, add a DS (data sensing) packet to account for an exposed terminal situation where an RTS is

sent to a node that is unable to respond with a CTS (and causes backoff counters to grow), and add an

RRTS (Request for Request to Send) packet that can allow a node to contend on behalf of another node

in certain situations. The authors note that the current scheme does not accommodate multicasting well

and it remains an unsolved problem.

In 1997 the first draft of the IEEE 802.11 Wireless Local Area Network specification was com-

pleted. Crow et. al. wrote an article summarizing the features of the new standard [8]. In 802.11, a group

of nodes that are communicating form the Basic Service Set (BSS). Within a BSS nodes are coordinated

9



using one of two modes: the Distributed Coordination Function (DCF) or the Point Coordination Func-

tion (PCF). The DCF is the more popular mode of 802.11 and is essentially CSMA/CA. The PCF mode

is a polling technique that allows nodes to communicate in a contention-free manner under the manage-

ment of a Point Coordinator (the access point). PCF is therefore not available in 802.11’s ad-hoc mode,

which most researchers are interested in.

The 802.11 standard defines three inter-frame spaces (IFS): the short IFS (SIFS), the PCF-IFS

(PIFS) and the DCF-IFS (DIFS). During DCF mode, contending nodes must wait no less than a DIFS

when contending for the channel. Once they have acquired it, they send their data packet and wait a SIFS

for the ACK. A SIFS is the shortest IFS, so the ACK has ”priority” over any new transmission. During

the PCF mode, the point coordinator will wait a PIFS interval when contending for the channel. Since

a PIFS is shorter than a DIFS, the point coordinator will beat out any other node to the channel. 802.11

has support for RTS/CTS exchange, not only to combat hidden-terminal problems, but also to prevent

wasting time on collisions that involve large packets (the sender of which would continue sending until

they sent the whole packet). RTS/CTS can optionally be turned on only for packets exceeding a certain

size, for all packets, or not at all.

802.11 has two types of carrier sensing: physical and virtual. Physical carrier sensing works

by analyzing all detected packets and via relative signal strength from other sources. In the header of

every 802.11 packet there is duration information which receiving nodes use to update their Network

Allocation Vector (NAV). The NAV indicates how long before the channel will be free. Virtual carrier

sensing is done by looking at the NAV and deferring access if it is non-zero.

1.2.2 Schedule Based MAC Protocols

The TRAMA (TRaffic Adaptive Medium Access) protocol, is a schedule based protocol de-

signed to reduce energy consumption1 in sensor networks. Sensor networks are typically comprised of
1According to Rajendran et. al. TRAMA it is the first schedule-based protocol to do this.
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large numbers of nodes of relatively low computational and storage ability that need to last for long peri-

ods of time solely on battery power. Wireless communications efficiency contributes in large part to the

lifetime of a sensor network node. To achieve its high energy efficiency, TRAMA is designed to avoid

collisions at receivers by electing a single transmitter at any time in a 2-hop neighborhood2 and letting all

nodes that aren’t the intended receivers know they can go to sleep. In TRAMA, channel time is divided

into two modes: a random access mode and a scheduled mode. Time is assumed slotted and nodes are

assumed synchronized during both modes.

Random access mode is a contention-based mode. In order to accommodate topology changes,

contention-based periods are present in all schedule-based protocols3. The random access mode is sized

according to the expected density of nodes in the target application. During random access mode, nodes

exchange their 1-hop neighbor information in beacons. After this process is finished, each node has

2-hop neighborhood knowledge.

The scheduled mode of TRAMA is when all data transmissions occur. In order to transmit data

collision-free, a node determines its SCHEDULE INTERVAL: the interval of time for which the node has

data in its queue. The node then determines, with the help of a hash function similar to that used in [10],

which slots during this interval it has highest priority for. It determines the receiver for each of these

slots and encodes that information in its schedule message as a bitmap. Each winning slot gets its own

bitmap, and each bitmap has a bit set for each of the node’s neighbors that is an intended receiver of the

transmission during the corresponding slot. Multicasting and broadcasting are easily supported. The last

winning slot of the node is used to send the schedule information for the next interval and so on. There

is a mechanism provided to give up unused slots so they are not wasted.

TRAMA’s energy efficiency is compared to that of 802.11, CSMA, S-MAC and NAMA and

found to be superior. It pays a big price in terms of delay. The delay incurred by TRAMA is almost
2A sufficient condition for collision freedom because it eliminates hidden terminal collisions.
3A notable exception is TDMA (Time Division Multiple Access) where the channel is divided into frames of N slots each, in a

network of N nodes, and each node gets its own slot to use (or waste) at its discretion.
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two orders of magnitude greater than that of the contention-based protocols. NAMA’s delay is almost as

large.

The most influential of the aforementioned schedule-based protocols to this work is DYNAMMA

(DYNAmic Multi-channel Medium Access). With an attention to energy consumption similar to that in

TRAMA, and more application independence than FLAMA, the DYNAMMA framework boasts the

ability to adapt to application traffic patterns, provide collision-free multi-channel operation, and do it

with reduced signaling overhead.

In DYNAMMA, time is divided into superframes, each of which is the same length and is

broken up into periods of three different kinds of slots. The first of these is the signaling slot. Every

superframe begins with a number of signaling slots. Each node gets its own signaling slot and uses it

to announce its presence to its neighbors and exchange information about the traffic it has to send. A

few of these slots are left vacant to be used by nodes joining the neighborhood. After the signaling slots

come the base slots. A base slot is sized to fit the largest MAC frame size. For a maximum frame size

of 4096 bytes, a base slot is the same size as 16 signaling slots. After the base slots the remainder of

the superframe is filled by burst slots. These slots are larger in size than base slots and can fit multiple

frames allowing a transmitter an opportunity to transmit multiple frames in a burst. Clearly, nodes in

DYNAMMA have to be synchronized in order to conform to the superframe structure and among their

other uses, the signaling slots provide this functionality.

As previously stated, all schedule-based protocols that wish to accommodate variable topolo-

gies must have a contention-based period. In DYNAMMA, signaling slots are the only contention-based

element. When a node joins the network, it must choose a vacant signaling slot and begin transmitting its

signaling packet in that slot in every subsequent superframe. It is easy to see that there exists a possibility

that two nodes will join the network at the same time and choose the same signaling slot. DYNAMMA

handles this situation in a manner very similar to that of the WiMedia MAC protocol: a node can detect

that its signaling packet has collided by listening to its neighbors’ signaling packets, and can then resolve
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the collision by moving to a different signaling slot.

Once the nodes have settled into their neighborhoods, their signaling packets continuously

propagate traffic information. Each node’s signaling packet contains its own traffic information, as well

as traffic information of each of its 1-hop neighbors. Traffic is treated as a series of 1-hop flows. Each

flow has a source, a 1-hop destination, and a flow identifier. Furthermore, to be more adaptable to the

application data characteristics, DYNAMMA has three flow classes: class 0 through class 2. Class 0

flows are allowed to compete for every data slot in a superframe, class 1 flows can only compete for half

the slots, and class 2 flows can compete for a quarter of the slots. The determination of which class a

flow falls in is a function of the number of flows contending in the neighborhood, the arrival rate of the

flow, and the service rate of the flow. Flow information is summarized very succinctly using a bitmap

format (previously seen in TRAMA). The flow bitmap has a bit for each neighbor of a node. The least

significant bit of the flow bitmap corresponds to the first neighbor in the list of 1-hop neighbors. If the

bit is 1, there is a flow for that neighbor, if 0 there isn’t. The strength of the bitmap representation is that

it lends itself very well to delivering multicast and broadcast information – previously mentioned as a

lacking feature of all contention-based MAC protocols.

Once the traffic information is disseminated, each node can independently execute the dis-

tributed scheduling algorithm at the beginning of each data slot to decide whether it will become a

transmitter, a receiver, or go to sleep during that slot. Channel selection is also done by the scheduling

algorithm. To enable the distributed execution of this algorithm, DYNAMMA uses a pseudo-random

function to generate a unique priority for each flow and select a channel. A very similar scheme is

described by Garcia-Luna-Aceves et. al. and used in the NAMA, LAMA and PAMA MAC protocols

[10].

The performance of DYNAMMA is terms of medium utilization and energy consumption is su-

perior to that of IEEE 802.11 and TRAMA. The average delay packets incur is less than that of TRAMA

but still significantly larger than that of IEEE 802.11 (playing a representative role of contention-based
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MACs in general). It is here that TRANSFORMA finds motivation – to try to further reduce the average

delay that still plagues schedule-based MAC protocols.

1.3 Contributions

In this section we summarize the contributions of our work.

The very first contribution of this work is an analysis of the behavior of a schedule-based

MAC protocol that has accurate prediction. This prediction-simulating protocol is derived from the

DYNAMMA framework and named DYNAMMA-PRED (for DYNAMMA with prediction). Chapter 2

describes the modifications made to DYNAMMA to form DYNAMMA-PRED and evaluates the results

to show that, as expected, prediction can significantly reduce the delay suffered by the schedule-based

protocol.

The dependence on traffic forecasting of our proposed Medium Access Control approach moti-

vated us to seek a metric of predictability that we could ultimately use to quantify which types of network

applications would be well served by our MAC. We developed a technique to generate “entropy finger-

prints” of network applications that is described in Chapter 3. These entropy fingerprints have several

characteristics that are unique to each network application and can be used to compare, among other

things, the predictability of the application’s traffic at various time scales.

We then designed a schedule-based MAC protocol we call TRANSFORMA (Traffic Forecast-

ing Medium Access). In our protocol, each node uses a machine learning algorithm to predict the data

rate of each outgoing flow. These predictions (or forecasts as they may otherwise be referred to in this

thesis) are distributed to the neighboring nodes and a distributed scheduling algorithm that runs at each

node uses this information to determine which flow will win any given slot. The protocol design and

simulation evaluation are presented in Chapter 4.

Finally, we put together a fully functional TRANSFORMA network interface for a Linux ma-
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chine. The implementation of this network interface consists of custom firmware for a Starix Technology

development board, a companion Linux driver go with the firmware, and a forecaster application to per-

form all the traffic forecasting computation. The design of the implementation and experimental results

are presented in Chapter 5.
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Chapter 2

The Utility of Traffic Forecasting to

Medium Access Control

2.1 Introduction

As a result of the wide availability and variety of wireless devices and the ubiquity of wireless

communication infrastructure, a number of new applications and services have emerged – notably the

“Smart Environments”, which include the “Digital Home”. One of the challenges imposed by Smart En-

vironments in general, and the Digital Home in particular, is their high throughput and stringent quality-

of-service (QoS) requirements.

As new physical layer technology such as highly integrated, small foot-print, single-chip radios

combined with advanced coding and modulation techniques are able to support very high data rates, the

fundamental limits challenging development and deployment of Digital Home applications have been

shifting from the physical (PHY) layer to the medium access control (MAC) layer. Consequently, it is

imperative to design efficient MAC techniques that will “expose” the underlying PHY’s high data rates
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to the applications while meeting their QoS requirements such as low delay and delay-jitter.

Random access (a.k.a., contention-based) channel access methods, such as IEEE 802.11’s

DCF, are known to have their performance deteriorate sharply as traffic load and network density in-

crease. This degradation in performance is due to collisions that reduce channel efficiency and increase

per-packet energy cost.

Schedule-based solutions to the medium access problem – such as those presented in [10],

[15], [2] – eliminate collisions, improving channel efficiency substantially. Furthermore, using time

slots to arbitrate medium access makes it possible to do more effective sleep-scheduling [2] and thus

considerably improve energy efficiency. Dynamic schedule-based medium access approaches schedule

data transmissions in response to application traffic. While these solutions maximize channel utilization

by allocating channel time only to nodes that need it, they may exhibit longer data delivery delays. This

extra delay is due to the fact that before data can be sent, traffic information needs to propagate so that

nodes can schedule accordingly.

In this chapter we are interested in answering the following question: “If we use predictions

of the behaviors of flows in the network, can we decrease the delay in schedule-based medium access

control?” The main idea is to use traffic forecasting to anticipate transmission schedules instead of

establishing them reactively, i.e., as traffic arrives at the MAC layer. Although not all applications gener-

ate forecastable traffic, we contend that many applications do, in particular most Digital Home services

that have stringent QoS demands. Examples of predictable network traffic include Voice-over-IP (VoIP)

applications such as Skype, iChat, and Google talk. Video streaming applications have lower QoS de-

mands but also contain many predictable patterns. All of these applications are becoming increasingly

commonplace in the home networks of today. As we move towards “smart” homes and offices, we argue

that even more media-carrying, forecastable data streams will flow over the underlying networks.

The remainder of this chapter is organized as follows. We start by presenting an overview

of related work in Section 2.2. Then, in Section 2.3, we present some preliminary results showing the
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potential performance benefits traffic forecasting can bring to schedule-based channel access. We then

describe a machine-learning based traffic forecasting technique using the expert framework ( [16, 17]) in

Section 2.4. We conclude with a discussion of open research issues and the direction of our future work.

2.2 Related Work

2.2.1 Schedule Based MAC Protocols

Contention-based medium access methods suffer from collisions that cause performance dete-

rioration with increased load and also contribute significantly to the energy consumption of the radios.

Schedule-based medium access methods on the other hand eliminate collisions and provide much higher

delivery-ratio performance. Through structured use of the channel, they can also eliminate overhearing

and idle-listening, which gives them very good energy saving properties.

The TRAMA (TRaffic Adaptive Medium Access) [11] protocol, is a schedule-based protocol

designed to be bandwidth- and energy-efficient. TRAMA achieves energy efficiency by eliminating

collisions and allowing nodes to sleep when they are not the intended receivers of the current transmis-

sion. While TRAMA achieves considerable energy savings (when compared to contention-based MAC

protocols such as S-MAC), it incurs high delay.

DYNAMMA (DYNAmic Multi-channel Medium Access) [2], like TRAMA, gives attention

to energy consumption and provides more application independence than FLAMA [12], a scheduled-

access protocol designed specifically for sensor network applications. The DYNAMMA framework

boasts the ability to adapt to application traffic patterns, provide collision-free multi-channel operation,

while achieving reduced signaling overhead. DYNAMA’s performance in terms of medium utilization

and energy consumption is superior to that of TRAMA and contention-based protocols. However, while

the average delay packets incur in DYNAMA is less than that of TRAMA, it is still significantly larger

than that of IEEE 802.11 (which we use here as a baseline for contention-based MACs). Our goal is to
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explore whether traffic forecasting can be used to reduce this delay commonly found in schedule-based

MAC protocols. In Section 2.3 we use a modified version of DYNAMMA, which we call DYNAMMA-

PRED, to show the potential improvement possible if traffic forecasting is used.

2.2.2 Traffic Forecasting

Dynamic schedule-based protocols achieve collision-freedom by exchanging some form of

scheduling information in advance of actual data transmission. Transmission slots are allocated based on

this information. Allocating more slots than the traffic needs wastes channel time, while allocating less

slots than needed will increase the delivery delay. We propose to use a traffic forecaster at each traffic

source that constantly adapts its forecast of how many slots and with what spacing will be required to best

serve each data flow. The forecasts are disseminated to the two-hop neighborhood and used to schedule

the medium access. A survey of the literature shows that traffic forecasting has not been used at the MAC

layer in the way we are proposing.

In [18], the authors present a dynamic bandwidth allocation strategy that, combined with the

use of the Renegotiated Constant Bit Rate (RCBR) service model can accommodate variable bit rate

(VBR) video while reducing queue sizes and increasing network utilization. The method used is adaptive

linear prediction minimizing mean square error. With the RCBR service model, a large frequency of

bandwidth renegotiations corresponds to higher network utilization but also larger signaling overhead;

the authors present some methods to control this tradeoff. In our forecast-enabled, schedule-based MAC

we encounter a similar set of problems in terms of: allocating enough time slots to a flow to satisfy its

bandwidth needs while trying to dampen fluctuations in the forecasts to reduce dissemination overhead.

In the work described in [19] the authors investigate several bandwidth allocation policies that

can be used at the adaptation layer between ATM and IP networks. More specifically, the paper compares

the performance of static algorithms (where bandwidth allocation does not change), periodic algorithms

(where the bandwidth allocation is changed periodically) and adaptive algorithms (where the bandwidth

19



allocation is changed as necessary within some restrictions) is compared in the paper.

Koutsakis et al. have shown how traffic models can be used in call admission schemes to

provide better quality of service when delivering video conferencing, MP3 downloads, and MPEG-4

streaming in cellular wireless networks [20],[21].

Traffic prediction or forecasting has also been used by Liu et al. in their work [22] to dynam-

ically set the duration of a transmission opportunity (TXOP) in IEEE 802.11e in order to improve the

quality of service given to variable bit-rate video.

2.2.3 Quality of Service

One of the benefits of a schedule-based MAC is the ease with which Quality of Service (QoS)

guarantees can be made. IEEE 802.11 on the other hand struggles in this regard. There exists a large

body of work concerned with adding QoS to IEEE 802.11. One notable example is the work described in

[23] focusing on bandwidth management in ad-hoc networks. The solution presented there is a dynamic

bandwidth management scheme that provides an application level solution to the problem of providing

QoS in an ad-hoc network. Under the centralized control of a bandwidth manager entity, each node

adapts its rate factoring in both the requirements of its applications and the available bandwidth. The

whole framework runs on top of IEEE 802.11. Although the proposed dynamic bandwidth management

is an effective method of providing QoS, it is complex and depends on a central management entity,

which makes the system less flexible and prone to a central point of failure. The traffic forecasting,

schedule-based MAC that we aim to develop as a follow up to this work will not only be able to deliver

QoS guarantees without a central management authority, but it will be able to infer the QoS needs of

applications and meet them without the need for any cross-layer awareness, greatly reducing the overall

system complexity.

20



2.3 Benefits of Traffic Forecasting

In this section we quantify the impact of traffic forecasting on the performance of scheduled-

based MACs. We do this by assuming that traffic can be forecast with 100% accuracy and evaluating the

performance under this assumption. Assuming an optimal forecaster will give us an upper bound on the

performance of forecast-based medium access.

Evaluation Methodology

We chose to use a simulation-based evaluation methodology to determine an upper bound on

the performance of schedule-based medium access given perfect traffic forecasting. Specifically, the

DYNAMMA protocol presented in [2] is adapted to use “oracle” traffic forecasting and its performance

is compared to DYNAMMA’s unmodified version.

DYNAMMA is a schedule based protocol. Each node that participates in the network syn-

chronizes to its neighbors and broadcasts a beacon during its assigned beaconing slot at the beginning of

each superframe (a construct commonly seen in schedule-based MAC protocols that defines a repeating

pattern of time slots). When a node has traffic for one of its neighbors, it means it has an outgoing flow

to that neighbor. Beacon packets are used to inform a node’s neighbors of its own flows as well as those

of it’s neighbors. Using this method two-hop flow knowledge is established.

At the start of each data slot of the the superframe one or more flows are pseudorandomly

selected to use that slot. Flows requiring more bandwidth are favored by the pseudorandom generator.

Multiple flows can use the same slot only if their simultaneous transmissions will not cause a collision.

DYNAMMA-PRED uses the same framework as DYNAMMA with the addition of an “ora-

cle” forecaster, which provides global queue state knowledge to the whole network. Unlike DYNAMMA,

in DYNAMMA-PRED only flows that are known to have at least one packet to send are eligible to con-

tend for a given slot. Although this method is not achievable in practice because it relies on all nodes
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knowing instantly when a packet is ready to be sent at any of the nodes in their 2-hop neighborhood, the

result provides a baseline of what is achievable with traffic forecasting.

Observations

To compare the performance of the two protocols we examine queuing delay, delivery ratio

(total packets received divided by total packets sent), and percentage of time spent with radios in sleep

mode using the Qualnet network simulator.

The scenario depicted in Figure 2.1 represents an infrastructure-less home network. An ad-hoc

deployment will be essential to alleviating the burden of set-up and installation of smart devices on the

consumer. The simulation scenario consists of 16 nodes arranged in a grid formation. They are spaced

apart such that the diagonal spacing between two nodes is within radio range (25 meters) and creates a

neighborhood pattern. The radio transmission rate is 53.3Mbps using a WiMedia physical layer model as

defined in the ECMA-368 ultra wide-band physical and MAC layer standard [24]. Each node is a traffic

source and randomly generates packets for random neighbors.

Figure 2.1: Simulation scenario: each node randomly generates traffic for its 1-hop neighbors.

The effect of the “oracle” forecaster on queueing delay is of particular interest. In Figure 2.2

we observe that the delay performance of DYNAMMA-PRED is better than that of DYNAMMA for

inter-arrival times of 5ms and more. At high loads, when bandwidth demand exceeds availability
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and MAC layer queues grow, DYNAMMA-PRED has comparable delay performance to DYNAMMA.

DYNAMMA-PRED reaches a new delay floor of around 0.5ms. To put this into perspective, the width

of a slot is 638.125µs so the average delay is less than one slot length. DYNAMMA-PRED will try to

schedule a flow for transmission during the slot after the packet arrives. The worst case delay in a lightly

loaded system would be one slot length and the best case delay would approach zero, so on average the

delay should be close to half a slot duration. The low delay of 802.11 at high load is misleading – the

significant number of dropped packets are not accounted for in the MAC-layer delay measurement.

DYNAMMA is a multi-channel MAC protocol and we include results for 1–, 2– and 3– channel

operation for both the original DYNAMMA and augmented DYNAMMA-PRED.

Figures 2.3 and 2.4 confirm that DYNAMMA-PRED retains the high delivery ratio and energy

efficiency of DYNAMMA. It is not traffic forecasting but rather just the schedule-based nature of the

medium access that provides good performance in these two aspects.

It is worth noting that the delivery ratio of schedule-based protocols drops only when the MAC-

level queues fill up. Contention based protocols, on the other hand, begin to experience collisions even

before the queues fill and so their delivery ratio steadily degrades with increased traffic load.

Figure 2.2: Average queueing delay of IEEE 802.11, DYNAMMA, and DYNAMMA-PRED.
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Figure 2.3: Average delivery ratio of IEEE 802.11, DYNAMMA, and DYNAMMA-PRED.

Figure 2.4: Percentage of time spent sleeping in DYNAMMA, and DYNAMMA-PRED.
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2.4 Forecasting Traffic

The positive effect of the oracle forecaster can be seen in the results of DYNAMMA-PRED.

Though “oracle” forecasting is not realizable, past traffic trends and patterns can be harnessed to antici-

pate future traffic behaviors.

There are several properties of a flow’s traffic that may need to be forecast such as amount

of throughput it will need and for what duration, the arrival time of its next packet, the size of the next

packet or the average packet size. For the purpose of slot scheduling, we formulate the traffic forecasting

problem in terms of the expected arrival time of the flow’s next packet. In other words, the forecasting

approach described in this section will focus on predicting a flow’s expected packet inter-arrival time

in order to schedule future transmission slots for that flow. The proposed traffic forecasting algorithm,

which is based on the experts framework [17], selects the best inter-slot duration that a node should use

to service a flow with minimal delay and minimal slot wastage.

Expert Framework Forecaster

The experts framework [17] is an on-line machine learning algorithm in which the output at

each prediction trial depends on the individual outputs of a set of experts. All experts are given identical

input data which they use to predict an output. The goal in the experts framework is to have the output

of the overall algorithm track that of the best performing expert. An expert can be a complex algorithm

that processes the input data to predict the output or it can be a simple function or even a constant that

always gives the same prediction. Each expert has a weight that is multiplicatively updated at each trial

of the algorithm. An expert’s weight is reduced proportionally to how poorly it predicts. The output of

the overall algorithm at each trial is the weighted average of the experts’ outputs. The variable-share

expert algorithm is used here to help experts that begin to forecast accurately quickly regain their weight.

The forecasting algorithm we designed operates on the assumption that packet inter-arrival
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times are persistent over time. This assumption is based on empirical observations of traffic generated

by applications that fall in the category described above, i.e., high date rate, real-time. Figure 2.5 shows

cumulative distribution function (CDF) plots of the packet inter-arrival time and packet size properties of

a Skype audio trace. The trace contains one direction of the Skype conversation and was recorded using

the Wireshark [25] traffic monitoring tool at the source. The CDF plots reveal that only a few discrete

values of inter-arrival time and packet size dominate the distributions. As home networks evolve, we

expect to see many applications that, like Skype, are rich with application-dependent patterns that can be

exploited by a traffic forecaster such as the one we outline here.

With MAC layer traffic forecasting, the time-scale of interest is rather small. It is determined

by the size of a superframe in the protocol. Given that at least two superframe durations are required to

propagate traffic information to a 2-hop neighborhood, the time scale of interest is around two superframe

durations, e.g. in DYNAMMA it would be 320ms.

Figure 2.5: Cumulative distribution function plots showing packet inter-arrival time and packet size.

There are around 5 discrete inter-arrival times and 3 discrete packet sizes.

The forecasting algorithm is designed around a schedule-based MAC’s time structure. More

specifically, the notions of superframe and time slot have been built into its operation. In a real im-

plementation, the forecaster will run in real time and can be implemented in hardware for speed and
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efficiency. Each forecast trial happens at the beginning of a superframe. At each trial, the algorithm

evaluates the forecast of each expert and comes up with a new value for the best inter-slot duration. The

experts’ forecasts are evaluated using a loss function that takes into account both how many slots that

forecast would waste and what the average per-packet delay would be. The forecast of each expert is a

constant value in this algorithm and ranges from 1 to the number of slots per superframe. For example,

a forecast of 1 corresponds to requesting every slot for the flow.

Forecasting Results

Our forecaster was run on the trace depicted in Figure 2.5. Figure 2.6 shows that the forecaster

accurately predicts the slot period that will lead to best slot usage and lowest average delay. In this case,

the best slot period corresponds to the inter-arrival time indicated by the the 0.01s dark line in the top

plot of Figure 2.5.

Figure 2.6: Forecaster output: prediction of slot period required to service a flow that produces lowest

delay and wasted slots. Given that the slot duration was set at 638.125µs, a slot period of 16 corresponds

to 10.210ms and this is exactly the inter-arrival time indicated by the lowest dark cluster in the top plot

of Figure 2.5.

The average delay incurred by a packet is depicted in Figure 2.7. When the forecaster con-
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verges on the correct slot period, the average delay is around half the packet inter-arrival time. The

forecaster constantly tries to reduce this delay while at the same time keeping the number of slots wasted

low. Some amount of slot wastage must be traded in order to reduce the delay, and this can be tuned

in the loss function that governs the operation of the experts algorithm. Figure 2.8 shows the slot usage

of the algorithm to service the Skype audio flow. To reduce wasted slots, a backup transmitter can be

elected along with the primary transmitter for each slot. The backup transmitter can use the slot if it does

not detect the primary transmission within some timeout from the start of the slot.

Figure 2.7: Average delay incurred by the experts forecasting algorithm.

Figure 2.8: Slots used and wasted by the forecaster over time.
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2.5 Challenges and Future Work

The forecaster presented in Section 2.4 works very effectively at forecasting the best slot period

for a flow; it is therefore a promising approach to forecasting flow traffic at the MAC layer in order to

improve schedule-based performance.

In this chapter we have shown forecasting working in a simplified scenario: a single node

running a single application generating a single flow. In realistic scenarios each node may be host to flows

from multiple network applications and in a multi-hop-capable network each node must forward traffic

on behalf of other nodes. An example of the targeted applications are real-time multimedia applications

whose traffic exhibits strong pattern and persistence. Furthermore, in the applications we are interested

in, single-hop activity is more common making multi-hop aggregation less of a concern.

In traditional schedule-based medium access protocols, traffic information needs to propagate

around these 2-hop neighborhoods in order for nodes to be able to set up schedules for traffic to be

sent. Traffic forecast information needs to propagate around 2-hop neighborhoods in a similar fash-

ion. The length of time required for this propagation to complete is implementation dependent, but in

typical superframe-structured protocols it will take 2 superframes. The signaling done during the first

superframe propagates the forecast to the 1-hop neighbors, and the signaling done during the second su-

perframe propagates it to all the 2-hop neighbors. This non-negligible delay must be considered because

if the traffic pattern does not persist for longer than this period, the forecast will be out of date by the

time it is propagated.
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Chapter 3

Characterizing Network Traffic Using

Entropy

3.1 Introduction

There is no question that emerging and future Internet applications have become much more

diverse and complex than the original Internet’s “killer apps”, namely e-mail, file transfer, remote login,

and even early Web-based services. Application diversification will not only continue but will likely

become even more accentuated as the Internet becomes the preferred medium for access to information,

communication, and entertainment replacing or complementing the phone, TV, radio, movies, newspa-

pers, books, etc. This trend is already visible today with services like Skype, YouTube, Hulu, and Net-

flix, to name a few. Teleconferencing and distance learning applications are also becoming more popular

as well as media streaming, games, interactive TV, peer-to-peer and social networking. Although the

user base of these applications is still growing, they already consume more than half of the total band-

width [26]. And, as they become more popular, they will consume an even more disproportionate amount
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of the Internet’s overall resources.

We argue that, in order to engineer future internets such that they can adequately cater to their

increasingly diverse and complex set of applications while using resources efficiently, it is critical to be

able to characterize the load that emerging and future applications place on the underlying network. To

this end, in this chapter, we explore ways to understand the correlation between the nature of an appli-

cation and the complexity of traffic it generates. We investigated different metrics to characterize the

complexity and behavior of application traffic in a systematic way. As a starting point, we explored self-

similarity, which has become a well-known metric in the networking community and measures whether

traffic preserves its burstiness at different time scales. We then looked into entropy, which, from Infor-

mation Theory is defined as a measure of information, choice and uncertainty [1]. We found that, while

self-similarity is not a strong indicator of traffic behavior, the entropy of packet inter-arrival times can

generate application “entropy fingerprints” that can be used not only to clearly distinguish one applica-

tion from another, but also provide a summary of the application’s complexity over multiple time scales

which can be used to quantitatively compare the complexity of one application’s traffic to that of another.

Around the same time we were conducting our study, Riihijarvi et al. [27] also proposed the

use of entropy as a complexity metric for network traffic. There are two distinctions between the works.

First, Riihijarvi et al. [27] focus on aggregated network traffic where packets from multiple source-

destination pairs and multiple applications are present. Our work targets per-(application) flow traffic, in

which packets of a single application between a single source-destination pair are considered in isolation.

Per-application flow characterization targets network control functions such as traffic scheduling and

admission control at the edges of the network, which necessitates differentiating network traffic on a

per-application basis. Riihijarvi et al., on the other hand, explore traffic model validation and anomaly

detection applications to which aggregated network traffic is better suited.

While both efforts agree on the fact that self-similarity is not a strong indicator of traffic com-

plexity (for both isolated and aggregated traffic), the second distinction between our approach and theirs
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is the way the entropy analysis is conducted. We take an approach similar to that used in the neuro-

science community to study neuron spike trains [28]. We map the packet arrival times of each trace to a

binary series and estimate the entropy of this series. Riihijarvi et al., on the other hand, use the SampEn

estimator [29] directly with the unprocessed time-series of packet inter-arrival times. We found that our

approach of using the binary series in conjunction with our Plug-in Packet Timing Entropy (PPTEn) esti-

mator captures more of the underlying application characteristics than the SampEn multiscale approach.

In addition, the PPTEn estimator is capable of doing traffic forecasting with little to no modification,

which can be beneficial for traffic scheduling.

The remainder of the chapter is organized as follows: in Section 3.2 we present the datasets

that we use in this work. We present our finding on the applicability of self-similarity to traffic character-

ization in Section 3.3. Section 3.4 explains how entropy can be used as a complexity metric for network

traffic and presents our PPTEn estimator and a brief overview of the SampEn estimator [29][27]. The

results of our entropy analysis of the datasets are presented in Section 3.5. In Section 3.6 we show

that PPTEn can be used as a traffic predictor as well and compare its performance to that of an ARMA

predictor. Section 3.7 outlines some possible applications of this work and Section 3.8 concludes the

chapter.

3.2 Datasets

In this section we describe application data we use in our study. We start by presenting a

taxonomy of network applications that we feel (and a study by Sandvine Incorporated supports [30]) is

representative of a large portion of today’s network traffic in Table 3.1. In our taxonomy, applications

fall into one of three categories according to their network traffic characteristics: streaming media, real-

time or best-effort. We further subdivide the real-time category to differentiate voice over IP (VoIP),

video conferencing, and remote access applications. For each application we indicate whether it uses
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buffering, has traffic that tends to be bursty, has traffic that is affected by available bandwidth, has traffic

patterns that depend on a application codec of some sort or has its traffic pattern greatly influenced by

the presence or absence of user interaction.

Table 3.1: A taxonomy of common network applications. Applications whose traffic will be studied in
this chapter are marked with “*”.
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protocol protocol or codec

Streaming media YouTube.com TCP H.264/MPEG-4
AVC [31]

• • •

Hulu.com * TCP H.264 [32] • • •

Netflix.com * TCP VC1 Advanced Pro-
file [33]

• • • •

ABC.com * TCP TrueMotion VP7 • • • •

Webcam stream * UDP RTP •

Real-time VoIP Skype * UDP, TCP ISAC, iLBC,
G.729, iPCM-
wb, EG.711A/U,
PCM A/U, SVOPC
[34]

•

iChat * UDP AAC-LD [35] •

GoogleTalk * UDP PCMA, PCMU,
G.723, iLBC, ISAC,
IPCMWB, EG711U,
EG711A [36]

•

Video conference Skype * UDP, TCP TrueMotion VP7
[34]

•

iChat * UDP H.264/AVC [37] •

GoogleTalk * UDP H.264 SVC, H.264,
H.263-1998 [36]

•

Remote access ssh TCP Secure Sockets
Layer (SSL)

•

VNC TCP Remote Framebuffer
(RFB)

• •

Best-effort BitTorrent TCP BitTorrent protocol • •

File transfer TCP, UDP FTP/SFTP • •

Web browsing TCP HTTP • • •

From the applications in the taxonomy, we chose from the ones whose traffic is not affected by

user interaction to make up the traffic dataset that we use in the remainder of the chapter. We collected

tcpdump [38] network traces and isolated the network traffic of the chosen applications. The application

traces that form our dataset are listed in Table 3.2.
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Table 3.2: Network traces that form our dataset

Real-time VoIP Skype
iChat
GoogleTalk

Video Skype
conferencing iChat

GoogleTalk

Media streaming Hulu.com - “24”
Hulu.com - “Chuck”
Hulu.com - “American Dad”
Netflix.com - “One Last Thing”
Abc.com - “Castle”
Webcam stream

We will analyze these application traces using entropy estimation algorithms and some of them

using self-similarity in the remainder of the chapter. Before we proceed to the analysis, we describe the

nature of each of the flows from the perspective of the cumulative distribution function (CDF) of their

inter-arrival times and 5-second snapshots of their inter-arrival times. We make hypotheses in these two

sections about the complexity of each application that we will come back to when we analyze the entropy

estimates.

3.2.1 Real-time flows

The real-time flow group of traces consists of both voice over IP and video conferencing net-

work traffic from Skype, GoogleTalk, and iChat. The traces were collected on the sender side so as to

prevent deterioration of patterns due to network queueing. Durations of the flows are around 10 minutes

and data rates range from 38kbps to 630kbps. In the context of the real-time flows, we use the terms

audio and VoIP interchangeably in this chapter.

From previous research on Skype traffic identification [39] [40] we know that we can expect

to find patterns (and thus a high degree of predictability) in Skype audio flows. From the cumulative

distribution function (CDF) of the packet inter-arrival times in Figure 3.1a, we can see that there are 4

distinct inter-arrival times in Skype VoIP flows. This supports the claim that there are patterns in Skype
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audio traffic. The CDF for the Skype video conferencing flow in the same figure has similar distinct inter-

arrival times to the VoIP one, with the addition of a new one at close to 0 seconds. The “staircase” in

the Skype video CDF has smoother corners and non-horizontal steps, which means that there are inter-

arrival times distributed throughou the [0,40]ms range. We expect the complexity of the Skype video

conferencing flow will be higher than its VoIP counterpart, although the 5-second Skype flow snapshot

in Figure 3.2b shows that some pattern is still evident.

The CDF of iChat audio (Fig. 3.1a) indicates that there is one fundamental packet inter-arrival

time in the flow with the occasional extra packet. The 5-second flow snapshot in Figure 3.2a solidifies that

observation. iChat audio has a more distinct pattern than Skype audio and can be expected to have lower

complexity. iChat video has a similar packet inter-arrival pattern to iChat audio but has an additional

distinct inter-arrival time of around 1ms as can be seen in both the CDF (Fig. 3.1a) and the flow snapshot

(Fig. 3.2b).

GoogleTalk audio has the widest range of packet inter-arrival times according to its CDF in

Figure 3.1a, but from the flow snapshot (Fig. 3.2a), it looks like the inter-arrival times around 60ms and

100ms dominate and as a result the flows behavior is less complex than that of Skype audio. GoogleTalk

video seems to have nothing in common with its audio counterpart. Both the CDF and the flow snapshot

show completely different behavior with no overlap in inter-arrival time concentrations. Due to the

curved nature of its CDF “staircase”, this flow is expected to be the most complex of the six.

3.2.2 Media streaming flows

We collected traces of three show episodes from Hulu.com, one episode from Abc.com and

one movie from Netflix.com. Additionally, we collected a trace from a webcam streaming video using

the Real-Time Protocol (RTP). The webcam streaming application is set apart from the others by the fact

that it does not leverage client-side buffering and therefore doesn’t have the burst-pause-burst network

traffic pattern that is visible in the other traces.
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From the CDFs in Figure 3.1b it is difficult to distinguish between the Hulu, ABC, and Netflix

flows, but the webcam flow is visibly different. In the flow snapshots in Figure 3.2c, the Netflix flow

is easily differentiable, but the Hulu and ABC flows look very similar. This similarity is unexpected

because the video codec used by ABC.com and Hulu.com is not the same (Table 3.1). Although the flow

snapshots show the presence of a 2s inter-arrival time, its occurrence compared to the other inter-arrival

times is so low that the CDFs don’t show it (the 0-100ms CDF window appears to represent close to

100% of inter-arrivals).

Based on the CDFs and flow snapshots, our expectation is that the complexity of the webcam

flow will be the lowest of the media streaming flows. The Netflix flow will have the highest complexity

because it has less visible pattern than the Hulu and ABC flows. The remaining 4 flows will be very

similar in complexity.

How the complexity of the media streaming flows will compare to that of the real-time flows

is a more difficult estimation to make. Our hypothesis is that the larger amount of data in the media

streaming flows will make their complexity higher than that of the real-time flows

3.3 Self-similarity

We considered self-similarity as our first candidate for a forecastability metric. Self-similar

processes are processes that exhibit long range time dependencies. Consider a covariance stationary

stochastic process X = {Xn : n = 0, 1, 2..., }, with variance σ2 and autocorrelation function of the

form r(k) ∼ k−βL(n), for large k, where 0 < β, and L is slowly varying for large n [41]. A process

is self-similar if β < 1, implying that events in the distant past influence present outcomes. The Hurst

coefficient H = 1− β/2 is a measure of self-similarity, as H ≤ 1/2 correspond to processes with short

memory. Short memory has a precise characterization. Consider the block-aggregate process resulting

from averaging blocks ofm variables together, and its covariance rm(k). Self-similar processes have the
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(a) VoIP and video conferencing (b) Media streaming

Figure 3.1: CDFs of packet inter-arrival times for real-time flows and media streaming flows
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(a) VoIP (b) Video conferencing (c) Media streaming

Figure 3.2: Packet arrival patterns for VoIP flows, video conferencing flows, and media streaming flows
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property that at least rm(k)→ r(k) as m→∞. Usual processes instead have rm(k)→ 0, so averaging

removes dependency, which implies forecasting does not require looking at a very distant past.

3.3.1 Self-similarity related work

A traffic arrival process in a network can have different characteristics depending on the time

scale. Time scale corresponds to the speed at which variations happen in the traffic arrival stochastic

process. It is measured by aggregating packet arrivals at different discretized time interval lengths τ .

Leland et al. [41] first showed the presence of statistical self-similarity in Ethernet traffic for packet-

switched networks. Bursts of packet arrivals are present regardless of time scale, showing the poor

applicability of poisson arrival models. Self-similarity has also been observed in World-Wide-Web traffic

[42] and in Variable-Bit-Rate video traffic [43] among others. [44] refuted traditional network traffic

models and [45] reconciled traditional traffic models with the self-similar behavior of real network traffic.

Park et al. [46] show that self-similarity can be caused by the statistics of the file size distributions, more

so in TCP flows. A self-similar dynamic process is less forecastable than a corresponding correlated

random process. Statistical prediction methods require changes happening in lower frequency at some

time scale, which is not satisfied by self-similar traffic. The Hurst parameter quantifies the degree of

self-similarity. We aim to use the Hurst parameter as an indicator to identify whether certain types of

flows are not likely self-similar and therefore better forecastable.

SELFIS [47] is a self-similarity analysis tool that implements various estimators of the Hurst

parameter. The estimators calculate the Hurst parameter Hm for various time-scales m and declare self-

similarity when 1/2 < Hm < 1. [47] observe that self-similar sequences are likely to be declared so

when most of the estimators agree. When Hm is very close to (below) 1/2 or (above) 1, for the majority

of the estimators, and various time-scales, the sequence is likely not self-similar.

To evaluate forecastability of the traffic process, we consider evaluating self-similarity from

average flow rate, as average flow rate implies large variation of inter-arrival times at various time scales.
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To evaluate the self-similarity itself we run SELFIS for various aggregation levels m and plot the corre-

sponding estimates for various different estimators. If for most m and most estimators, 1/2 < Hm < 1,

then we strongly believe the sequence to be self-similar.

3.3.2 Self-similarity results

Internet backbone traffic is strongly believed to be self-similar [45]. We consider one minute

of traffic captured at an Equinox datacenter in San Jose, CA on January 15 at an OC192 backbone link of

a Tier1 ISP between San Jose and Los Angles [48], referred to here as CAIDA flow. There are approx-

imately 13 million packets during the 1 minute interval, necessitating a small base aggregation interval

of 1µs . Figure 3.3(a) plots Whittle Hurst estimates for various aggregation levels, and shows strong

evidence that data exhibits self-similarity. Figure 3.4(a) shows that the Abry Veitch Hurst estimator con-

firms this observation. The dotted and dashed lines correspond to bounds on the estimate. Table 3.3

summarizes the observations by all the estimators in the SELFIS tool for all the traces studied. In the

table, we use a (+) to indicate self-similarity if at all aggregation levels the Hurst estimate is in the range

(1/2,1), a (-) if at all aggregation levels the Hurst estimate is outside this range, and a 0 if a it is a mixture

of both.

Table 3.3: Summary of Hurst estimator results. For each flow we run 7 Hurst parameter estimators over
a variety of aggregation levels. The results are plotted and in this table each plot is summarized by a (-),
(0), or (+), indicating no self-similarity, maybe self-similarity, or yes self-similarity, respectively. A (*)
indicates that < 50% of the points fell outside of the 0 to 1 range, and a (**) indicates that > 50% of the
points fell outside of the 0 to 1 range (this is an indication that the estimator is not robust for this data
and calls into question its output)

Aggregate R/S Periodogram Absolute Variance of Abry Whittle
Flow Variance Moments Residuals Veitch
CAIDA + 0 + 0 + + +
GoogleTalk Audio + - 0 + +* 0 0
iChat Audio - - - - -* - -
Skype Audio + + 0* + 0** 0 +
iChat Video - - 0 0 +* 0 +
Skype Video +* + 0* + +** 0 0
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(a)

(b)

(c)

(d)

Figure 3.3: Whittle estimator Hurst estimates of (a) CAIDA flow (known to be self-similar), (b) iChat

audio flow, (c) iChat video flow and (d) Skype audio flow.
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(a)

(b)

(c)

(d)

Figure 3.4: Abry Veitch estimator Hurst estimates of (a) CAIDA flow (known to be self-similar), (b)

iChat audio flow, (c) iChat video flow and (d) Skype audio flow.
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We then consider the traces of Skype, GoogleTalk, and iChat, both audio and video. Data

rates for these flows range from 4.7kB/s to 78kB/s, so a bigger base aggregation interval of 1ms is

chosen. Figures 3.3 and 3.4 show plots of Hurst estimates of some chosen flows from this set for the

Whittle and Abry Veitch estimators, respectively. The Whittle estimates in the range of ( 1
2 , 1) for the

CAIDA flow indicate a presence of self-similarity in that trace. For the iChat audio, iChat video and

Skype audio flows, the conclusion is weaker with many aggregation levels exhibiting Whittle’s lowest

estimate of 1
2 . The Abry Veitch estimates are in line with those of the Whittle estimator, though the

Abry Veitch estimator has a wider range. Table 3.3 summarizes the results for various classes of flows.

Notice that Skype audio and video are not believed self-similar, but for certain aggregation levels, Hurst

coefficients in the range ( 1
2 , 1) were observed. This can be caused by both jitter and outliers. Contrary to

what we hoped, as Riihijarvi et al. also found [27], self-similarity does not offer a conclusive indication

of complexity and thus will not make a good complexity indicator.

3.4 Packet timing entropy estimation

In this section we describe why entropy can be used as a complexity metric, we present our

Plug-in Packet Timing Entropy (PPTEn) estimator and the theory behind it and we briefly describe the

SampEn estimator used by Riihijarvi et al. [27].

3.4.1 Entropy rate

Given a stochastic process X = (Xn : n = 0, 1, ...) taking values in a discrete domain D, its

entropy rate H(X) is defined as:

H(X) = lim
n→∞

1

n
H(X1, ..., Xn), (3.1)
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where H(X1, ..., Xn) is the entropy of the set of random variables Xn = {X1, ..., Xn} with joint

probability P (X1, ..., Xn), and is given by

H(X1, ..., Xn) = −
∑

Xn∈Dn

P (X1, ..., Xn) logP (X1, ..., Xn).

Standard information theoretic results [49] show that 0 ≤ H(X) ≤ 1, and for a stationary stochastic

process, the rate is given by the residual entropy:

H(X) = lim
n→∞

H(Xn|Xn−1, ..., X1), (3.2)

where conditional entropy is defined with respect to conditional probabilities. Notice that this re-

sult also suggests that a stationary Markov process with memory length l has rate given by H(X) =

H(Xn|Xn−1, ..., Xn−l+1), and that in some sense non self-similar processes have this property as the

correlation to Xr for r � n becomes small quickly. The importance of this property is that entropy rates

can be reliably estimated for such processes, using finite memory estimators [50].

The entropy rate of a sequence is a measure of how predictable a sequence is based on past

observations. An intuitive interpretation is how much new information the outcome of Xn brings, when

we have observed the past. A constant sequence has entropy rate 0, and a sequence of independent fair

coin tosses has entropy rate 1, as every new coin toss brings one whole bit of information. Sequences with

lots of repeated patterns have low entropy rates, as previous pattern help to predict more recent outcomes.

In fact a periodic sequence, without randomness, has entropy rate 0 once it has been determined to be

periodic.

3.4.2 Multiscale plug-in packet timing entropy estimator

Markov plug-in estimator. A standard estimator for the entropy rate of an independent and

identically distributed (i.i.d.) sequence X is given by Maximum Likelihood Estimator (MLE) of the

empirical entropy loss:

Ĥ(X) = max
P
− 1

n

n∑
r=1

logP (Xr), (3.3)
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where P is the discrete distribution over the m atoms of the discrete domain that defines each element

of X . The probability distribution P = P̂ that solves the above optimization problem is the empirical

estimator [51]

P̂ (k) =
1

n

n∑
r=1

1(Xr = k), (3.4)

that counts the number of occurrences of the k-th member of the discrete domain in the sequence. The

plug-in entropy estimate is obtained by plugging in P̂ in the definition of Ĥ in place of P . The plug in

estimator has some important properties when the sequence is independent and identically distributed. It

is biased so that

E[Ĥ]−H = −m− 1

2n
+O(1/n2), (3.5)

and it has asymptotic variance given by Var[logP (X1)]/n2. A simple extension can be used for estimat-

ing the entropy rate in Eq. 3.1 when X is not independent, but is Markov, by using a conditional plug-in

estimator P̂ (Xn = k|Xn−1 = r) following the standard empirical estimator. The residual entropy

formulae (Eq. (3.2)) then shows that inserting this as a plug-in in the conditional entropy definition

H(X) =
∑
r

P̂ (r)H(Xn|Xn−1 = r)

H(Xn|Xn−1 = r) =
∑
k

−P̂ (k|r) log P̂ (k|r), (3.6)

where P̂ (k, r) = P̂ (Xn = k|Xn−1 = r). In general we can consider Markov processesX with memory

length l, where Xn is conditionally independent of the past given Xn−1, ..., Xn−l. Extending the proof

in [51] we obtain

Theorem 1. The conditional entropy estimator is a biased, consistent and asymptotic normal estimator

for a stationary Markov process X with memory length l, with bias given by

E[Ĥ]−H = −m
l × (m− 1)

2n
+O(1/n2). (3.7)

Improvements in performance are obtained by using a coverage adjusted entropy estimator
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[52], that rescales P̂ appropriately, although for large n relative to m, both estimators are very similar

and moreover, the resulting bias is unknown. To abbreviate the name of the procedure, we call it PPTEn.

Packet timing entropy estimator. A sequence of packet arrival times t1, ..., tn characterizes the

packet arrival process. Typically we are interested in learning if there is some finite memory predictabil-

ity for this process. The entropy rate captures such behavior. Unfortunately, packet arrival times usually

belong to an unbounded integer domain, and therefore the estimator suggested in Eqn (3.6) may fail since

it has a bias error proportional to m, the size of the domain (see Eqn. (3.7)). Furthermore, a standard dis-

crete distribution implies that two elements x1 and x2 of the domain are not comparable, independent of

a notion of distance between both. For example, small random jitters can increase entropy substantially.

Finally, packet bursts can also lead to higher entropy, although we desire a process composed of periodic

bursts have small entropy independent of the number of packets in the burst. Thus we separate packet

timing from number of packets at a given time scale.

We consider a rescaled representation of the timing sequence to address these issues. Divide

time into bins of size τ , the time scale unit. Create a timing pattern sequence sk, such that sk = 1 if there

exists some tr in the interval [kτ, (k + 1)τ) and sk = 0 otherwise. As you make the intervals larger, the

likelihood that small jitters move to adjacent bins decreases a lot. Moreover, if a few jitter samples occur,

you still will get a good entropy estimate. It is only if jitters are frequent that it is an issue. In fact, the

binning is equivalent to a smoothing filter. An alternative way to seeing this is that the random variable

τ̃ = bτ/T c ∗T , under the model τ = P + e, where P is a fixed constant period, and e < M is a bounded

random jitter error, has zero variance as soon as T > M . In fact, the variance decreases quickly with T.

Now using the plug-in estimator Eqn. (3.6) compute Ĥ(τ, l), the entropy of the timing pattern

sequence for time scale τ and memory length l. Notice that m = 2 since the sequence is binary.

Theorem 1 shows that the estimator is guaranteed to be near consistent for memory lengths l − 1 �

log2 n. For other memory lengths it may depend on the effective size of the conditioning sequences.

Notice that the theoretical guarantees are usually conservative, and in practice performance may be
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better.

The multi-scale plug-in packet timing entropy estimator has low computation complexity in

general, and in particular can be quickly computed for scales such that τ = 2bτ̃ , where τ̃ is some

reference smallest scale. This is an important and appealing property that allowed us to explore datasets

in a more comprehensive way.

3.4.3 SampEn entropy estimator

The SampEn estimator works on the principle that the entropy rate of the sequence {t1, ..., tn}

for memory length l can be approximated by counting the number of vectors of size l selected as a

contiguous subsequence of T ′ = {t2 − t1, ..., tn − tn−1} within some distance r. The notion of time-

scale is introduced by creating a sequence as a running averaging of T ′ of size τ . The estimator itself is

not easy to compute, but it is shown to exhibit good behavior in various empirical sets.

PPTEn provides a complimentary view to SampEn by separating packet intensity and packet

timing. Its simpler computation allows for determining quickly the time-scales of interest, and can

be used as an input to a SampEn analysis. Furthermore, the bias tradeoff faced by PPTEn is favorable

compared to SampEn. Finally, if coverage adjusted entropy is used, PPTEn is unbiased for finite samples

but SampEn is not [52].

3.4.4 Entropy estimation related work

The entropy rate of a stochastic process is a measure of how predictable the process is, as it

measures the amount of associated uncertainty or information [1]. In networking, entropy rate measure-

ments have been used for attack detection and network behavior profiling [53], [54], [55], [56], [57].

We aim to use entropy as an indicator of the degree of predictability associated with a traffic process.

The neuroscience community has investigated various estimators for the entropy rate associated with the

arrival of neural spikes [28], i.e., the computation of the entropy of a sequence of 1s and 0s. If 1s are
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associated to a packet arrival, and 0s to no packet arrival for a discrete time interval, a packet flow maps

to a spike train. Entropy then measures the presence of patterns in the arrival process, as patterns reduce

entropy. We use a variation of the plug-in estimator that we developed to demonstrate that certain flow

processes have memory and thus reduced entropy.

3.5 Entropy-Based Traffic Complexity Analysis

3.5.1 PPTEn estimator results

The raw data that we extract from the flow traces consists of packet arrival timestamps and

packet sizes. Though entropy analysis can apply to both packet arrival times and packet sizes, we focus

on arrival times.

Inspired by the neuron spike encoding used in [28], our approach is to encode packet arrivals

in a simple binary sequence. In this approach, time is divided into bins of some size, τ and the binary

value of each bin represents whether there was a packet arrival during that bin or not. The bin size, τ ,

is clearly an important parameter in this approach. With bin sizes too large, we risk losing information

(multiple packet arrivals are treated the same as a single packet arrival). With bin sizes too small, no

information is lost, but it turns out that the entropy estimates suffer because the abundance of empty bins

drown out the effect of the few non-empty ones.

In their paper, Riihijarvi et al. [27] use several synthetic processes to verify that the output of

their entropy estimator is in agreement with the expected complexity of the processes. We picked two of

the same processes – the fractional gaussian noise process and the logistic map process – to verify that

there is agreement between our entropy estimator and theirs. The plots in Figures 3.5a and 3.6a show

that, in agreement with the SampEn estimator, the entropy ordering from our estimator of the 6 flows in

order from lowest to highest entropy is:
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(a) (b)

Figure 3.5: Entropy estimates (a) and equivalent probability (b) of 2 types of synthetically generated

flows. Using larger word lengths reduces the entropy estimate of the dataset because packet arrivals in a

flow are not independent of each other.

Lowest entropy Logistic map, R = 3.5

Logistic map, R = 3.7

Logistic map, R = 3.9

Fractional gaussian, H = 0.95

Fractional gaussian, H = 0.75

Highest entropy Fractional gaussian, H = 0.55

Effect of word length

Equivalent probability is an alternative way of presenting the entropy information presented in

Figure 3.5a. Given an entropy estimate of a binary sequence, the equivalent probability is p < (1 − p),

that would yield that same entropy. Let’s also assume that the entropy estimate is being used as a means

of predicting what the next symbol in the sequence will be — a “1” or a “0” — and we pick whichever has

a higher probability according to the estimator. In this scenario, the equivalent probability, p, becomes
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(a) (b)

Figure 3.6: Entropy estimates (a) and equivalent probability (b) of synthetic flows as a function of time

interval, τ .

the probability that you will be wrong if you pick the symbol with higher probability. To restate that in

terms of word length: the more history you take into account when making your prediction, the

smaller the chance your prediction will be wrong (Figure 3.5b).

Effect of Time Interval

Next we fix the word length at 15 bits and investigate the effect of time interval, τ , on the

estimator output. Figure 3.6a shows the entropy estimate as a function of time interval.

Looking at the equivalent probability plots (Figure 3.6b) as we did in the previous section,

provides some intuition on the effect of τ on the entropy estimates. In general, if τ is more than m

times bigger or smaller than a flow’s packet inter-arrival time, the effect will be a reduction in the

probability of a wrong prediction. Considering that we are predicting whether a packet will arrive or

not during the next time interval, τ , a large τ will almost guarantee a packet arrival. Similarly, for a very

small τ we can almost guarantee the absence of a packet arrival. This behavior is also readily observable

in the application traces discussed below.
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Ultimately, what τ will show a peak in the entropy estimate will depend on the flow itself.

With low values of τ such as 1ms, the entropy of the flow is likely to be low if the rate of packet arrivals

is low (i.e. on the order of 1 packet every 20ms) because in this case the bit string is mostly 0-bits

with the occasional 1-bit, and the entropy estimator picks this up as a low entropy because the 1-bits are

overpowered by the 0-bits. As τ increases we can reach the other extreme: a bit sequence with mostly

1-bits and the occasional 0-bit. This second case occurs when τ is approximately equal to the largest

inter-arrival time in the flow.

For the remainder of the entropy estimates, we fixed the memory length of our estimator at

m = 15 and varied τ between 1ms and 200ms for the real-time flows and between 0.001ms and

1000ms for the media streaming flows. The results are summarized in Figure 3.7 for real-time flows and

Figure 3.8 for media streaming flows.

Real-time flow complexity

Depending on the packet arrival pattern of the flow being estimated, a different value of τ may

be appropriate. It is necessary to observe the entropy estimates over a range of τ values to get a more

complete picture. Figure 3.7 presents the entropy estimates of the VoIP and video conferencing traces

that come from Skype, GoogleTalk and iChat.

From close inspection of the packet inter-arrival CDFs and the flow snapshots in Section 3.2,

we set the expectation for the trends that the entropy results should match. Flows with lower complexity

should have lower entropies, therefore we expect the entropy of VoIP flows to be lower than that of video

conferencing flows and we expect that the iChat audio flow will have the lowest entropy and GoogleTalk

video will have the highest.

First inspection of the entropies in Figure 3.7 may lead you to conclude that the first expectation

— that VoIP flows have lower entropy than their video conferencing counterparts — has not been met.

For τ in the range [8,18]ms, the entropy of GoogleTalk audio is larger than the entropy of GoogleTalk
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video. Similar discrepancies exist for Skype. However, if you note the entropy value of each flow at its

highest point, you’ll notice that the ordering that we expect is exactly what the estimator gives us:

Lowest entropy iChat audio

GoogleTalk audio

Skype audio

iChat video

Skype video

Highest entropy GoogleTalk video

This observation means that we can’t pick some value of τ that will be appropriate for all the

flows and compare their entropies using that single value of τ . The location of the peak entropy is related

to the distribution of the inter-arrival times of the flow. For example, Figure 3.1a shows that GoogleTalk

audio has a larger inter-arrival time than the other real-time flows and correspondingly, we see a peak in

its entropy for a larger value of τ .

Due to the nature of the way we create the binary sequences that are fed to the estimator, all

fluctuations in inter-arrival time smaller than τ are filtered out. Increasing τ increases the time scale at

which the entropy estimates apply. Multiple peaks in the entropy of a flow mean that the flow exhibits

complex behavior at multiple time scales. For example, the GoogleTalk video flow has a peak at τ = 4ms

and then another at τ = 20ms. The peaks correspond to the two larger sections of the flow’s CDF in

Figure 3.1a.

Media streaming flow complexity

The PPTEn estimates for the media streaming flows are shown in Figure 3.8. We have used

a wider range of τ values for these flows because their CDFs (Fig. 3.1b) and flow snapshots (Fig. 3.2c)

indicate that they have inter-arrival time patterns at two very different time scales.

An examination of the peak entropies of the flows yields the following ordering:
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Figure 3.7: Entropy estimates of VoIP and video conferencing flows using m = 15.
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Figure 3.8: PPTEn estimates of media streaming flows using m = 15.

Lowest entropy Hulu.com “24”

Webcam

ABC.com “Castle”

Hulu.com “Chuck”

Hulu.com “American Dad”

Highest entropy Netflix.com “OLT”

The Netflix flow has the highest entropy as expected. Although the webcam flow was expected

to have the lowest entropy, it is higher than one of the Hulu flows. Furthermore, a comparison between

Figures 3.7 and 3.8 shows the peak entropies of the media streaming flows are lower than the peak

entropies of the video conferencing flows and on par with the VoIP flows. It might be expected that the

media richness of the media streaming flows should make them more complex than the VoIP flows, but

54



that does not account for the buffered nature of one versus the real-time nature of the other. By using the

coverage adjusted entropy estimator approach mentioned in Section 3.4.2 we can improve the sensitivity

of the estimator and may be able to improve the strength of this result.

In our discussion of the media streaming dataset in Section 3.2.2 we mention that by just look-

ing at the CDFs in Figure 3.1b it is difficult to distinguish between the Hulu flows and the ABC and

Netflix flows. Furthermore, though the flow snapshots in Figure 3.2c show that Netflix has significantly

different behavior than the ABC and Hulu flows, distinguishing the Hulu and ABC flows is still im-

possible. An inspection of the PPTEn estimates, however, shows that the ABC flow’s behavior is quite

different from that of the Hulu flows.

Not only do the peak entropies allow us to rank the complexity of application network traf-

fic, but the location of the peaks also gives us valuable information about the scale at which we can

expect the traffic to be most unpredictable. The location and height of the peaks forms a fingerprint for

each application. It is left as future work to see how sensitive to the media content, such as speaker’s

voice or conversation content in VoIP or which television show is being streamed by a media streaming

application, this fingerprint will be.

3.5.2 SampEn estimator results

We ran the SampEn estimator on the time series of packet inter-arrival times extracted from

each application flow. The multiscale SampEn results are shown in Figure 3.9 for the real-time flows and

in Figure 3.10 for the media streaming flows. A scale of 1 on the x-axis corresponds to the original time

series, a scale of 2 means that every pair of samples in the original series has been averaged together to

make up one sample, and so forth. This scaling approach, shown by Riihijarvi et al [27] allows entropy

estimates over larger timescales.

Unlike our PPTEn estimates, the multi scale SampEn estimates do not exhibit telltale peaks. It

isn’t clear what the effect of increasing the time scale is on the operation of the SampEn estimator, as it
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Figure 3.9: SampEn estimates of real-time flows with SampEn parameter m = 2

was for PPTEn.

The trends in Figure 3.9 indicate that Skype audio has the lowest complexity and iChat video

and GoogleTalk video seem to have the highest. Strangely, the entropy of Skype video is lower than that

of GoogleTalk audio and for larger time scales as low as that of Skype audio. The trends are not consistent

with those shown by our PPTEn estimator or with the expectations that we outline in Section 3.2.1. The

effect of increasing m does not affect the overall trends but adds to the variability already evident when

we use m = 2.

For the media streaming flows in Figure 3.10, one trend that is immediately apparent is that the

SampEn estimator sees the webcam RTP stream as the most complex of the media traces. This is exactly

opposite to our expectation and the result from our PPTEn estimator. The SampEn estimator correctly

shows the Hulu traces having similar entropies and distinguishes them from the ABC trace, as did the

PPTEn estimator. For the media streaming, with the exception of the webcam flow, the SampEn estimator

provides the same entropy based ordering as PPTEn. A big drawback of SampEn in this application is

that the concept of scale is not intuitively related to the behavior of the application whereas with PPTEn,

it can be seen how the τ value of the entropy peaks relates to the network traffic patterns.
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Figure 3.10: SampEn estimates of media streaming flows with SampEn parameter m = 2

3.6 ARMA and Entropy based Predictors

In this section we will briefly explore a couple of simple approaches to forecasting packet

arrivals. The first approach is similar to one taken by Sang et al. [58]. In their work, an ARMA model is

used to forecast the bandwidth requirement during the next interval. In our work, we are more concerned

with packet arrival time because it is more adequate for the types of applications we target, e.g., traffic

scheduling. The ARMA model approach can be used to forecast packet arrivals, but there is one caveat:

we cannot apply a low-pass filter to the packet arrival data as in [58]. Instead, we use the time scale

τ to obtain a similar effect: reduce high frequency variations. By quantizing the inter-arrival times to

multiples of τ , and discarding all times ti such that ti < τ , we are able to observe a multiple-time scale

effect for this process as well. We estimate the ARMA model with a 10th order moving average model,

no feedback filter tap, and an autoregressive model of order 10 for the error remaining after using the

forward predictor.

Poor performance of the approach does not necessarily indicate that the traffic flow is not

forecastable, only that the model does not fit the data. In particular, ARMA models are good at capturing

low frequency changes in the data and can represent periodic signals without error, but jitter and outliers
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(a) GoogleTalk Video

(b) iChat Audio

Figure 3.11: Cumulative distribution functions of the relative error using ARMA predictors.

in the data cause the ARMA model to have large errors. Despite this, its performance is reasonably good,

with the VoIP and video-conference flows showing low prediction error and the Crawdad flows showing

high prediction error (see Table 3.4 and Figures 3.11 and 3.12).

Table 3.4: ARMAX model-based prediction quality

Median error 85%ile error
Flow (in ms) (in ms)
GoogleTalk audio send 7.54 33.15
GoogleTalk video send 8.13 49.41
iChat audio send 8.36 18.45
iChat video send 0.78 2.34
Skype audio send 0.03 1.53
Skype video send 0.0022 12.86

The entropy based predictor on the other hand does not assume a model. It has a table of bit

patterns of length equal to the memory size (typically 15 in the results presented in this chapter). During

the training stage, the table is filled and with each bit pattern there is an associated probability of the

next bit being a 0 or 1. It is using that probability that the entropy estimator predicts, and we evaluate its

performance during both the training and testing phases in Table 3.5.

The results are in agreement with the ARMA model predictor results. The GoogleTalk video
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(a) GoogleTalk Video

(b) iChat Audio

Figure 3.12: ARMA estimated relative error.

test error being higher than the training error is most likely due to jitter in the data.

Table 3.5: Train and test errors of Entropy based predictor

Flow Train error Test error
GoogleTalk audio send 6.28% 11.66%
GoogleTalk video send 7.50% 13.62%
iChat audio send 6.02% 5.97%
iChat video send 4.22% 4.48%
Skype audio send 2.76% 3.20%
Skype video send 5.15% 0.16%

3.7 Applications of entropy estimator

The “entropy fingerprints” that we get from the Plug-in Packet Timing Entropy (PPTEn) esti-

mator summarize many important characteristics of network application flows. Not only can we compare

applications on the basis of peak entropy, but we can also categorize them according to number of en-

tropy peaks, the bin size τ of the entropy peaks, and even the range of τ over which the entropy is above

some threshold (which is smaller, for example, for real-time applications than media streaming appli-
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cations). Therefore, these entropy fingerprints find applications in a number of contexts where traffic

categorization or classification is important functionality and/or can improve performance. Below we

elaborate on a few examples.

Intrusion detection: Previous work ([53, 54, 55, 56, 57, 27]) have shown uses of entropy

estimation in traffic anomaly and intrusion detection. Although our approach is focused at estimating

entropy at the per-flow level, it can be applied to intrusion detection as well. For example, suppose that

a company wants to filter all egress traffic, e.g., to protect against corporate espionage. It puts in place a

firewall to only allow outbound e-mail and HTTP traffic. However, an insider has found a way to hide

a file transfer in an HTTP stream. If the corporate firewall uses the proposed PPTEn fingerprints of all

egress flows that traverse it, it will be able to red-flag these ”non-conforming” flows as their entropy

fingerprint will look very different from that of regular HTTP traffic.

Admission control: PPTEn fingerprints can also be used in controlling admission of appli-

cation flows into the network. For example, in typical infrastructure-based wireless networks, network

traffic traverses the access point(s). PPTEn entropy fingerprints can be used by an access point to iden-

tify the traffic class of each traversing flow. If conditions allow, the access point can admit the flow by

forwarding its packets. If the flow presents an unsustainable load on the network, the access point can

dismiss the flow by dropping its packets. The entropy fingerprints enable admission control policies to

be carried out by network ingress devices such as access points transparently to end hosts. It is impor-

tant to note that, by using PPTEn entropy fingerprints, no details about the nature or characteristics of

the network traffic are required from the application – instead they are inferred from the dynamically

generated entropy fingerprints using a database of known traffic fingerprint characteristics.

Traffic scheduling, traffic engineering, and bandwidth allocation: Similarly, network ap-

pliances such as routers, switches, or access points can perform traffic scheduling and bandwidth allo-

cation on the basis of PPTEn fingerprints. The router or access point can use the entropy fingerprints

to group active flows into different traffic classes and divide available bandwidth according to some set
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of rules. Medium access scheduling can also be done on the basis of the bandwidth allocation for each

traffic class and each traffic source on the network.

3.8 Conclusion

In this chapter we showed that entropy estimation works well for measuring the complexity

of per-application network traffic. We presented results of using two entropy estimation approaches

– our own PPTEn estimator and the SampEn estimator – and showed that the output of our PPTEn

entropy estimator provides more information on the application behavior and can more readily be used

to compare per-flow network traffic complexities.

The PPTEn estimates corresponded almost exactly to the network traffic complexity order-

ing we came up with based on visual analysis of the network traffic from Skype, GoogleTalk, iChat,

Hulu.com, ABC.com, and Netflix.com. In addition, the PPTEn estimates over a range τ highlight many

application characteristics, some of which are even too subtle for visual observation. We refer to the en-

tropy estimates as “entropy fingerprints” because of how closely related to the flow characteristics they

are.

The fact that so many application characteristics are reflected in its estimates along with its

forecasting potential makes PPTEn well suited for use in the realm of traffic scheduling and admission

control.
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Chapter 4

Design of a Traffic Forecasting

Medium Access Control Protocol

4.1 Introduction

Prior research has shown that schedule-based medium access control (MAC) approaches pro-

vide efficient channel utilization, lend themselves well to reducing energy consumption by eliminating

idle-listening, and ensure a deterministic level of service to the users of the medium ([60], [61], [62], [63],

[64], [65], [66], [67], [68], [69], [70]). However, one drawback of schedule-based MACs is that their

average packet delivery delay is higher than that of their contention-based counterparts. This chapter de-

scribes the TRAffic FORecasting Medium Access protocol, or TRANSFORMA, a novel schedule-based

MAC protocol that employs per-application traffic forecasting to significantly reduce delivery delay.

Through its traffic forecasting capability, TRANSFORMA provides each data flow transmission oppor-

tunities that are: (1) commensurate with the flow’s data generation patterns and (2) exhibit adequate

temporal distribution.
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TRANSFORMA is motivated by the clear upward trend in the number of communication

and entertainment applications available over the Internet. This trend is visible today with services

like Skype, YouTube, Hulu, and Netflix, to name just a few. Teleconferencing and distance learning

applications are also becoming more popular. With the proliferation of smart phones, ambient computing

applications that have hitherto only existed in research circles are soon likely to become mainstream as

well.

IEEE 802.11 is the wireless MAC currently prevalent in these application domains due to its

cost effectiveness and wide availability. However, as high data-rate, real-time applications continue to

evolve, they will put more strain on the wireless infrastructure, especially at the edges of the Internet.

With an eye to the future, the MAC framework we present in this chapter aims to fill a future niche

wherein applications that transmit and receive media-rich, delay-sensitive content can rely on a robust

and decentralized ad hoc wireless network substrate that delivers good performance and degrades grace-

fully and predictably under load.

Several studies of residential broadband traffic have shown that the two largest bandwidth

consumers are peer-to-peer traffic and HTTP traffic [71],[72]. However, HTTP is no longer a protocol

used just to deliver Web pages with text and images. HTTP traffic is made up of many distinct types

of application traffic including video and interactive Web applications. Thanks to Adobe Flash and the

HTML 5 standard, the multimedia content of the Web is constantly increasing. To receive adequate

medium access service, expecting the application (in this case the Web browser) to inform the MAC

layer of the traffic characteristics of each of its flows is not realistic. Instead, the MAC layer should

detect the properties of each flow transparently and adapt its level of service accordingly.

TRANSFORMA attempts to do exactly that by observing an application flow, learning its pat-

tern (if one exists), and “forecasting” the flow’s future behavior based on the observed one. In its current

implementation, TRANSFORMA’s forecaster examines the packet arrival process of each application

flow and determines the corresponding per-flow inter-packet arrival times. It will then use this informa-

63



tion to establish the flow’s medium access schedule. TRANSFORMA operates under the assumption

that applications that place more stringent requirements, e.g., higher data rates and delay sensitivity have

forecastable network usage patterns. It turns out that many current applications fall under this category:

Skype, iChat, and Google Talk are VoIP and video-conferencing applications and naturally exhibit this

kind of forecastable behavior. Additionally, non-real-time media streaming applications such as Hulu,

Netflix, and iTunes do also.

The simulation results show that given a heterogeneous collection of flows TRANSFORMA

can detect the periodicity of each flow and prioritize the channel access in such a way as to keep delays

smaller than inter-packet times. The results also show that TRANSFORMA can use data rate forecasts of

application flows and provide resources proportionally to every flow even as load increases. As a result,

TRANSFORMA’s delay performance is superior to DYNAMMA whenever flows are non-homogenous

and superior to 802.11 at higher network loads.

The rest of this chapter is organized as follows: in Section 4.3 we describe the design of

TRANSFORMA. In Section 4.4 we evaluate TRANSFORMA’s performance through simulation, and

Section 4.5 concludes the chapter.

4.2 Related Work

The energy efficiency potential of scheduled medium access is the guiding motivation behind

a number of MAC protocols, predominately in the area of wireless sensor networks [60, 61, 62, 63, 64,

65, 66, 67, 68, 69, 70].

DYNAMMA is a schedule-based MAC protocol that adapts slot allocation to the current traffic

at each node [70]. Through beacons exchanged at the start of each superframe, nodes in DYNAMMA

establish 2-hop traffic information. Based on traffic information it collects, a node performs per-slot dis-

tributed elections of a transmitter and receiver. Although TRANSFORMA shares some common features
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with DYNAMMA, (e.g., it uses the same superframe structure which is inspired by the WiMedia MAC

standard [3]), it has very distinct performance characteristics by design. In particular, TRANSFORMA

yields lower delays by allocating periodic transmission opportunities to flows at a rate corresponding to

their modal packet inter-arrival time. This turned out to also give TRANSFORMA the ability to prioritize

traffic in a manner that is favorable to “real-time” flows such as Skype, iChat and GoogleTalk.

Application awareness at the MAC layer has been advocated in the design of Rendezvous [73]

and Sticky CSMA/CA [74]. Rendezvous is a MAC protocol that tries to take advantage of the periodic

characteristics of “real-time” traffic. It is a contention based MAC in which the inter-arrival time of an

application’s packet is used to set up periodic reservations. Once reservations are established, a node

gets priority on the channel during those times. Data can be transmitted outside of reservations using

opportunistic, i.e., random access mode which uses the same approach as 802.11 to arbitrate access to

the channel. By using knowledge about the application, Rendezvous can achieve better energy efficiency

while maintaining adequate levels of service. While Rendezvous relies on the upper layers to provide the

MAC with information about the application’s traffic, TRANSFORMA is designed to extract it directly

from the flow of packets. This also ensures that TRANSFORMA automatically adjusts to traffic changes.

In Sticky CSMA/CA [74], it is assumed that real-time flows are periodic by design or traffic-

shaping. Once such flows acquire the wireless medium, they “stick” to a periodic schedule. Their

neighbors can detect this schedule and avoid interfering with it. Delay-insensitive traffic only attempts to

acquire the medium outside of these schedules thereby granting real-time traffic a higher level of service.

Despite their application awareness, Rendezvous and Sticky CSMA/CA are contention-based

MAC protocols and thus susceptible to the performance limitations that go with that class of protocols.

In designing TRANSFORMA, our goal was to have a MAC that is schedule-based and thus possesses all

the benefits thereof while leveraging application awareness to improve delay performance.

Although often dismissed as impractical because of their complexity, the existence of a variety

of real implementations – such as Soft-TDMAC [75], MadMAC [76], FreeMAC [77] and OverlayMAC
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Figure 4.1: TRANSFORMA’s superframe structure

[78] – show that schedule-based protocols can be realized in practice.

4.3 TRANSFORMA

4.3.1 Protocol Overview

TRANSFORMA provides collision-free medium access using a distributed scheduling algo-

rithm based on forecasts of per-flow packet inter-arrival times. Consequently, TRANSFORMA’s sched-

ules not only adapt to application-level traffic but also do so in a proactive fashion. In other words,

TRANSFORMA tries to anticipate the workload at each node and sets transmission schedules accord-

ingly. This is in contrast to “traditional” scheduled access protocols (e.g., DYNAMMA [70]), which

set schedules reactively and thus incur considerable delay. TRANSFORMA’s proactive approach to

scheduling is accomplished using a traffic forecaster which determines packet inter-arrival times for

each application flow at every node. Nodes periodically exchange 2-hop traffic-forecast information.

This information is used to select one or more non-conflicting transmitter-receiver pairs for each data

transmission slot. Nodes periodically exchange 2-hop neighborhood traffic-forecast information. This
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information is used to select one or more non-conflicting transmitter and receiver pairs during each data

transmission slot.

TRANSFORMA assumes that a single channel is shared between control and data packets.

The channel is time slotted and slots are grouped into superframes, each of which starts with 2

beacon-periods (illustrated in Figure 4.1). During a beacon period every node transmits information

about its own flows and those of its 1-hop neighbors. Information propagates one hop per beacon period,

thus after two beacon periods 2-hop information reaches all nodes in a 2-hop neighborhood. Subsequent

slots in the superframe are used for transmission of application data and are arbitrated by TRANS-

FORMA’s Flow Selection Algorithm (detailed in Section 4.3.4). More details on TRANSFORMA’s

time slot organization will be presented in Section 4.3.2.

In order to address the specific bandwidth needs of each application and yet maintain network

utilization at adequate levels, TRANSFORMA employs a novel approach to medium scheduling based

on traffic forecasting. TRANSFORMA’s forecaster examines each packet arrival of a flow to adjust its

forecast of that flow’s data rate. The resulting data rate forecast is then used to provide the corresponding

application flow the right amount of slots. In TRANSFORMA, a flow is defined by its source and

destination addresses as well as transport layer port numbers. Section 4.3.3 goes into more detail on how

the forecaster works and how it is integrated into the operation of TRANSFORMA.

TRANSFORMA can be broken down into three main components: the Control Plane, the

Traffic Forecaster, and the Flow Selection Algorithm. We will discuss these in detail in Sections 4.3.2,

4.3.3 and 4.3.4 respectively. The Control Plane provides the infrastructure within which the other

components of TRANSFORMA operate. It defines the layout of the superframe and the messaging that

is used to disseminate traffic forecasts among the 2-hop neighborhood. The job of the Traffic Forecaster

is to forecast the data rate of each flow and provide this forecast for dissemination to other nodes to be

used for scheduling slots. The Flow Selection Algorithm is responsible for taking the per-flow forecasts

and using them to provide a collision-free arbitration of the medium.
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4.3.2 TRANSFORMA’s Control Plane

TRANSFORMA defines basic rules for accessing the channel and uses one control message:

the TRANSFORMA beacon. TRANSFORMA’s channel access rules are:

• Nodes must send a beacon during beacon periods to be able to access the channel.

• Nodes must receive all beacons (barring errors) sent during beacon periods to be able to access the

channel.

• Nodes must select a color not used by any other node in their 2-hop neighborhood and advertise it

in their beacon (explained below).

• Nodes can only send a beacon during their assigned beacon slot in a beacon period.

• Nodes must execute the Flow Selection Algorithm during each data slot to determine whether

they will receive, transmit, or sleep during that slot.

• Reception begins at the start of a slot.

• Transmission begins some guard time after the start of a slot.

TRANSFORMA uses a time-slotted channel access approach, the structure of which is illus-

trated in Figure 4.1. Slots are grouped into superframes, which repeat in time. At the beginning of

each superframe are two beacon periods during each of which all nodes get an opportunity to send their

beacon.

The purpose of the beacon, pictured in Figure 4.2, is to facilitate synchronization among nodes

as well as topology– and traffic discovery. Like DYNAMMA [70], TRANSFORMA’s use of beacons

for topology management and synchronization is inspired by/emulates the WiMedia MAC [3]. In order

to join the network, a node listens to the channel for at least two superframe durations or until hearing a

full beacon period. It picks a random available beacon slot and transmits its beacon in that slot starting
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in the next beacon period. A node can detect a beacon collision by inspecting the beacons of its 1-hop

neighbors, who should mention the node in their beacons. If a node does not appear in its neighbors’

beacons, or if there is disagreement among them, then there has been a beacon collision and the node

must choose a new beacon slot.

Nodes in TRANSFORMA have colors. Colors are chosen such that no two nodes in the same

2-hop neighborhood can have the same color. This means that nodes of the same color are free to transmit

simultaneously without causing collisions and this fact is used in the scheduling algorithm. To keep color

assignment optimal, each node must choose the lowest possible index color that is not already used in its

two hop neighborhood.

Figure 4.2: The TRANSFORMA beacon holds neighborhood information of the sending node and

forecast summaries that need to be known by all nodes within 2-hops of the sender.

When the network layer passes an outgoing packet down to TRANSFORMA, the correspond-

ing application flow to which the packet belongs is identified using the packet’s source address, source

port number, destination address, and destination port number) 4-tuple and the traffic forecaster is no-

tified of the new packet arrival. If the packet does not have a source and destination port (i.e. no TCP

or UDP header), it belongs to a special flow that each node can have up to one instance of. The fore-

caster makes available the most recent data rate forecast for each application flow. Each node maintains
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a list of outgoing application flows, OF[ ]. Each entry in the OF[ ] list has these properties: slots per

superframe, the source node address, the source application port number, the destination address, the

destination port, the flow’s next hop, and a unique flow ID. For protocol scalability, nodes include a

limited number of flow advertisements in each beacon – in TRANSFORMA’s current implementation

we use 2 flow advertisements per node. For scheduling purposes, flow advertisements include flow ID,

slots per sf, competition probability (Section 4.3.4), and next hop address. When a node has more than 2

flows in its OF[ ] list, they are advertised in a round robin fashion.

Nodes maintain a second list of schedulable flows, SF[ ], which are populated by flow adver-

tisements received from neighbors. The Flow Selection Algorithm described in Section 4.3.4 operates

based on information in SF[ ].

4.3.3 Traffic Forecaster

Channel access in TRANSFORMA is scheduled based on the disseminated per-flow data rate

forecasts. The TRANSFORMA protocol, however, is independent of the particular forecasting algorithm

used. In our current implementation we use the well known share algorithm [79] which has shown

excellent performance in a variety of on-line problems [80], [81], [82], [83]. One direction of future

work we plan to explore is to investigate alternate forecasting approaches and compare the resulting

performance.

The objective of the share algorithm is to pick from a set of experts, {x1, x2, ..., xn}, the one

whose output gives the smallest loss. The algorithm maintains a weight for each expert, {w1, w2, ..., wn},

the value of which determines the impact that each expert’s output has on the global output of the algo-

rithm. The share algorithm redistributes the weight of experts whose loss is high to those experts with

low loss. As a result, the algorithm quickly adapts to changes in the input (Figure 4.3).

In TRANSFORMA, the output of both the individual experts and the share algorithm represent

a data rate forecast expressed in units of slots per superframe. In our implementation of the forecaster, the
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Figure 4.3: The share algorithm used by TRANSFORMA

values of the experts, {x1, x2, ..., xn}, are distributed linearly between a data rate of one slot per super-

frame and the maximum forecastable rate and consequently the output of the forecaster also falls within

that range. The loss function penalizes experts proportionally to the difference between the measured

data rate, λ, and their value, xi.

TRANSFORMA maintains for each application flow its own forecast interval, λ̂, and experts’

weights, {w1, w2, ..., wn}. When a packet arrives from the network layer, TRANSFORMA matches the

packet’s identification, i.e., (source address, source port number, destination address, and destination port

number) tuple to the application flow it belongs to and performs the following actions:

1. Computes the latest frame’s data rate, λ:

τ = t(latest packet arrival) − t(previous packet arrival)

λ =
frame size

τ
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2. Calculates the loss of each expert, xi:

Loss(xi) =


(

0.75(λ−xi)
max rate

)2
if λ ≤ xi(

(λ−xi)
max rate

)2
if λ > xi

3. Reduces weights of poorly performing experts:

w′i = wie
−ηLoss(xi)

4. Shares some of the remaining weights:

pool =

n∑
i=1

w′i(1− (1− α)Loss(xi))

w′′i = (1− α)Loss(xi)w′i +
1

n
pool

5. Calculates new forecaster output:

λ̂ =

∑n
i=0 wixi∑n
i=0 wi

The 0.75 constant in the loss function is an empirically determined value whose purpose is

to penalize an expert that estimates too low more than an expert that estimates an equal amount too

high. The reasoning is that allocating a few extra slots will help to absorb any bursty behavior whereas

allocating too few slots can only cause buffers to grow. Figure 4.4 shows how the forecast data rate

compares to the actual data rate of a Skype flow. The Skype trace was captured using tcpdump [84];

we then extracted the packet arrival times and packet sizes from the trace. In the plot, the forecast

intentionally does not follow the instantaneous data rate of the flow; we can only use one forecast per

superframe so it’s not beneficial to have a more rapidly changing forecast. The η parameter controls the

rate at which the algorithm adapts to the input and a value of 10 has been found empirically to provide
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Figure 4.4: The data rate forecast compared to the measured instantaneous data rate of a Skype flow.

a good balance between a smooth yet responsive forecast. The α parameter controls how much of the

losing experts’ weight is shared with the winners. Setting this parameter too high causes weight to

quickly shift from one expert to another and makes the forecast less smooth, but sharing is beneficial to

the responsiveness of the forecaster, so there is a balance. We found that a value of 0.04 works well.

4.3.4 Flow Selection: Scheduling Medium Access

Once per-flow rate forecast information has been distributed around the network, the next chal-

lenge is how to use it to most effectively schedule the medium in a distributed manner – each node uses

only local information to make decisions that do not contradict those of its neighbors. The scheduling

algorithm in TRANSFORMA is designed with the goal of providing as many slots to each flow as its

traffic forecast requires. When the load on the network makes this impossible, the scheduler shares the

slots in a fair manner among all competing flows.
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Flow Selection Algorithm

After a beacon exchange, each node in the network has a list of schedulable flows, SF[ ], in its

2-hop neighborhood. For each flow, the node knows the source, flow ID, rate forecast, and competition

probability, Pc. Computation of Pc will be discussed in the next section. Every node knows the colors

of its 2-hop neighbors and consequently the color of all the flows (a flow has the color of its source).

The first step is to compute for each flow in SF[ ] two pseudo random numbers based on a

hash of the flow’s information; rand1 is a number in the range [0, 1] and rand2 is an integer in the range

[0, 232 − 1].

rand1 = hash1(#sf ⊕#slot ⊕ flow color⊕ flow ID⊕ seed)

rand2 = hash2(#sf ⊕#slot ⊕ flow color⊕ flow ID⊕ seed)

As the hashes are being computed, any flow with Pc ≥ rand1 is placed in the set of competing flows,

CF[ ].

The second step is to select from CF[ ] the flow(s) with the largest rand2. All of these flows

must have the same color. If not, only those with the smallest color index are kept. The coloring

scheme ensures that no two nodes in the same 2-hop neighborhood will have the same color, therefore

the transmitters of these flows can safely transmit concurrently without causing collisions. If the node

running this instance of the algorithm is the sender or receiver of a winning flow, it puts its radio in

transmit or receive respectively. Otherwise it can sleep for the duration of the slot.

Computation of Competing Probability

We express the likelihood of a flow, fi, winning a slot using the following equation:

P (fi wins) = P (fi competes) · P (fi wins | fi competes) (4.1)

The goal is to compute the value of P (fi competes) that would give us a P (fi wins) which corresponds

to the forecast data rate for the flow. This value is dependent on all the flows that are trying to share the
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medium.

If we define the random variable X to represent the number of flows competing for the slot,

the conditional probability on the right side of Equation 4.1 can be expressed as

P (fi wins|fi competes) =
1

E[X| fi competes]
(4.2)

The random variable X can be expressed as a sum of random variables, Ii, each representing the contri-

bution of flow fi to X.

E[Ij |fi competes] =


P (fi competes) if i 6= j

1 if i = j

(4.3)

If there are n flows, knowing E[X|fi competes] =
∑n
j=1E[Ij |fi competes], Equation 4.2 becomes:

P (fi wins | fi competes) =

1(∑n
j=1 P (fj competes)

)
− P (fi competes) + 1

(4.4)

Now we rewrite Equation 4.1 as:

P (fi wins) = P (fi competes) · 1

ε− P (fi competes) + 1
(4.5)

ε =

n∑
j=1

P (fj competes)

One final constraint enables us to solve for P(fi competes): we find the flow with the greatest

P (fi wins), call it fmax and set P (fmax competes) = 1. Then we solve for ε:

ε =
1

P (fmax wins)
(4.6)

Rearranging Equation 4.5, and having ε allows us to solve for P(fi competes):

P (fi competes) =
P (fi wins)(1 + ε)

1 + P (fi wins)
(4.7)

Each node uses Equations 4.7 and 4.6 to compute the P (fi competes) of its flows once per superframe.
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Scaling P(win)

Although we could directly compute P (fi wins) from the data rate forecast of a flow and use

that to compute the P(fi competes), this wouldn’t give the desired result in situations where the sum of the

P (fi wins) of all the flows exceeds 1. To keep slot allocation working fairly under such circumstances,

we always scale the probability such that
∑n
i=1 P (fi wins)scaled = 1.

4.4 Performance Evaluation

4.4.1 Experimental Setup

We evaluate the performance of TRANSFORMA using version 4.0 of the Qualnet [85] net-

work simulator. As performance baseline, we chose one schedule-based and one contention-based MAC

protocol to compare against TRANSFORMA. We selected DYNAMMA to serve the role of the schedule-

based baseline protocol because it stands out as a general-purpose MAC protocol that has been shown

to perform competitively against other schedule-based protocols [70]. IEEE 802.11 DCF [86] has been

extensively used and studied and was therefore an obvious choice as the contention-based baseline.

When designing TRANSFORMA we targeted the niche of local area and enterprise networks

such as those found in the home, office buildings and hospitals. For example, today’s wireless home

networks most often have an access point that serves as an internet gateway and all wireless communi-

cation goes through this gateway. It is not unlikely that as the number of devices in homes increase, a

less centralized topology may serve them better. As the amount of multimedia and the ways in which to

access it increase, the home network will increasingly be used to move data between devices in the home

rather than just to and from the internet. With this in mind we devised two network topologies for our

experiments (Figure 4.7). The first topology reflects a traditional hotspot network – we have 15 nodes

distributed in a circle around a central node. We have spaced the nodes such that hidden terminals exist
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(a) (b) (c)

Figure 4.5: Average delay (a), packet delivery ratio (b), and total goodput (c) for heterogeneous flows in

hot spot topology

in the network. The second topology is a multihop grid with diagonal spacing set to the radio range. This

topology represents a decentralized network and is large enough to provide some possibilities of spatial

channel reuse. The grid topology also has multiple 2-hop neighborhoods, which is good for the purposes

of stressing the schedule-based protocols.

In our simulations, all MAC protocols use the 802.11a physical layer operating in the 2.4GHz

range with a data rate of 6.0Mbps. Qualnet does not have an 802.11g physical layer implementation. In-

stead using the 802.11a PHY in the 2.4GHz band approximates 802.11g. The 802.11 MAC is configured

with all the default settings. DYNAMMA and TRANSFORMA are both configured with a 1024byte slot

size and as close as possible to 1s superframe duration. Small differences in header sizes between DY-

NAMMA and TRANSFORMA mean that the slot duration is 1.422ms for TRANSFORMA compared

to 1.458ms for DYNAMMA and that TRANSFORMA has 703 slots per superframe while DYNAMMA

has 700. Both DYNAMMA and TRANSFORMA are configured to fit as many packets as possible into

each slot, provided they belong to the same flow.

All experiments shown in this chapter use the UDP transport protocol. To represent a real-time

flow such as Skype, UDP is the appropriate transport to use. For the background traffic and heteroge-
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(a) (b)

(c)

Figure 4.6: Per flow delays using TRANSFORMA (a), DYNAMMA (b), and 802.11 DCF (c) in hot

spot topology
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Figure 4.7: Two topologies used in our experiments.

neous flows using UDP gives us control over how heavily we load the network (TCP would back off

under heavy load). Despite the feedback loop TCP uses in its congestion control function it operates

without problems on top of TRANSFORMA. TRANSFORMA’s traffic forecaster is tuned to ignore os-

cillations in the data rate and is slower to reduce the forecast data rate than it is to increase it. This

prevents the forecaster from starving a TCP flow that has gone into congestion avoidance.

4.4.2 Hot Spot Topology

Heterogeneous flows

The network traffic in the first experiment consists of a number of heterogeneous CBR flows.

We vary the load on the network by adding flows one by one. All the flows have a packet size of 450

bytes, but each flow has a different packet arrival interval. The first flow’s packet arrival interval is 6ms

and each successive flow has an interval 1ms larger than the previous one. To get all the nodes in the

network involved, each node in the ring is the source of a single flow, and as flows are added they are

distributed uniformly around the ring. The central node is the destination for all the flows.

To measure the performance of TRANSFORMA and the other MACs, we use four metrics: av-

erage delay, per-flow delay, delivery ratio, and total goodput1. One of our main objectives is to minimize

delay, so that metric is self evident. Delivery ratio is a strong indicator of the ability of a given MAC

to cope with the traffic load. Goodput is a metric that reflects both delivery ratio and delay so it is very
1We define goodput as the number of bytes successfully received at the application layer divided by the time between the first

and last packet.
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(c)

Figure 4.8: Traffic delay (a) and delivery ratio (b) for Skype foreground traffic. Goodput (c) for Skype

(foreground) flows and background flows.
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useful in evaluating performance. We included a per-flow metric because the flows are heterogeneous

and we want to compare how TRANSFORMA, DYNAMMA, and 802.11 deal with each of them. The

total goodput is an indirect way of measuring channel utilization. In this scenario the maximum theoret-

ical goodput is 6.0Mbps (the physical data rate) because flows are one hop and successful simultaneous

transmissions are impossible. Transport, network and MAC layer headers make it impossible to reach

this maximum, but we can still draw conclusions based on how close each MAC gets.

We ran the experiment with 10 seeds and present the averaged results in Figures 4.5–4.6.

TRANSFORMA’s average delay (Figure 4.5a) is one order of magnitude less that DYNAMMA’s under

low load and around two orders of magnitude lower as the load increases. TRANSFORMA’s delay is

higher than that of 802.11 until the 8th flow is added, at which point 802.11 begins to struggle with the

load. Figure 4.6 shows that as the load increases, the flows that begin to suffer the most when using

both 802.11 and DYNAMMA are the ones with the highest data rate. TRANSFORMA, on the other

hand, scales back the number of slots each flow wins in equal proportion. This leads us to believe that

in DYNAMMA, despite the 3 traffic classes, as the load increases all the flows end up in the highest

class where they all win slots with equal likelyhood. This means that flows with more traffic will end up

suffering first. In TRANSFORMA, the forecast of the flow’s data rate and the total load in the network

determine how many slots the flow will win each superframe; the more slots a flow wins, the closer

together the slots will be on average and the lower the delay.

The plots of delivery ratio (Figure 4.5b) and total goodput (Figure 4.5c) show that TRANS-

FORMA outperforms DYNAMMA and 802.11 under high load and is able to use use a larger percentage

of the available bandwidth. TRANSFORMA outperforms DYNAMMA because its level of control over

how many slots each flow gets is greater than that of DYNAMMA. It outperforms 802.11 because it is

collision free and thus better able to deal with high load.
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Skype flows

We designed the second experiment to observe the effect that background traffic has on real-

time flows when using TRANSFORMA and the two other MAC protocols. Instead of using a synthetic

traffic generator to model real-time traffic, we used a real trace of a Skype phone call captured using

tcpdump [84]. We then extracted the packet arrival times and packet sizes from the trace and fed

them into Qualnet using its trace-based traffic generator. TRANSFORMA’s traffic forecaster was able to

identify the modal packet inter-arrival times for each of the three applications.

In this experiment there are 3 Skype calls that we term “foreground” traffic, and an increasing

number of CBR “background” flows. Each Skype call is made up of two separate trace-based flows: one

going into the center node and one going away from it. Here, as in the previous experiment, the center

node plays the role of the internet gateway. Each background CBR flow has 200byte packets spaced at

an interval of 4ms.

The delay plot in Figure 4.8a shows that TRANSFORMA is able to maintain a low delay for

the foreground traffic while the delays of DYNAMMA and 802.11 increase sharply as the background

load increases. Figure 4.8b shows that 802.11 drops packets due to high contention and DYNAMMA

drops packets because it’s buffers begin to overflow, whereas TRANSFORMA is able to keep its buffers

from overflowing by allocating slots to each flow commensurately to its forecast; in other words, by

allocating the right amount of resources to the right flows and being collision-free, TRANSFORMA’s is

able to outperform the other MACs.

4.4.3 Multihop Grid Topology

In this topology we decided to again use the heterogeneous flows traffic scenario. The chal-

lenge with the grid was adding flows in a systematic fashion so that the addition of a single flow didn’t

suddenly change the dynamics. Each application flow in this experiment traverses 3 hops to get from one
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Figure 4.9: Average delay (a), packet delivery ratio (b), and total good put (c) of all heterogeneous flows

using grid topology
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(c)

Figure 4.10: Per flow delays using TRANSFORMA (a), DYNAMMA (b), and 802.11 DCF (c) in mul-

tihop grid topology

84



Figure 4.11: The order in which flows are added to the 4 by 4 grid

side of the 4 by 4 grid to the other. The flows were added in the order shown in Figure 4.11. Similarly to

the hot spot topology version of this experiment, we ran the simulation with 10 seeds and evaluated the

three MACs based on average delay, per-flow delay, delivery ratio, and total goodput (Figures 4.9–4.10).

In this scenario, the first flow had a packet interval of 10ms and each successive flow had a 3ms larger

interval. Taking into account the fact that each flow traverses 3 hops, the total load offered to the network

is 6.8Mbps. This load is manageable because simultaneous transmissions are possible in this topology.

The results show that in the multihop grid topology TRANSFORMA once again outperforms

DYNAMMA by an order of magnitude at almost all loads. The delay metrics shown in these graphs are

application-layer delays, so all protocols will see their delays increased due to the multi hop nature of

these flows: 802.11 will have to contend three separate times to get a packet from source to destination

and DYNAMMA and TRANSFORMA have to schedule slots at each node along the way. When the

load is low, contending has lower overhead than scheduling, so 802.11 does considerably better than

either schedule-based approach. As the load increases, however, the overhead for contention surpasses

that of scheduling. Figure 4.10b clearly shows that with DYNAMMA the flows with highest data rate

feel the effects of the higher data rate first. TRANSFORMA once again more appropriately allocates

slots so that all the flows share the effects of the increasing load. The relationship between flow rate

and delay that was so clearly evident in TRANSFORMA’s curves in the hot spot topology (Figure 4.6a)

has been obscured in this topology by the interplay between flows. TRANSFORMA’s use of node color
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when computing competition probabilities for each flow and subsequently computing flow winners for

each slot has the side effect that low rate flows with the same color as high rate flows can sometimes

experience lower than expected delays.

In this experiment TRANSFORMA once again retains its high delivery ratio while 802.11

drops packets due to contention and DYNAMMA drops them due to buffer overflow of the high rate

flows. Consequently, the maximum achievable total goodput of TRANSFORMA is the highest of the

three. Because all the flows in this experiment traverse 3 hops, the total goodput can be multiplied by 3

to get a lower bound on how much data has to be transmitted to achieve that goodput.

4.4.4 What about 802.11e?

802.11 EDCA provides quality of service enhancements to the standard 802.11 DCF. These

enhancements allow 802.11 EDCA to prioritize contention based on 4 access categories, each of which

has a different priority. It is the responsibility of the higher layers to select the access category for

each packet and place it in the corresponding queue. We assert that 802.11e will perform similarly to

802.11 under high loads and further, a fair comparison with TRANSFORMA was not possible given that

802.11e does not determine the access category of traffic on its own.

4.5 Conclusion

In this chapter we presented TRANSFORMA, a collision-free, scheduled-based medium ac-

cess control protocol that employs a novel approach to medium access based on traffic forecasting.

TRANSFORMA’s traffic forecaster identifies patterns in application flows and uses this information

to schedule access to the medium most effectively. By doing so, TRANSFORMA tries to anticipate the

workload at each node and sets transmission schedules accordingly. This is in contrast to “traditional”

scheduled access protocols (e.g., DYNAMMA [70], which set schedules reactively and thus incur con-
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siderably higher delays.

We showed through simulations that TRANSFORMA is able to identify the traffic patterns of

various kinds of flows and use that information to schedule them, assuring each flow a packet delay on

the order of its packet inter-arrival time. Our results also showed that TRANSFORMA is able to schedule

real-time flows alongside background traffic with less adverse effects on the real time flows’ delay than

802.11 and DYNAMMA.

Moving forward, our future work plans include: performing live experiments on a testbed as

a way to cross-validate our simulation results and developing an analytical model to derive performance

bounds for TRANSFORMA and as a way to validate our simulations.
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Chapter 5

Implementation of TRANSFORMA

For the culmination of this dissertation work, TRANSFORMA was implemented using the STX1201

wireless modem development platform from Starix Technology [87]. The implementation consists of

custom firmware for the STX1201, a matching Linux network device driver and a forecasting daemon.

5.1 The Starix 1201 Development Platform

The Starix 1201 Development Platform is built around the RTU7105 single-CMOS chip, which

contains:

• Ultra wideband baseband and RF transceiver

• USB, UART, I2C, and general purpose I/O interfaces

• Microprocessor (132MHz)

The MAC of the RTU7105 is largely implemented in firmware, which runs on the RTU7105’s

processor, with hardware support for the very low level operations such as transmitting beacons. Out of

the box, the board implements the WiMedia MAC [3]. The fact that the firmware of the chip defines in
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Figure 5.1: The Starix 1201 Development Platform

large part how the MAC operates, combined with the Software Development SDK, makes the platform

flexible and well suited to MAC protocol development. Given that a lot of the infrastructure of the

WiMedia MAC such as beaconing, joining the network and synchronizing node clocks is directly usable

by TRANSFORMA, the platform is very well suited to our implementation.

5.2 Implementation Goal

Our goal with this implementation was to make a fully usable network interface that runs

TRANSFORMA, enabling experimentation with TRANSFORMA on real network applications.
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Figure 5.2: Implementation block diagram

The overall architecture of our implementation was driven by the capabilities of the STX1201

modem platform. The computation and memory resources of the STX1201 platform are insufficient to

implement TRANSFORMA entirely in firmware, so our implementation is a combination of firmware,

a Linux driver and a user-space daemon (Fig 5.2). The role of the driver is to maintain the per-flow

queues of TRANSFORMA and carry out most of the computation required to elect a winner for each

slot. The user-space daemon is needed to perform the floating point computations of the forecaster that

cannot be done in kernel-space. The firmware’s main task, aside from sending and receiving data, is

to advertise outgoing flow information in its beacon and collect neighborhood flow information from

neighbors’ beacons to build the schedulable flow list, which is used by the driver to compute the slot

schedules. Each of these three pieces of TRANSFORMA will be described in Sections 5.3, 5.4, and

5.5 and then Section 5.6 will elaborate on how they all work in concert to enable data to flow through a

TRANSFORMA-powered wireless network interface.
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5.3 Firmware

The STX1201 modem’s firmware plays a key role in enabling this implementation of TRANS-

FORMA. It is responsible for executing the more time sensitive operations of the protocol such as send-

ing beacons every superframe and transmitting data at precisely the right time in each 256 µs data slot.

The STX1201 was designed to run a scheduled MAC protocol and the software APIs provided with it

significantly ease the effort needed to implement TRANSFORMA.

The firmware cannot implement all of TRANSFORMA on its own. It has limited memory

for buffering data and was not designed to be able to perform any kind of computation intensive task

other than moving data around. The functionality performed by the firmware can be divided into three

main areas: communicating with the USB host that it is connected to, exchanging beacons with nodes

within radio range, and transmitting data to and receiving data from neighboring nodes. The STX1201

modem completes these tasks using a combination of hardware and firmware. The low-level details are

abstracted away through the API provided in the SDK that comes with the modem, however an good

understanding of USB and the WiMedia MAC that the modem was designed to implement are required

for successful use of the platform.

5.3.1 USB Communication

The STX1201 modem is connected to the host computer using a High Speed USB connec-

tion (USB 2.0) [88]. The maximum throughput of this link is 480 Mbps, not accounting for protocol

overhead. This total throughput is further shared between IN and OUT (of the host) data directions and

may be shared by multiple devices that are connected to the same USB host controller. While detailed

information on the USB 2.0 specification can be found at the www.usb.org website, a brief overview will

be provided here to aid the reader’s understanding of this aspect of the implementation design.

The USB protocol defines virtual pipes, each end of which terminates at an endpoint. A col-
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lection of these endpoints forms an interface. There are 4 kinds of pipes:

1. Control

2. Bulk

3. Interrupt

4. Isochronous

With the exception of the Control pipe, which is bidirectional, pipes are unidirectional – they are either

IN to the host or OUT of the host. Every USB device must have at least a Control pipe because it is

through this pipe that the host gets enough information about the device to be able to match it to a driver.

Each type of pipe has characteristics that make it suited for certain types of data traffic.

The Bulk pipe is the most commonly used type of pipe. It is a stream pipe that provides reliable

(in order) delivery of data but no guarantee on latency. This type of pipe can use any available bandwidth

but reserves none. A simple network adapter can be implemented with just a pair of Bulk pipes (an IN

and an OUT).

Interrupt pipes are meant for small amounts of data or indications that are sent infrequently but

with some latency guarantees. Every interrupt pipe specifies a period with which it must be serviced and

the host controller will set up a reservation to ensure that the pipe gets serviced at least once per period.

Isochronous pipes have latency guarantees, similar to Interrupt pipes, but they are intended to

sustain higher data bandwidth. What differentiates them from Bulk pipes is that they do not provide data

delivery guarantees. They are commonly used for video and audio streams of webcams, an application

where some data loss is tolerable as long as the latency is bounded.

In the design of modem-to-driver communication of TRANSFORMA we decided that the

benefits of the Bulk pipes outweighed their drawbacks when it comes to delivering data to and from the

driver. Had we chosen to use Isochronous pipes, we would be forced to address the issue of retransmitting
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data between the driver and the firmware at a layer above USB – an approach that is not without its own

drawbacks. For the time sensitive signaling that needs to happen between the modem and driver we used

a pair of Interrupt pipes.

5.3.2 Establishing Superframes

TRANSFORMA uses the same superframe structure as the WiMedia MAC that the STX1201

modem was designed to implement. This allows us to leverage the hardware facilities already in place

that allow tight time synchronization between wireless peers and coordinate beacon exchange during the

beacon period of each superframe. The superframe structure is depicted in Figure 5.3. One difference

between the superframe pictured here and the one used in our simulations is that in the STX1201 im-

plementation we use a single beacon period per superframe. Although the back-to-back beacon period

can provide single-superframe propagation of 2-hop neighborhood information, it is difficult to alter the

STX1201 to support it, and given the short superframes (64ms), the benefit is small. The number of slots

in each superframe taken up by the beacon period depends on the density of the wireless neighborhood.

It is around 16 slots in the experiments we have carried out. The WiMedia MAC protocol dictates that

beacons always be sent at 53.3 Mbps, and we did not modify this. The data rate used during data slots

can be increased up to 200Mbps on the STX1201. We chose a cautious 80Mbps. This allows us to send

2000 bytes per data slot, leaving some guard space. We did not want to pack the slots completely because

we did not have the wireless sniffer that would be necessary to troubleshoot data loss due to overlapping

slots if it was to occur.

Beacons in the WiMedia MAC protocol contain blocks of data called Information Elements

(IEs). Some IEs are used by the MAC itself to coordinate Beacon slot assignments and expansion or

contraction of the beacon period. Other IEs can be application-specific. To implement TRANSFORMA,

we use two such IEs in each node’s beacon. The first holds information about the node that is sending

the beacon such as:
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Figure 5.3: TRANSFORMA’s superframe structure

• Device ID

• Superframe ID

• Node color

• Some number of flow advertisements up to max per IE (currently set to 2):

– Flow ID

– Flow forecast (in units of slots per second)

– Flow Pcontend value

– Flow next hop device ID

The second of the IEs holds information about the neighbors of the sending node. The beacons

received from those neighbors have the IE described above, and the second IE packages all that informa-

tion and passes it along. This ensures that all the information in the first IE of each node propagates to the

2-hop neighborhood of that node. All nodes increment their current Superframe ID to match the largest
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Superframe ID received in any beacon. All flows outgoing from a given node are implicitly colored with

the color advertised in that node’s beacon.

Each node maintains two lists of flows: the outgoing flow list, which contains the flows that

are outgoing from that node, and the schedulable flow list, which contains all flows in the 2-hop neigh-

borhood of that node. The outgoing flow list is used to populate the first of the two IEs in each node’s

beacon, while the schedulabe flow list is used by the distributed scheduling algorithm to elect a flow

winner for each slot of every superframe.

The firmware does not have enough CPU cycles to spare to perform the schedule computation,

so it must be done in the driver. At the end of each beacon period, the firmware takes its updated list of

schedulable flows and sends it via the Interrupt IN pipe to the driver. The Interrupt pipes are serviced

with a period of 8ms, so this information is guaranteed to be delivered to the driver within 8ms of the

beacon period being over. Once the driver receives the updated schedulable flows list, it runs the flow

selection algorithm to elect a flow winner for each slot in the upcoming superframe. It also computes

updated Pcontend values of each flow, and sends all this back to the modem via the Interrupt OUT pipe.

This information will get to the modem before the next beacon period, so the updated flow information

can be used to refresh the contents of the IEs of each node. The slot schedule is ready to be used in the

upcoming superframe.

5.3.3 Data Transmission

The receive path of the modem is straight forward. When a packet arrives over the air, it gets

immediately queued up on the Bulk IN pipe to be sent up to the driver. The complexity is in the transmit

path. Every time a USB transfer completion event occurs for the Bulk OUT pipe, indicating that the

driver has sent over a new packet of data, the firmware looks in the header of the packet to see which

flow it belongs to and puts it in the wireless queue for that flow. Asynchronously, a timer fires at the

beginning of each data slot and the firmware refers to the slot schedule for that superframe to find out
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which of the outgoing flow, if any, will win the slot. If it find a matching flow, it sends the packet at the

head of its queue. If there is no matching flow for this node, this means that a flow from some other node

has won the slot and the node should listen for incoming transmission.

The memory constraints of the STX1201 present an interesting challenge here. To buffer

enough data for a full superframe would require 480KB (2000 bytes per slot and 240 data slots per

superframe). We have only around 1/10 of that, which means that the driver needs to get the data to the

modem in the right order and it needs to try to get it there as close to the slot during which it will be sent

out as possible. The driver uses the Interrupt packet received from the modem right after each beacon

period as a reference point. Assuming a worst case delay of 8ms between the end of the beacon period

and the reception of this packet, the driver estimates the first data slot of the next superframe to be in

durationsuperframe − 8ms.

5.4 Driver

A substantial portion of the implementation of TRANSFORMA lies in the driver. The advan-

tage of implementing a portion of TRANSFORMA in the driver is that it has more computational and

memory resources available to it than the modem. The disadvantage is that the driver’s only connection

to the modem is the USB link. The loosely bounded nature of the latency of this link combined with the

fact that there are time sensitive operations the driver needs to perform during each superframe to keep

the protocol operating make the implementation challenging.

The TRANSFORMA driver is built around the Linux usbnet driver, which is used by most

USB network devices. The usbnet driver is designed to perform all the USB operations required to

implement a USB network interface such as a USB Ethernet adapter or USB WiFi card. Normally, the

per-device specifics are handled by a device-specific “mini-driver” which leverages the usbnet driver for

the heavy lifting required to enumerate the device and keep data flowing through the Bulk IN and OUT
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pipes. It was not possible to implement TRANSFORMA as a mini-driver because it requires more of the

driver than typical devices and the outgoing data flow is somewhat more complex. We started by taking

the entire usbnet driver, merging it together with one of the mini-drivers, and then making significant

alterations to support the per-flow queues, traffic forecaster, and flow-selection computations that make

up TRANSFORMA.

5.4.1 Handling Outgoing Data

When the Linux network layer has data to send that will be going out through the tran0 network

interface instantiated by our driver, the kernel calls the .ndo start xmit function of the driver with a

pointer to the sk buff that holds the IP packet. If this was a standard USB Ethernet device, the contents

of this packet would be placed in an URB (USB request block) and the URB would then be queued for

transmission through the Bulk OUT pipe to the USB device. In TRANSFORMA, several things need

to happen before a packet can be sent over the air, so we must temporarily store the packet somewhere

while the chain of events its arrival causes are completed.

TRANSFORMA sorts packets by flow, and each flow has a packet queue. The first thing

that must happen when a packet arrives is to identify the flow this packet belongs to. TRANSFORMA

identifies what flow a packet belongs to using the source IP address, destination IP address, and if the

packet is UDP or TCP, the source and destination ports as well. These properties of the packet are used

to look it up in a hash table of outgoing flows. If the flow’s state structure is not found in the hash table,

it is added. The flow structure contains an sk buff queue used for queuing outgoing packets as well as a

forecaster event queue. The event queue is used to queue events such as packet arrivals, departures, and,

when a flow hasn’t received packets for a while, flow deletions. These events are passed in batches to

the user space forecaster. The forecaster uses these events to update its forecasts and state for each flow.
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5.4.2 Interfacing To Forecaster

As mentioned earlier, TRANSFORMA’s traffic forecaster is implemented as a user-space pro-

cess. This means that it needs to a method of communicating with the driver. The method that was

chosen is a char device interface. The driver instantiates a unique char device for each TRANSFORMA

instance for which a device file is created in /dev. For example, the tran0 TRANSFORMA interface has

a matching char device file called fcast tran0. A char device file is opened and accessed like any other

file on the system using open, read, write file I/O system calls. In the case of TRANSFORMA, the driver

ensures that only one process can open the file at a time.

When the user-space forecaster process is launched, it opens the fcast tranX file and immedi-

ately executes a blocking read request. In the driver, the first thing the char device read operation handler

does is wait for a flag to be set that indicates there is new data for the forecaster. When this flag is not

set, the system scheduler puts the calling process (in this case the user-space forecaster) to sleep until

that flag is set. The next time the driver sees a packet arrival, departure, or flow timeout, it will enqueue

a new event and set the flag, causing the user-space app to get scheduled and process the new events.

When the events have been processed, the updated forecasts for all active flows are given to to the drive

via a write call to the char device. The event queue mechanism gives the system the flexibility to deal

with higher load scenarios where multiple events can occur before the user-space process has a chance

to read any of them out.

5.4.3 USB Communication

As mentioned in Section 5.3.3, due to the memory constraints of the modem the driver needs

to send it data packets in the order in which they will be sent over the air. This order is often not going

to be the order in which the packets were received from the network layer – this is the reason we can’t

simply package each packet arriving from the network layer into an URB and queue it to the Bulk OUT
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pipe. What the driver does instead is wait until the last possible moment before a flow’s slot, and then

pull out as many packets out of the flow’s queue as will fit in the slot and queue them for transmission.

To achieve this, there is a transmission timer in the driver that fires as close as possible to once

per slot. In actuality, due to the standard time-tick resolution of the Linux kernel, this timer fires every

4ms (15.625 slots). This is acceptable because, to account for the latency of the Bulk pipe, the driver

queues the data for transmission half a superframe in advance of the slot during which it will be sent over

the air. Each time the timer fires, the driver goes through the list of schedules for upcoming superframes

and searches for any slot that will be scheduled within the next 32ms. The arrival time of the Interrupt

IN URB (Section 5.3.1) is used as a reference point to let the driver compute where in the superframe

it currently is; it is known that this URB will be received within 8ms of the end of the beacon period

in each superframe. The driver aggregates packets to generate payloads up to 2000 bytes in size. The

modem does not unpack these payloads, but simply passes them on over the air to their next hop. The

driver on the other end unpacks them before passing them up to the network layer.

At the start of every superframe the STX1201 modem exchanges beacons with other modems

around it during the beacon period. Once the exchange is complete, the modem sends an Interrupt

URB to the driver with an up-to-date schedulable flow list. The driver uses this information to run the

competition probability and flow selection algorithms described in Section 4.3.4. The output of these

algorithms is an up to date outgoing flow list and a schedule for the next superframe. The outgoing flow

information is stored as part of the flow state that is kept for each flow and the schedule is added to the

end of a schedule list. Both pieces of information are also placed inside of Interrupt URBs and sent back

to the modem.

99



5.5 Forecaster Daemon

Thanks to the fact that the forecaster daemon runs in user-space and not kernel space, the

same code that is used in the Qualnet simulations can be reused for the implementation. The forecaster

algorithm is described in detail in Section 4.3.3. The daemon executes the following operations in an

endless loop: read events from driver, process events, write forecasts to driver.

When the daemon does a read operation on the fcast tranX device, it returns an event queue for

each flow. The events can be one of: packet arrival, packet departure, flow deletion. Arrivals are passed to

the forecaster’s arrival handler, which updates the forecast for the corresponding flow. Packet departure

events go to the departure handler, which does not affect the forecast, but is necessary to compute the

arrival-to-departure delay and queue occupancy statistics. These statistics are periodically written to a

file and provide useful information for debugging and tuning the forecaster.

5.6 The journey of an outgoing packet

To solidify the reader’s understanding of how driver, firmware and forecaster daemon all work

together in TRANSFORMA, this section will describe all the steps that happen in order to enable the

first packet of a flow to be sent over the air. Figure 5.4 illustrates the steps that take place.

It all begins when a packet arrives at the driver from the network layer. Since this is the first

packet of this flow, a new flow state instance is created for it. The packet is queued in the packet queue

of this flow state instance and the arrival event for the packet goes into the forecaster event queue for

the flow. As soon as the flag is set to indicate that there are events for the waiting forecaster daemon to

process, the system scheduler schedules its process and it reads in the pending events. The forecaster

creates a new flow state instance for this flow because it, too, didn’t have one since this is the first packet

and then updates the forecast. This being the first packet, the forecast is set to the maximum number of

slots per second. This helps to compensate for the fact that the first few packets of the flow need to wait
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Figure 5.4: The journey of the first outgoing packet in a flow.
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a little longer than the following packets. The new forecast is written back to the driver, which uses it to

update the state instance of the flow.

Meanwhile, after each beacon period, the modem sends the driver the latest schedulable flow

list. This time around, the schedulable flow list does not include the flow that was just created, so it

cannot be included in the schedule for the next superframe yet. However, in response to the schedulable

flow list, the driver sends its outgoing flow list, which does include the new flow. Note that due to the

period of the Interrupt pipes being set to 8ms, the values of ∆t1,∆t2,∆t3 are in the range (0ms,8ms).

In the next beacon period, the modem will advertise this new flow, and in the beacon period

of the following superframe, the modem will hear its neighbors advertising the new flow. At that point,

the new flow will become part of the schedulable flow list which the modem passes up to the driver. The

driver will then include the new flow in the schedule for the subsequent superframe, during which the

packet will be sent down to the modem and then in turn over the air.

It is clear that some delay is incurred by the first packets until the flow is established. Following

that, the delay is much smaller and is a function of how many slots per second the flow is allocated and

whether that amount is sufficient for all its packets or not.

5.7 Experiments

5.7.1 Heterogeneous Flows

The first experiment we carried out with the TRANSFORMA implementation emulates one of

the experiments in Section 4.4: the heterogeneous flow experiment. In this experiment we systematically

add flows of varying data rates one by one and observe the performance seen by each flow as the load

increases. The iperf tool [89] for bandwidth performance testing was used to generate the CBR flows for

this experiment. The achievable data rate, given we can fit 2000 bytes per slot, 240 slots per superframe,

and 64ms superframe duration, is 60Mbps. The rates of the heterogeneous flows in this experiment are
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chosen so that the total load approaches this maximum when all the flows are running. We configured

iperf to use a packet size of 950 bytes (not including headers) so that 2 such packets will fit in one

data slot. Figure 5.5 illustrates the experiment setup. Each node is connected to two subnets, one is for

the TRANSFORMA link, and the other is for Network Time Protocol (NTP) time synchronization and

remote access into the nodes. NTP synchronizes node clocks to within less than 1 ms, allowing us to

correlate packet departure times on one node with the packet arrival times on the other and compute end

to end delay.

In Figures 5.6,5.7,5.8 and 5.9, each X-axis value is generated by running that number of flows,

and then taking the average delay, delivery ratio or good put. During every such run, flows are started

one by one in order from highest data rate to lowest data rate, staggered by 1s. Each flow runs for 60s.

In addition, we ran 10 iterations of all the runs, and each point on the plot represents an average of these

10 iterations.

All of our experiment results are extracted from packet traces taken from the tran0 network

interface on each node. End to end delay, delivery ratio, and goodput are computed by combining the

packet traces from the sending and receiving interfaces. This would not be possible without the time
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synchronization afforded by the NTP protocol, which keeps the nodes system clocks less than 1 ms and

as little as 0.1ms apart.

Figure 5.6 shows the delay plots of a subset of the total flows (values including standard de-

viations can be found in Table 5.1). The trend we expect to see from our simulation experience is that

the flow with the largest throughput should experience the shortest delay. This is due to the fact that the

more slots a flow can use, the smaller the average inter-slot time becomes. In addition, as the number

of flows increases, the end-to-end delay for each flow will increase because more flows are now sharing

the same number of slots so the inter-slot time for each flow decreases. The second trend is apparent

in this figure, but the first is missing. The reason turns out to be the fact that the delay a flow’s packets

experience is not constant over the lifetime of the flow. Specifically, when the flow is being established,

the packets that arrive during the first few superframes must wait approximately 4 superframe durations

before they are sent out. If the flows queue builds up at this time, subsequent packets may also experi-

ence some additional delay until the queue empties. Available bandwidth is divided amount the active

flows according to their forecast ratios, so as long as the offered load is less than the sustainable load, the

queues are guaranteed to empty. Figure 5.7 illustrates what the average delays look like if we disregard

the packets arriving during the first 5s of each flow. In this figure the expected trend is visible: the flows

with higher throughputs are allocated more slots and, as a consequence, experience lower delays.

Figure 5.8 shows that the delivery ratio of the TRANSFORMA link is approximately 100% –

a characteristic that comes from the schedule based nature of the protocol. Figure 5.9 shows the goodput

seen by each flow. The values are about 6% higher than the application level throughput because this

goodput is measured at the network layer and includes IP and UDP header overheads.

5.7.2 VoIP With Background Traffic

The second experiment we carried out showcases a real VoIP application operating on top of

the TRANSFORMA link. The setup is similar to the one in the previous experiment, but the routing
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Figure 5.6: Average delay of heterogeneous flows in each direction going over a TRANSFORMA link.

Figure 5.7: Average delay excluding first 5s of heterogeneous flows in each direction going over a

TRANSFORMA link.
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Table 5.1: Delay values of Figure 5.6

Delays of flows from node 1 to node 2
Units are milliseconds

Flow
Count 1 Mbps 1.5 Mbps 2 Mbps 2.5 Mbps 3 Mbps 3.5 Mbps 4 Mbps 4.5 Mbps

1 3.6±0.4
2 4.4±0.3 4.8±0.3
3 6.1±0.3 6.3±0.3 6.4±0.8
4 10.3±0.7 10.1±0.7 9.3±0.6 10.1±0.8
5 15.1±1.1 14.5±1.1 14.2±1.2 14.6±1.2 14.7±2.2
6 24.0±1.7 22.7±1.9 20.9±1.2 18.6±1.6 18.3±2.0 19.9±2.8
7 36.3±1.0 31.9±1.5 37.7±4.6 31.0±2.2 28.5±2.5 28.4±1.5 32.8±3.5
8 50.6±3.7 50.1±4.6 43.1±4.7 41.3±3.9 39.0±6.6 35.7±4.3 37.2±3.4 43.1±3.1

Delays of flows from node 2 to node 1
Units are milliseconds

Flow
Count 1 Mbps 1.5 Mbps 2 Mbps 2.5 Mbps 3 Mbps 3.5 Mbps 4 Mbps 4.5 Mbps

1 3.8±0.4
2 4.7±0.3 5.1±0.2
3 6.5±0.4 6.4±0.3 6.6±0.4
4 9.9±0.5 9.1±0.5 8.4±0.6 9.2±0.6
5 15.1±0.7 13.5±0.6 13.4±0.9 12.9±1.0 14.8±2.4
6 24.1±1.5 21.9±1.5 21.6±1.9 19.6±1.3 18.1±1.1 21.2±1.9
7 36.4±1.1 31.5±1.2 37.9±1.9 30.5±2.2 31.0±2.5 31.5±3.8 37.3±3.8
8 51.0±1.3 51.6±3.4 41.7±4.7 37.3±2.5 37.9±3.7 37.1±2.6 40.6±7.6 47.1±9.7
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Figure 5.8: Delivery ratio of heterogeneous flows in each direction going over a TRANSFORMA link.

Figure 5.9: Goodput of heterogeneous flows in each direction going over a TRANSFORMA link.
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Figure 5.10: VoIP experiment network setup

tables on the nodes and the internet router were adjusted to provide internet connectivity to one of the

nodes only through the TRANSFORMA link. In this experiment, a call is made using the Ekiga Linux

Softphone application from the VoIP client node in Figure 5.10 to an echo server. Everything heard by the

microphone is transmitted over the TRANSFORMA link, through the internet, to the server on the other

end. The server then echoes it back and it is heard a split second later over the earpiece. This results in

two VoIP flows over the TRANSFORMA link – one originating from behind the TRANSFORMA link,

and one originating from a remote server and routed back over the TRANSFORMA link. While this call

is in progress, we increase the traffic over the TRANSFORMA link by adding 6 4Mbps flows one at a

time at 10s intervals.

For this experiment, the delay and goodput of each active flow is plotted over time – instead of

being averaged over the duration of the flow they are averaged over a shorter period of 0.5s so that we
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can see the change in these quantities as the load changes. Figure 5.11 has a plot of the delay for the 6

CBR flows on top and a separate one for the VoIP flows on the bottom. These were separated to make

the plots a little more readable. Each flow starts out with a higher delay due to the necessary flow setup.

Once the flow enters the schedules of the 2 hop neighborhood, the packets that were queued are quickly

sent out and the forecast settles. As flows are added, the forecasts of other flows are not affected, but the

number of slots that are allocated to each flow get reduced, though they are still allocated in proportion

to the forecasts.

The data rate of the background flows is much higher than that of the VoIP flows as can be

seen in Figure 5.12. As a result, the delay of the VoIP flows should be higher, although it is still at a

respectable level by VoIP standards. The “in” VoIP flow does not get the same forecast as the “out”

flow because it has been slightly shaped by the Internet link that it traverses. When faced with varying

packet inter-arrival times, the TRANSFORMA forecaster errs on the side of caution and puts greatest

value on the smallest inter-arrival time when forecasting the data rate of the flow. This means that if an

otherwise periodic flow, such as VoIP has it’s inter-arrival times altered such that some packets arrive

closer together, the resulting forecast will be higher than it would otherwise.

Although delivery ratio plots have been omitted, the call audio quality was good and the delay

between words was not perceived to be higher than that of the same VoIP call to the echo server done

over an Ethernet link.

5.8 Conclusion

We were able to implement TRANSFORMA using the Starix STX1201 with custom firmware

and a matching Linux network device driver. The end result was a network link that faithfully executes

the TRANSFORMA wireless MAC protocol and can be used to study its behavior away from the confines

of a simulated setting. We have presented two experiments here that illustrate some of the performance
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Figure 5.11: Average delay across TRANSFORMA link seen by flows over time
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Figure 5.12: Average goodput across TRANSFORMA link seen by flows over time
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capabilities and behaviors of the protocol in various settings. The experiment results validate those we

have seen in our simulations. Although there are aspects of the implementation that can be improved

upon, it is fully functional and demonstrates that the TRANSFORMA MAC works not only on paper but

also in practice.
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Chapter 6

Conclusion and Future Work

In the early work presented in Chapter 2 we found that the expected benefit of traffic forecasting for

a schedule-based medium access approach is a reduction of the delay incurred by the protocol under

lower load scenarios. Given that wireless networks often operate at less than full load, this benefit is

very useful. While carrying out this work, an early version of the forecaster that would later be used

in TRANSFORMA was developed and shown to work effectively at forecasting the packet inter-arrival

time most likely to meet a network flow’s latency requirements.

Next, in the work presented in Chapter 3 we studied the use of entropy to quantify and compare

per-application traffic complexity. We presented results of using two entropy estimation approaches

– our own PPTEn estimator and the SampEn estimator – and showed that the output of our PPTEn

entropy estimator provides more information on the application behavior and can more readily be used

to compare per-flow network traffic complexities.

The PPTEn estimates corresponded almost exactly to the network traffic complexity order-

ing we came up with based on visual analysis of the network traffic from Skype, GoogleTalk, iChat,

Hulu.com, ABC.com, and Netflix.com. In addition, the PPTEn estimates over a range τ highlight many

application characteristics, some of which are even too subtle for visual observation. We refer to the en-
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tropy estimates as “entropy fingerprints” because of how closely related to the flow characteristics they

are.

Following this, we designed a MAC protocol that leverages per-flow traffic forecasts to sched-

ule data slots in a timely manner. Chapter 4 presents TRANSFORMA, a collision-free, scheduled-based

medium access control protocol that employs a novel approach to medium access based on traffic fore-

casting. TRANSFORMAs traffic forecaster identifies patterns in application flows and uses this informa-

tion to schedule access to the medium most effectively. By doing so, TRANSFORMA tries to anticipate

the workload at each node and sets transmission schedules accordingly. This is in contrast to traditional

scheduled access protocols (e.g., DYNAMMA [57], which set schedules reactively and thus incur consid-

erably higher delays. We showed through simulations that TRANSFORMA is able to identify the traffic

patterns of various kinds of flows and use that information to schedule them, assuring each flow a packet

delay on the order of its packet inter-arrival time. Our results also showed that TRANSFORMA is able

to schedule real-time flows alongside background traffic with less adverse effects on the real time flows

delay than 802.11 and DYNAMMA. Moving forward, our future work plans include: performing live

experiments on a testbed as a way to cross-validate our simulation results and developing an analytical

model to derive performance bounds for TRANSFORMA and as a way to validate our simulations.

In Chapter 5 we describe how we implemented TRANSFORMA using the Starix STX1201

with custom firmware and a matching Linux network device driver. The end result was a network link

that faithfully executes the TRANSFORMA wireless MAC protocol and can be used to study its be-

havior away from the confines of a simulated setting. The two experiments presented illustrate some of

the performance capabilities and behaviors of the protocol in various settings. The experiment results

validate those we have seen in our simulations: delay performance of TRANSFORMA is very good for

a schedule-based MAC and, thanks to its forecaster, TRANSFORMA divides the available bandwidth

among active flows in proportion to their forecast bandwidth requirements. Our implementation and the

results from the experiments we ran on it demonstrate that TRANSFORMA is implementable on real
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hardware.

6.1 Future Work

There are a few key areas in this work that can be explored further. The first of these is the

traffic forecasting component of the protocol. There exist many other forecasters that may be better

suited to the task than the one we have chosen. Furthermore, it is possible to use a set of forecasters

and choose the most appropriate one for each flow, possibly using a classification algorithm based on the

entropy fingerprints we discovered.

Currently TRANSFORMA’s performance in multi-hop scenarios is inversely proportional to

the number of hops because each hop constitutes a separate flow and the state for each is set up separately

as packets make their way from one hop to the next. If TRANSFORMA is made routing aware, it can

set up the flow states for each hop during the route discovery phase to reduce the delay incurred by this

process.

And lastly, we believe that TRANSFORMA’s concepts of traffic awareness can be brought to

the IEEE 802.11 arena by leveraging the Enhanced Distributed Channel Access (EDCA) function’s four

traffic classes and using the forecaster to dynamically tune their parameters.
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