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Article
Conformational Dynamics of the HIV-Vif Protein
Complex
K. Aurelia Ball,1,* Lieza M. Chan,1 David J. Stanley,2 Elise Tierney,1 Sampriti Thapa,1 Hai M. Ta,2 Lily Burton,2

Jennifer M. Binning,2 Matthew P. Jacobson,2 and John D. Gross2,*
1Department of Chemistry, Skidmore College, Saratoga Springs, New York and 2Department of Pharmaceutical Chemistry, University of
California, San Francisco, San Francisco, California
ABSTRACT Human immunodeficiency virus-1 viral infectivity factor (Vif) is an intrinsically disordered protein responsible for
the ubiquitination of the APOBEC3 (A3) antiviral proteins. Vif folds when it binds Cullin-RING E3 ligase 5 and the transcription
cofactor CBF-b. A five-protein complex containing the substrate receptor (Vif, CBF-b, Elongin-B, Elongin-C (VCBC)) and Cullin5
(CUL5) has a published crystal structure, but dynamics of this VCBC-CUL5 complex have not been characterized. Here, we use
molecular dynamics (MD) simulations and NMR to characterize the dynamics of the VCBC complex with and without CUL5 and
an A3 protein bound. Our simulations show that the VCBC complex undergoes global dynamics involving twisting and clamshell
opening of the complex, whereas VCBC-CUL5 maintains a more static conformation, similar to the crystal structure. This obser-
vation from MD is supported by methyl-transverse relaxation-optimized spectroscopy NMR data, which indicates that the VCBC
complex without CUL5 is dynamic on the ms-ms timescale. Our NMR data also show that the VCBC complex is more conforma-
tionally restricted when bound to the antiviral APOBEC3F (one of the A3 proteins), consistent with our MD simulations. Vif con-
tains a flexible linker region located at the hinge of the VCBC complex, which changes conformation in conjunction with the
global dynamics of the complex. Like other substrate receptors, VCBC can exist alone or in complex with CUL5 and other pro-
teins in cells. Accordingly, the VCBC complex could be a good target for therapeutics that would inhibit full assembly of the ubiq-
uitination complex by stabilizing an alternate VCBC conformation.
INTRODUCTION
Human restriction factors provide a critical line of defense
against viral pathogens. However, many viruses encode pro-
teins to counteract restriction factors and allow for persistent
infection in the host. A prime example of this host-pathogen
conflict is provided by the human immunodeficiency virus
(HIV)-1 protein viral infectivity factor (Vif), which targets
the host antiviral APOBEC3 (A3) proteins. In the absence
of Vif, A3 family members are encapsidated into HIV vi-
rions and inhibit viral replication primarily by deamination
of cytidines to uridines in the viral complementary DNA
during reverse transcription (1). The resulting hypermuta-
tion renders the viral infection nonproductive (2). Nearly
all lentiviruses encode a Vif protein that counteracts the
A3 family members, targeting them for destruction by
ubiquitin-mediated proteolysis (3). Vif hijacks a Cullin-
RING E3 ligase (CRL), which acts in the last step of a
three-enzyme E1-E2-E3 ubiquitination cascade. HIV-1 Vif
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recruits A3 family members to CRL5, which contains
the adaptor proteins Elongin-B (ELOB) and Elongin-C
(ELOC) as well as the scaffold protein, Cullin5 (CUL5),
and a RING-box protein. As shown in Fig. 1 b, Vif hijacks
CRL5 by replacing suppressor of cytokine signaling
(SOCS)2 (Fig. 1 a) as the substrate-binding protein, interact-
ing directly with ELOC and CUL5 (4). Vif also recruits
core-binding factor subunit-b (CBF-b), a transcription
cofactor, to the CRL5 complex (5,6). Although not present
in the cellular E3 ligase complex, CBF-b is required for
the formation of a functional HIV-1 Vif E3 holoenzyme
both in vitro and during HIV infection (5,6).

Vif is an intrinsically disordered protein (7), yet Guo et al.
(4) solved a crystal structure of a complex between Vif,
CBF-b, ELOB, ELOC, (termed VCBC) and the N-terminal
domain of CUL5 (CUL5ntd). This structure revealed that
the four-protein VCBC is a cofolded unit and that Vif is
folded into a larger a/b-domain (residues 1–111, 166–
176) and a smaller a-domain (residues 116–126, 145–153)
that are connected through a linker region (residues 112–
115, 127–144, 154–165) containing a zinc-binding motif
(4), as shown in Fig. 1 d. For this A3 substrate receptor
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FIGURE 1 Schematic diagram of (a) the host SOCS-CLR5 E3 ubiquitin

ligase complex and (b) the HIV-Vif E3 ubiquitin ligase complex. The

VCBC-CUL5ntd crystal structure (PDB: 4N9F) is shown from the same

orientation as the diagram (c) and rotated (d) to more clearly show the

two Vif domains connected by the Vif linker region (residues 112–115,

127–144, 154–165) in dark pink containing the zinc ion shown as a black

sphere. Vif helices a3 and a4 and ELOC helix h4 are labeled. To see this

figure in color, go online.
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complex to form, Vif must adopt a folded conformation, sta-
bilized by interactions with CBF-b and the ELOB and
ELOC heterodimer (ELOBC) (6). The a-domain of Vif
binds ELOBC and CUL5 by mimicking the SOCS2 interac-
tion surface. It contains a BC-box motif required to interact
with ELOBC and a surface that directly binds CUL5 (Fig. 1
d). The a/b-domain of Vif is responsible for interacting
with CBF-b, and through this interaction, CBF-b stabilizes
the two loosely packed helices in the a/b-domain of Vif
and forms an extended intermolecular b-sheet with the
N-terminus of Vif (4–6). Between these two domains,
whose secondary structure is stabilized by their interacting
partners, the Vif linker region is less structured, stabilized
by a zinc ion that interacts with the HCCH arrangement of
His and Cys residues in the Vif linker region (4). We hypoth-
esized that this unstructured linker region, located in the
center point of the VCBC structure, may form a hinge that
determines flexibility and conformational changes of the
complex. Although the intrinsically disordered Vif protein
folds as part of the CRL complex, flexibility retained in
the linker region may be critical to allowing different re-
gions of the complex to reorient, allowing ubiquitination
of the A3 protein to occur.

CUL5ntd is present in the Guo et al. (4) crystal structure,
but it is not required for Vif to form the stable VCBC com-
plex (6). Rather, CUL5 stabilizes the already formed VCBC
complex when it binds (4). The Vif HCCH zinc-binding
motif is required for CUL5 binding, although it does not
directly interact with CUL5 (4). As noted by Guo and
Zhou (8), sometimes when a protein partner (like CUL5)
is removed, favorable interactions are lost, causing proteins
to sample more states and show an increase in conforma-
tional entropy. Furthermore, a multitude of substrate recep-
tors must share a given CRL backbone, which is promoted
by cycles of NEDD8 conjugation, deconjugation, and
substrate receptor exchange (9). There are also at least
three distinct A3 protein-binding interfaces on Vif: the
APOBEC3F-like binding site, which binds APOBEC3F,
APOBEC3C, and APOBEC3D; the APOBEC3G-binding
site; and the APOBEC3H-binding site (10,11). Each A3
protein may also have different binding affinities for
different conformations of the VCBC complex. Accord-
ingly, understanding the structural dynamics of the VCBC
subunit not bound to the CUL5 scaffold could be advanta-
geous for understanding the complete process of A3 ubiqui-
tination by Vif. Additionally, full assembly of the CRL
complex potentially could be inhibited if alternate confor-
mations of the VCBC complex incompatible with CUL5
binding are stabilized, for example, by small-molecule
binding.

Previous molecular dynamics (MD) simulation studies by
Liu and Nussinov (12–14) have shown that ubiquitination
complexes are flexible. In their simulations of several CRL
complexes (CUL1 and CUL5 complexes), they found that
conformations different from those in the crystal structure
Biophysical Journal 116, 1432–1445, April 23, 2019 1433
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are sampled. Specifically, the substrate-binding protein that
links the adaptor (ELOBC in our case) to the substrate (an
A3 protein in our case) was found to contain a flexible linker
region that allowed the substrate-binding domain to reorient
relative to the BC-box domain (12,13). Liu and Nussinov
(12,13) also found that this conformational flexibility was
allosterically regulated by binding of both the adaptor and
substrate proteins, sometimes restricting the conformations
sampled. In the VCBC complex, Vif plays the role of the
substrate-binding protein, with the help of CBF-b, and
also contains a linker region between its two domains. No
structures have been solved with Vif bound to an A3 protein,
but several mutational studies have been performed that
indicate the interfaces on the a/b domain of Vif where the
A3s bind (15,16). Because the Vif-ubiquitination complex
performs the large-scale transfer of the ubiquitin moiety
from the E2 at one end of the complex to the substrate at
the other, alternate conformations could be important for
function of the complex (12). In this study, we compare
the conformational ensembles and alternate states of the
HIV-1 Vif complex and investigate the role Vif plays in
the flexibility of the complex.

We used MD simulations and NMR spectroscopy to
investigate conformational dynamics of the Vif substrate re-
ceptor complex. Simulations enable direct comparison of
conformational states for the VCBC complex with and
without CUL5ntd bound, including states that may be diffi-
cult to capture experimentally because of their low occu-
pancy. We found that the VCBC-CUL5ntd complex
samples conformations similar to the crystal structure,
whereas the VCBC complex undergoes large-scale confor-
mational changes involving the flexible linker region of
Vif. MD simulations of VCBC bound to APOBEC3F
(A3F) based on a modeled interface (17) also indicated
that the VCBC complex is conformationally restricted
when bound to the C-terminal domain of A3F (A3Fctd).
We also carried out methyl-transverse relaxation-optimized
spectroscopy (methyl-TROSY) NMR experiments, which
support the existence of multiple alternate conformations
of the VCBC complex that interconvert on the ms-ms time-
scale, causing extensive peak broadening; however, the
VCBC complex bound to A3Fctd (VCBC-A3Fctd) displays
reduced VCBC dynamics. Thus, both computational simu-
lations and NMR experiments demonstrate that the HIV-1
Vif substrate receptor (VCBC) is a dynamic complex that
samples multiple conformations, and these dynamics are
partially quenched upon binding to substrate or additional
E3 ligase components. Structural adaptability in Vif is likely
important for it to bind multiple A3 proteins through
different binding modes and to carry out the catalytic step
of ubiquitin transfer. By revealing alternate conformational
states, simulations could also provide strategies to discover
future therapeutics that inhibit A3 ubiquitination and degra-
dation, resulting in A3 encapsidation and inhibition of viral
replication.
1434 Biophysical Journal 116, 1432–1445, April 23, 2019
MATERIALS AND METHODS

Model building and system preparation

Crystal structures are available for VCBC-CUL5ntd (Fig. 1) and A3Fctd.

MD simulations were run on four different constructs of the HIV-Vif com-

plex: VCBC, VCBC-CUL5ntd, VCBC-A3Fctd, and VCBC with the shorter

ELOB102. The initial coordinates for each of these simulations came from

the crystal structure of VCBC-CUL5ntd (Protein Data Bank (PDB): 4N9F)

(4). The crystal structure PDB file was missing coordinates for several

unstructured regions of the proteins: Vif 1–2 and 173–176, CBF-b 1 and

157–165, ELOB 80–82 and 99–102, ELOC 50–57 and 112, and CUL5

119–130. These were built using the PLOP homology modeling software

to predict the conformation of the missing residues (18). Because the

HIV-Vif consensus sequence was used for the NMR experiments (19), a

homology model of the consensus Vif was built in Prime (20,21). Histidine

protonation states were optimized using Maestro (22). The crystal structure

of VCBC-CUL5ntd contained a truncated ELOB protein of only 102 resi-

dues, whereas the wild-type ELOB has 118 residues. Therefore, for all

simulated constructs except VCBC with ELOB102, the starting structure

for the C-terminus of ELOB was obtained from a crystal structure of the

HIV-Vif SOCS-box of ELOBC (PDB: 2MA9), which has the full-length

ELOB (23). To combine the two structures, residues 1–78 of ELOB were

aligned in the two structures using visual MD (VMD) (24,25), and residues

79–102 of ELOB from 4N9F were replaced with residues 79–118 of ELOB

from 2MA9. For the VCBC and VCBC-A3Fctd constructs, the CUL5ntd

atoms were removed.

For the simulations of VCBC-A3Fctd, the starting structure was obtained

from the model by Richards et al. (17) provided as a PDB file in the Sup-

porting Materials and Methods. To combine the Guo et al. (4) VCBC-

CUL5ntd crystal structure with the Richards et al. (17) modeled structure

of the A3F-Vif interface, the Vif interface residues (42–52 and 75–85)

were aligned in the two structures using VMD (24), and the structure of

A3Fctd from the Richards et al. (17) model was added to the VCBC struc-

ture. Because the solubility-enhanced A3Fctd construct used in our NMR

experiments had 11 mutations (Y196D, H247G, C248R, C259A, F302K,

W310D, Y314A, Q315A, K355D, K358D, F363D), our simulations were

performed on this construct for comparative purposes. The VCBC-

A3Fctd structure was changed to match this experimental sequence, and

the mutated side chains were modeled in with LEaP (26). Six missing

residues at the N-terminus of the A3Fctd were modeled in using PLOP (21).

The Amber99SB protein force field was used for our MD simulations

with the TIP3P water model (27,28). The Amber 16 LEaP module was

used to prepare each complex for simulation and create Amber

parameter and input coordinate files. To model zinc ions and coordinated

residues, we treated the zinc ion with a four-point charge representation

as reported (29). The proteins were surrounded with at least 10 Å of water

on all sides in a periodic box, and Naþ ions were added to neutralize the

system (Table S1).
MD simulations

Energy minimization was performed for each complex before running MD

simulations, initially with restraints of 500 kcal/(mol-Å2) on the protein

atoms to allow the solvent to minimize and then with no restraints to allow

the protein structure to minimize away from any high-energy residue

conformations. 500 steps of steepest descent minimization were performed

followed by 1000 steps of gradient minimization for each round. The sys-

tems were then equilibrated for 20 ps at constant volume while raising the

temperature from 0 to 300 K, with restraints of 10 kcal/(mol-Å2) on protein

atoms. Two more constant-pressure equilibrations were performed to

equilibrate the density of the systems with 1 kcal/(mol-Å2) restraints on

the protein for 20 ps and then without restrains for 1 ns. Dimensions of

the periodic box after equilibration for each construct are given in

Table S1. All MD simulations were performed on GPUs using the CUDA
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version of the pmemd module in the Amber package (26). The Andersen

thermostat was used to hold the temperature constant at 300 K (30,31),

and the Berendsen barostat with isotropic position scaling and a relaxation

time of 1 ps was used to hold the system at 1 bar (32). The particle mesh

Ewald procedure was used to handle long-range electrostatic interactions

with a nonbonded cutoff of 9 Å. After the initial 1-ns equilibration, four

or eight independent production simulations were run for each construct

starting from the same equilibrated structure but with new initial, random-

ized velocities. For the VCBC and VCBC-CUL5ntd constructs, eight inde-

pendent simulations were run, whereas only four independent simulations

were run for the VCBC-A3Fctd and truncated ELOB VCBC constructs.

The total simulation time for each construct is given in Table S1. Snapshots

were saved every 5 ps for the production simulations. The first 100–300 ns

of each simulation was treated as equilibration to allow the structure to

relax away from the crystal structure. Only the last 300 ns of data from

each simulation were analyzed.
Structure and trajectory analysis

Analysis of the MD simulations was performed using the cpptraj module

of Amber (26) and in-house Python scripts. Interatomic distances, dihedral

angles, root mean-square deviation (RMSD) of protein structures, root-

mean-square fluctuations, and hydrogen-bond percentages were all calcu-

lated using cpptraj. Cartesian principal component analysis (PCA) was

also calculated with cpptraj,based on the Ca position for each residue in

the structured regions of the VCBC complex (excluding flexible tails and

loops). The principal components (PCs) were taken as the first eigenvectors,

v, of the covariance matrix, M, for these Ca positions. The data used to

construct this covariance matrix included the ensemble of structures from

both the VCBC simulations and the VCBC-CUL5ntd simulations. The

data from each of the simulated constructs were then projected onto these

same PCs to compare the global motions of the VCBC complex for each

system.

To determine which distances between two residues correlated most with

each PC, we divided the PC into three components (x, y, and z) that corre-

sponded to each Ca atom and took the dot product between all combinations

of Ca atom vectors. The two atoms that yielded the most negative dot prod-

uct were moving the most in opposite directions as the system moves along

that PC, indicating that those atoms are getting closer together or farther

apart.

All histograms were computed by combining the independent simula-

tions for a given construct (snapshots spaced every 50 ps) and binning

over this total ensemble of structures. To determine the timescale of the

VCBC conformational exchange, the autocorrelation time, t, was calcu-

lated for each metric. Because the autocorrelation time for the first two

PCs was only one order of magnitude smaller than our total simulation

time for each independent simulation, we treated the data from one simula-

tion as correlated for purposes of statistical analysis. Only data from sepa-

rate simulations were treated independently. All protein structure figures

were created using VMD (24,25). To cluster the VCBC ensemble by PCs

1 and 2, we used the agglomerative clustering method in the Python ma-

chine learning module, scikit-learn (33), which recursively merges pairs

of clusters that minimally increase a given linkage distance. We used the

Ward linkage, which minimizes the variance of the clusters being merged

so that there will be greater variance in the data in different clusters than

within one cluster. The number of clusters was set to three because we

observed two very similar clusters when we increased the number to four

clusters. To sort the VCBC-CUL5ntd data into clusters, we fit a linear sup-

port vector classification machine to the VCBC clusters with scikit-learn

(33) and used that fit to predict the VCBC-CUL5ntd cluster membership.

In this way, different regions of the PC1 versus PC2 plot were designated

as belonging to each of the three different clusters.

To compare PC1 and PC2 for VCBC-CUL5ntd with each of the other

constructs, we calculated the p-values for the mean and variance using a

permutation test. The square of the difference between the mean of each in-
dependent simulation and the crystal structure, as well as the variance

within each independent simulation were used to determine p-values. All

p-values were found using 10,000 permutations.

To determine the mean dihedral angle in our ensembles, we converted the

angles to radians and calculated the exponential,

eiq;

where i is the imaginary number
ffiffiffiffiffiffiffi�1

p
and q is the dihedral angle. We then

summed this exponential over all the structures in our trajectory and found
the angle of the complex argument for the sum, which is the average dihe-

dral angle, accounting for periodicity. We similarly accounted for period-

icity when calculating average differences in dihedral angles and dihedral

RMSD.
Assessment of simulation convergence

To make sure that we compared simulations that had equilibrated suffi-

ciently away from the initial crystal structure, we divided each of the sim-

ulations into 100-ns blocks and performed PCA on the ensemble of

structures from four independent simulations for each block. Table S2

shows the first five eigenvalues for each block. We then took the sum of

the first five eigenvalues, which corresponds to the variance captured by

the first five PCs, and plotted how this quantity changes for each simulation

block (Fig. S1). We observed that for the VCBC-CUL5ntd and VCBC sim-

ulations, the variance increased and then reached a value that was steady

over multiple windows.

The s-r plots for all constructs were made to show the average range of

motion between a carbons as a function of interatomic distance for each

100-ns block of simulation (34). The average interatomic distances be-

tween a carbons were calculated for each pair of residues, along with

the SD. The SDs within intervals of Dr ¼ 0.5 Å were averaged to deter-

mine the average s values for the interatomic distance interval using

the equation

sr ¼ 1

N

X
si;j;

where N is the number of interatomic distances within the range
r � Dr

2
< ri;j%r þ Dr

2
;

and ri;j ;si;j are the mean interatomic distance and SD of the distance be-

tween a carbons i and j over 100-ns blocks of the construct trajectories.
The values calculated for each 100-ns block were graphed, and the SDs

were calculated using the independent simulations.
Protein expression and purification

The VCBC complex, consisting of consensus Vif (19), CBF-b (residues

1–165), ELOB (residues 1–118), and ELOC (residues 17–112), was coex-

pressed in Escherichia coli BL21 DE3 Star cells as described (19). Briefly,

cells were grown to midlog phase at 37�C followed by induction with iso-

propyl b-D-1-thiogalactopyranoside at 18�C for 18 h. Cells were harvested

and subsequently lysed by sonication in nickel buffer A (20 mM HEPES

(pH 8), 500 mM NaCl, 10% glycerol, 1 mM dithiothreitol [DTT],

20 mM imidazole), followed by centrifugation (14,500 � g, 45 min, 4�C)
to clarify the lysate. The sample was purified by nickel chromatography,

a heparin column, and size-exclusion chromatography (SEC) into a pH

7.5 buffer containing 20 mM HEPES, 500 mM NaCl, 10% glycerol, and

1 mM DTT. To form the VCBC-dT14 complex, purified VCBC was

concentrated and combined with oligonucleotide DNA (dT14) in a 1.5:1 ra-

tio of protein to oligonucleotide, then diluted with 20 mM HEPES (pH 7.5)

to an NaCl concentration less than 40 mM, and purified by SEC in 20 mM
Biophysical Journal 116, 1432–1445, April 23, 2019 1435
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HEPES, pH 7.5 buffer with 0.5 mM tris(2-carboxyethyl)phosphine (TCEP)

and 20 mM NaCl with no glycerol.

To express the VCBC complex with 13C isotope labels on the methyl

groups (Ile, Leu, Val, Met, and Ala (ILVMA)) for NMR spectroscopy,

the BL21 DE3 Star cells were grown in M9 minimal media with trace

metals (35). Before inducing with isopropyl b-D-1-thiogalactopyranoside,
13C isotope-labeled amino acid precursors were added to the culture

[50 mg/L 2-ketobutyric adid-4-13C, 100 mg/L 2-keto-3 methyl-13C-butyric

acid-4-13C, 250 mg/L L-Methionine-methyl-13C1, 100 mg/L L-Alanine

(3-13C)].

A solubility-optimized form of the A3F-C-terminal domain with 11 mu-

tations was expressed in E. coli BL21 DE3 Star cells as described (19,36).

The sample was purified by nickel chromatography, and the His-tag was

cleaved with the tobacco etch virus (TEV), then passed again over the

nickel column to remove the tag. The A3Fctd sample was then further

purified by SEC with a HiLoad Superdex 75 prep grade column purchased

from GE Healthcare (Chicago, IL). Budding yeast Upf1 was expressed and

purified as described (37).
Gel-shift assays

Poly(U)40 oligonucleotide (Dharmacon, Lafayette, CO) was end labeled by

polynucleotide kinase with [g-32P] ATP, according to the manufacturer’s

recommendations (New England Biolabs, Ipswich, MA). Reaction products

were purified with an Illustra G-50 column (GE Healthcare). 100-pmol

probe RNA was mixed with buffer or varying amounts of protein in

NEBuffer 2 (New England Biolabs) and incubated at room temperature

for 15 min. Native gel electrophoresis followed by phosphorimaging

(Typhoon; GE Healthcare) was used to visualize the formation of RNA-

protein complexes.
RNase protection

Body-labeled poly(U) RNA was synthesized by a tailing reaction with

poly(U) polymerase (New England Biolabs), poly(U)15 oligonucleotide

primer, and [a-32P] UTP. Long RNAs were purified using an RNeasy

Mini Spin Column (QIAGEN, Hilden, Germany) according to the

manufacturer’s recommendations. For each RNase protection assay, 1 mL

of 2 � 105 cpm/mL body-labeled poly(U) RNA was mixed with either

2 mM protein or buffer in 1/2� NEBuffer 2. RNase A was added at a final

concentration of between 2 and 10 mg/mL, and reactions were mixed and

allowed to proceed for 1 h at room temperature. Nuclease-resistant products

were purified by two successive chloroform-phenol extractions followed by

ethanol precipitation overnight at �80�C. Inclusion of glycogen at a final

concentration of 15 mg/mL during ethanol precipitation was critical for

the recovery of small RNA fragments. Finally, reaction products were visu-

alized by denaturing gel electrophoresis and phosphorimaging (Typhoon;

GE Healthcare) followed by analysis in ImageJ (38).
Fluorescence anisotropy

50 fluorescein-labeled and unlabeled oligonucleotides were purchased from
Integrated DNA Technologies (Coralville, IA). All measurements were

made using an Analyst AD system (LJL BioSystems, Sunnyvale, CA).

For direct binding assays, VCBC was serially diluted into a solution con-

taining 25 mM HEPES (pH 7.9), 25 mM NaCl, 1.25 mM MgCl2, 1 mM

DTT, and 1 nM fluorescent probe. For competitive binding assays, an unla-

beled competitor oligonucleotide was diluted into a solution containing

25 mM HEPES (pH 7.9), 25 mM NaCl, 1.25 mM MgCl2, 1 mM DTT,

0.5 nM fluorescent probe, and VCBC at a concentration equal to the Kd

value determined for probe-VCBC binding. All data were fit in R using

the minpack.lm package (39); direct binding experiments were fit using a

single-site saturation binding model, and competitive binding experiments
1436 Biophysical Journal 116, 1432–1445, April 23, 2019
were fit as described (40). Plots were generated using the ggplot2 package

for R (41).
Methyl-TROSY NMR spectroscopy

NMR was performed in 20 mM HEPES (pH 7.5) D2O buffer with 20 mM

NaCl and 0.5 mM TCEP. NMR experiments were performed on an 800-

MHz Bruker spectrometer (Billerica, MA) with a cryogenically cooled

probe. Methyl-TROSY experiments were performed at 300 K (42). The

VCBC concentration was �160 mM for the VCBC-dT14 experiment, and

256 scans were performed in the 1H dimension, and 128 complex points

were acquired in the indirect 13C dimension. The A3Fctd concentration

was �108 mM and the VCBC concentration was �90 mM for the VCBC-

dT14-A3Fctd experiment, and to adjust for this concentration difference,

816 scans were performed in the 1H dimension and 128 complex points

were acquired in the indirect 13C dimension. The relative differences in

concentration of VCBC for the two experiments were well determined

because the VCBC samples came from the same stock solution. Spectra

were processed using the NMRPipe suite of programs (43). Figures and

chemical shift assignments were done using the Python module nmrglue

(44). Remaining data analysis was performed using in-house Python scripts.
Isothermal titration calorimetry

The binding affinity between A3Fctd and VCBC was measured using a VP-

ITC Micro Calorimeter (MicroCal, Los Angeles, CA). The proteins A3F

and VCBC were dialyzed extensively against either high-salt buffer

(20 mM HEPES (pH 7.5), 10% glycerol, 300 mM NaCl (A3F into

VCBC monomer)) or low-salt buffer (20 mM HEPES (pH 7.5), 10% glyc-

erol, 50 mM NaCl, 2 mM dT14 (A3F into VCBC dimer)) before titration.

The injection syringe and the sample cell were filled with A3F and VCBC,

respectively. The system was equilibrated to a stable baseline before initi-

ating an automated titration. Each titration experiment injected 7 mL of

A3F, and 30 injections were repeated at 200-s intervals at 25�C. The sample

cell was stirred at 300 rpm. Heat changes upon the addition of the A3F were

monitored and fitted using the least-squares regression analysis of ORIGIN

software (MicroCal, Los Angeles, CA) to calculate the dissociation

constant (Kd).
SEC multiangle laser light scattering

To determine the molecular size of VCBCmonomer and dimer, the purified

proteins were injected into a Shodex KW-804 size-exclusion column with

an Ettan LC (GE Healthcare), and the elution products were applied to in-

line DAWN HELEOS multiangle light scattering and Optilab rEX differen-

tial refractive index detectors (Wyatt Technology, Santa Barbara, CA). Data

were analyzed by the ASTRAV software package (Wyatt Technology).
RESULTS

Alternate conformations of the VCBC complex

Simulations of VCBC and VCBC-CUL5ntd

We performed MD simulations of the VCBC complex alone
or bound to CUL5ntd. In both simulations we observed
large-scale global motions of the complex and flexibility
in the Vif linker region, near the Zn2þ coordination site.
We used Cartesian coordinate PCA to identify the global
motions that were most dominant in our simulations. To
compare the VCBC and VCBC-CUL5ntd simulations, we
performed PCA on the combined ensemble of all the



FIGURE 2 (a) Projection of the VCBC and

VCBC-CUL5ntd ensembles onto the first two

PCs of motion (Å). The shading of the cell repre-

sents the fraction of the ensemble at that value of

PC1 and PC2, where black is 5.4 � 10�5 or greater

and white is 0. The red x represents the values of

PC1 and PC2 in the crystal structure from which

all simulations were initiated. (b and c) PC2 repre-

sented as Ca positions in the range plotted, with a

cartoon overlaid, is shown. Vif is shown in pink,

CBF-b in green, ELOB in blue, and ELOC in

red. (d–f) PC1 represented as a series of Ca posi-

tions in the range plotted, with a cartoon overlaid,

is shown. To see this figure in color, go online.

TABLE 1 Comparison of Average PC Value for Each

Construct Simulated

PC1 PC2

Mean (Å) Average SD (Å) Mean (Å) Average SD (Å)

VCBC-CUL5ntd �22 20 �32 32

VCBC 24 53a �263b 75a

VCBC-A3Fctd �19 25 �89 54a

VCBC truncated 54 44 �143b 99a

ap-value < 0.001 relative to the VCBC-CUL5ntd ensemble.
bp-value < 0.01 relative to the VCBC-CUL5ntd ensemble

Dynamics of the HIV-Vif Protein Complex
VCBC structures from the last 300 ns from both the VCBC
and VCBC-CUL5ntd simulations. The first two PCs ac-
counted for �71% of the variance in the VCBC structure
over both sets of simulations (with and without CUL5ntd).
The first PC (48% of the variance) involved a twisting
open of the Vif a/b domain and CBF-b with respect to the
Vif a-domain and ELOBC, whereas the second PC (23%
of the variance) captured a clamshell motion where the
Vif a/b domain and CBF-b come closer to ELOBC
(Fig. 2). Fig. 2 shows that although the simulations with
CUL5ntd do include a small amount of sampling along
these PCs, the VCBC conformational ensemble in the
absence of CUL5 is much more heterogeneous. VCBC sam-
ples conformations that are substantially different from the
crystal structure both in PC1 and in PC2. This indicates
that VCBC adopts alternate conformational states not pre-
sent when CUL5ntd is bound. Table 1 shows the mean
and SD for PC1 (twisting motion) and PC2 (clamshell
motion) for each construct. The same types of motions are
also occurring for VCBC-CUL5ntd (Fig. 2), but the total
conformational change is not as large.

We measured the autocorrelation time for each of the first
two PCs to determine the timescale of the motions that these
PCs are capturing. VCBC exhibited autocorrelation times
of �25 ns for both PC1 and PC2, meaning that (at least)
hundreds of nanoseconds of simulation time would be
required to fully sample those motions. To make sure that
we had run each of the individual simulations long enough
for the dynamics of the complex not to be affected by the
starting crystal structure conformation, we compared the
global dynamics of the VCBC complex over sequential
100-ns blocks of simulation time using s-r plots (34)
(Fig. S2). The similarity of the global motions based on
s-r plots, as well as the magnitude of the first five eigen-
values from PCA (Fig. S1) show that the VCBC dynamics
had equilibrated after 300 ns and the VCBC-CUL5ntd dy-
namics after 100 ns. We collected 300 ns of simulation
time after this equilibration period from eight independent
simulations to compare the VCBC and VCBC-CUL5ntd en-
sembles. Not all of the eight independent simulations of
VCBC sampled the entire space of PC values (Fig. S2),
which indicates that the data from one independent simula-
tion are correlated and sampling is not complete, even after
300 ns of simulation time. Therefore, we treated each inde-
pendent simulation as one data point when comparing the
VCBC ensemble to the VCBC-CUL5 ensemble in Table 1.
Although each simulation sampled a limited space in PC1
and PC2, both the mean PC2 values and the PC1 and PC2
variance (range of motion) within an individual simulation
were significantly different in the VCBC simulations
compared to the VCBC-Cul5 simulations.

To investigate local conformational changes associated
with the global dynamics of the VCBC complex observed
by PCA, we measured protein backbone conformational
changes and hydrogen-bonding patterns. Overall, there
were no major conformational changes within each of the
protein domains, and most secondary structure elements
were maintained to a similar degree in the VCBC and
VCBC-CUL5ntd simulations (Fig. S4). The regions with
the largest differences in backbone fluctuations were in
highly flexible loops or termini (Fig. 3). In particular, the
ELOC loop (residues 45–62) is restricted by direct interac-
tions with CUL5 in the VCBC-CU5ntd simulations, and the
Biophysical Journal 116, 1432–1445, April 23, 2019 1437



FIGURE 3 (a) Root mean-square fluctuations of

the individual protein backbones for each protein in

the VCBC complex by residue. Each protein is

aligned separately before the fluctuations are

calculated, so these fluctuations reflect local mo-

tions only. The dashed line represents the VCBC-

CUL5ntd simulations and the solid line represents

the VCBC simulations. (b) The VCBC-CUL5ntd

structure is shown from two perspectives with the

differences from (a) highlighted on the structure.

CUL5ntd is shown in metallic light blue and

VCBC in white, with the regions that undergo

more backbone fluctuations in the VCBC simula-

tions than in the VCBC-CUL5ntd simulations (by

at least 1 Å root mean-square fluctuation) shown

with increased thickness and in color: pink is for

Vif, green for CBF-b, blue for ELOB, and red is

for ELOC. Regions that undergo more backbone

fluctuations for VCBC-CUL5ntd are shown in

dark blue for EloB and dark pink for Vif. Vif heli-

ces a3 and a4 and ELOC helix h4 are labeled. (c)

VCBC structure with Vif backbone colored by the

difference in average dihedral angle in the VCBC

simulations compared to the VCBC-CUL5ntd sim-

ulations is shown. Red indicates residues that sam-

ple different f or j dihedral angles in the VCBC

simulations compared to the VCBC-CUL5ntd

simulations, whereas white residues have similar average dihedral angles in both sets of simulations. The largest Vif backbone dihedral difference is

149�. Residues that showed an average dihedral angle difference of more than 20� between the VCBC-CUL5ntd simulations and VCBC simulations are

shown as spheres. CBF-b is green, ELOB is blue, ELOC is red, and the zinc ion is black. (d) A close-up of side chains involved in linker hydrogen bonds

with CBF-b Glu152 is shown. Black lines indicate where the hydrogen bonds form. To see this figure in color, go online.
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EloB C-terminal region (residues 99–118) is highly flexible
in all simulations. Fig. 3 highlights the residues of the Vif
sequence with root mean-square backbone fluctuations
more than 1 Å greater in the VCBC simulations than in
the VCBC-CUL5ntd simulations. These residues are in the
linker region and a loop in the a/b-domain that directly
interacts with the linker region (Fig. 3 b). Additionally,
a-helices adjacent to the linker were slightly destabilized
in the VCBC simulations without CUL5ntd (Fig. S3). Rear-
rangement of this linker region is likely necessary for the
global conformational changes that reorient the other pro-
teins relative to each other, and this results in greater flexi-
bility in this region when there are global conformational
changes.

Examining the Vif backbone dihedral angles sampled, we
observed that several residues can sample multiple back-
bone conformations, and we compared the average Vif
backbone dihedral angles in the VCBC and VCBC-CUL5
ensembles. We found that most of the Vif residues where
the backbone conformation changes in the two ensembles
were in the linker region (Fig. 3 c), but not directly at the
CUL5 interface. A comparison of hydrogen-bonding pat-
terns also points toward the Vif linker region. We compared
all of the hydrogen bonds present in the complex and iden-
tified which residues show a difference in hydrogen-bonding
pattern in the VCBC simulations compared to the VCBC-
CUL5ntd simulations (Fig. S6). The only hydrogen bonds
1438 Biophysical Journal 116, 1432–1445, April 23, 2019
that showed a large difference between the two ensembles
are shown in Fig. 3 d and are in the Vif linker region. These
residues, His139 (part of the HCCH zinc-binding motif)
and Ser144, hydrogen bond with Glu152 on the CBF-b
C-terminal tail much more often in the VCBC-CUL5ntd
simulations than in the simulations with only VCBC,
although they do not interact directly with CUL5.

To better characterize the conformational changes in the
VCBC ensemble, we divided it into three clusters based
on PC1 and PC2 (Fig. 4 a). Cluster 1 is most similar to
the crystal structure, and almost all of the VCBC-CUL5ntd
ensemble falls into this cluster (Fig. 4 b). Cluster 2 captures
VCBC structures that are slightly more closed in the clam-
shell (PC2) mode but also twisted to the right (PC1)
compared to the crystal structure. Cluster 3 is twisted
much more to the left (PC1) than the crystal structure,
whereas ELOB and CBF-b are on average even closer
together (PC2). Table 2 summarizes the structural differ-
ences between the clusters. Clusters 2 and 3 both have a
lower occupancy of the two CBF-b Glu152 hydrogen bonds
as well as more flexible Vif linkers, which sample backbone
dihedral angles that differ from the VCBC-CUL5ntd
ensemble. Because large-scale motions involve small
concerted changes in multiple dihedral angles, we cannot
specify particular backbone dihedral angles that correspond
to PC1 and PC2 conformational changes; however, overall
local structural changes in the Vif linker region coincide



FIGURE 4 Alternate conformations of the Vif protein complex.

For a Figure360 author presentation of this figure, see https://doi.org/10.1016/j.bpj.2019.03.014.

(a) Projection of the VCBC ensemble onto the first two PCs of motion (Å). Clustering was performed based on PC1 and PC2, and the color represents the

membership in three different clusters. (b) Projection of the VCBC-CUL5ntd ensemble onto the first two PCs of motion (Å). The color of the data points

indicates which of the three clusters from the VCBC clustering (plot a) the VCBC-CUL5ntd data is classified into. The black x in plots (a) and (b) represents

the values of PC1 and PC2 in the crystal structure from which all simulations were initiated. Example snapshots from the VCBC and VCBC-CUL5 ensembles

are shown. Vif is shown in pink, CBF-b in green, ELOB in blue, ELOC in red, the zinc ion in black, and CUL5ntd in metallic light blue. Distances that are

most correlated with PC1 and PC2 are indicated for each snapshot. The distance between ELOB 80 and CBF-b 33 is shown in gray (PC1), and the distance

between ELOB 58 and CBF-b 37 is shown in magenta (PC2). To see this figure in color, go online.
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with the large-scale conformational changes captured by
PCA. This suggests that general flexibility in the Vif linker
region is necessary for the overall expansion, contraction,
and twisting of the VCBC complex that occurs when
CUL5 is not bound.

NMR of the VCBC complex

To experimentally observe the conformational heterogene-
ity of the VCBC complex, we performed methyl-TROSY
NMR spectroscopy on ILVMA 13C-labeled VCBC. Because
only ILVMA residues are visible, the number of crosspeaks
in the two-dimensional spectrum are reduced; therefore, this
technique enables observations of methyl resonances in
molecular assemblies as large as the proteasome (45). The
resonance intensities are sensitive to dephasing that occurs
because of conformational changes on the ms-ms timescale,
including global conformational changes or self-associa-
tion, which, in the limit of intermediate exchange, would
cause peaks to broaden and disappear (46). The VCBC com-
plex is difficult to work with at the concentrations needed
TABLE 2 Structural Comparison of VCBC Clusters

VCBC-CUL5

ELOB 80–CBF-b 33 distance (Å) (correlated with PC1) 68 (3)

ELOB 58–CBF-b 37 distance (Å) (correlated with PC2) 46 (3)

Ensemble with at least one Vif–CBF-b 152 H-bond (%) 87

Linker dihedral SD (�) 24

Linker dihedral RMSDa (�) 0

No. linker dihedral angles differenta 0

For distances, SDs are noted in parentheses.
aCompared to the average linker dihedral angles in the VCBC-CUL5ntd ensem
for NMR spectroscopy because of its tendency to aggregate
and precipitate at high concentration. To prevent aggrega-
tion, the complex can be kept in a buffer with high salt
(500 mM NaCl) and 10% glycerol, but the NMR signal is
broadened under these conditions and individual methyl
peaks are not visible. We found that a defined length of sin-
gle-stranded DNA (ssDNA) will bind the VCBC complex
(Fig. S7) and enable it to be concentrated under low-salt
conditions (20 mM NaCl) with no glycerol present, possibly
by shielding the positively charged Vif from nonspecific
electrostatic interactions with other copies of the complex.
Using fluorescence anisotropy measurements, we found
that the optimal ssDNA length is 14 oligonucleotides
(dT14), binding to VCBC with low nanomolar affinity,
Kd ¼ 3.7 5 1.7 nM (Fig. 5, a and b). We also noticed
that VCBC forms a dimer when DNA is present, as observed
by SEC in line with multiangle laser light scattering
(Fig. 5 c). Because many CRL complexes are known to
form dimers, and the dimerization is often mediated by
the substrate-binding or adaptor proteins, this dimer of the
ntd VCBC Cluster 1 Cluster 2 Cluster 3

61 (6) 64 (5) 65 (5) 58 (5)

39 (7) 42 (5) 45 (6) 36 (5)

56 92 54 48

32 23 29 30

44 38 52 43

15 8 20 22

ble.
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FIGURE 5 Characterization of VCBC interac-

tions with DNA. (a) Fluorescence anisotropy data

for VCBC-oligonucleotide interactions under

competitive binding conditions are shown. Points

are the means of three independent experiments,

and error bars indicate the SD. (b) Kd values deter-

mined for the fitted curves shown in (a) are shown.

Error bars indicate CI95. (c) SEC with multiangle

laser light scattering of the VCBC complex in the

absence (blue) and presence (red) of dT14 is

shown. The elution volume of the VCBC complex

in 300 mM NaCl (blue) corresponds to an experi-

mental molecular mass of 67 kDa, which is

consistent with the theoretical molecular weight

for a monomer of 66 kDa. The elution volume of

VCBC complex bound to dT14 in 50 mM NaCl

(red) corresponds to an experimental molecular

mass of 135 kDa, which is consistent with the theo-

retical molecular weight for a dimer of 132 kDa.

To see this figure in color, go online.
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Vif complex may be the functionally relevant species
(47–54). There is no structure available of the VCBC
dimer and the residues involved in the dimerization inter-
face have not been investigated. Therefore, we could not
perform MD on the VCBC dimer to determine how dimer-
ization might affect the VCBC dynamics seen in our
simulations.

We collected methyl-TROSY NMR of the 13C-ILVMA-
labeled VCBC complex bound to dT14 (Fig. 6). The re-
sulting VCBC-dT14 spectrum contains few observable
methyl peaks. For example, out of 28 Ile residues in the
VCBC complex, only 2 or 3 peaks in the Ile-Cd region
of the spectrum were resolved. The absence of expected
methyl peaks indicates that dynamics on the ms-ms
timescale are causing peak broadening due to motions
occurring on the NMR chemical shift timescale (i.e., the
intermediate exchange regime). Although the timescale
is longer than the nanosecond dynamics observed in our
simulations, the broadening of most methyl peaks is
consistent with the large-scale conformational rearrange-
ments from MD. Table S3 gives the number of methyl
groups that are present in the complex, of which only a
small number are visible. The difference in the timescale
1440 Biophysical Journal 116, 1432–1445, April 23, 2019
of dynamics compared to our MD data may be due to
the effects of dimerization because our MD simulations
were performed on the VCBC monomer. Although
dimerization might be expected to restrict conformational
sampling, the methyl-TROSY data show that the VCBC
complex undergoes conformational exchange even as a
dimer.
Effect of A3Fctd on the dynamics of the VCBC
complex

NMR of VCBC-A3Fctd

To further test predictions of the MD simulations, we hoped
to collect NMR data of the VCBC complex with an addi-
tional protein partner bound to observe any change in the
conformational exchange visible in the methyl-TROSY
data. We attempted these experiments with CUL5ntd bound
as in our simulations; however, these NMR experiments
were not tractable and could not yield resolved spectra
even with deuterated VCBC proteins. Although we were
not able to collect NMR data on the VCBC-CUL5ntd com-
plex, other proteins that bind the VCBC complex could be



FIGURE 6 13C-1H methyl-TROSY spectrum of the VCBC complex

with 13C isotope labels on Ile, Leu, Val, Met, and Ala (ILVMA) residues

recorded at 800 MHz at 300 K. 14-T ssDNA is present to stabilize the

VCBC complex. The lowest contour level plotted is 0.4 � 106. Boxes

indicate the typical range where the methyl peaks from each residue

type are found (57). The number in parentheses indicates the number

of peaks we would expect to see in that region given the sequences of

the proteins present in the VCBC complex. To see this figure in color,

go online.

FIGURE 7 13C-1H methyl-TROSY spectrum of the VCBC complex with

and without A3Fctd. (a) 13C-1H methyl-TROSY spectrum of the VCBC

complex bound to the A3Fctd (red) with the spectrum of the VCBC com-

plex (black) is shown. The VCBC complex proteins have 13C isotope labels

on Ile, Leu, Val, Met, Ala (ILVMA) residues, whereas the A3Fctd is

unlabeled. Both spectra have 14-T ssDNA present to stabilize the VCBC

complex and are recorded at 800 MHz at 300 K. The lowest contour level

plotted for both spectra is 0.4� 106. (b) A one-dimensional cross section of

the spectrum at 13C chemical shift of 27 ppm showing two of the methyl

peaks is shown. (c) A one-dimensional cross section of the spectrum at
1H chemical shift of 0.5 ppm showing six of the methyl peaks is shown.

To see this figure in color, go online.
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hypothesized to have similar effects on the overall dynamics
of the complex; therefore, we decided to investigate the
VCBC complex bound to a substrate protein, specifically
A3F. Before performing NMR experiments, we wanted to
ensure that the presence of DNA would not influence the
way that A3F interacts with the VCBC complex. Isothermal
titration calorimetry (ITC) experiments showed that
A3Fctd, which is the domain that binds to Vif (17), binds
to VCBC (in high salt) and VCBC-dT14 (in low salt) with
nearly identical affinities (Fig. S9). ITC experiments show
that the dimerization of the VCBC-dT14 complex does
not affect VCBC affinity for A3Fctd, and additional SEC
experiments show that VCBC-dT14 remains a dimer even
after A3Fctd binds (Fig. S10).

The VCBC-dT14-A3Fctd construct had better spectro-
scopic behavior than VCBC-dT14-CUL5ntd, and we were
able to resolve a methyl-TROSY spectrum of VCBC from
this construct (Fig. 7, red spectrum). This spectrum con-
tained many more visible methyl-TROSY peaks than the
VCBC spectrum without A3Fctd bound (Fig. 7; Table S3).
In total, we observed at least 50 distinct additional methyl
resonances for VCBC with A3Fctd bound compared to
without A3Fctd. Although not all of the methyl groups in
the VCBC complex were resolved for the VCBC-A3Fctd,
substantially more peaks were present, indicating that bind-
ing of A3Fctd reduces the conformational exchange on the
intermediate timescale for several ILVMA residues in the
complex, resulting in less broadening of those resonances.
For example, out of 28 Ile residues in the VCBC complex,
we see �15 peaks in the Ile-Cd region of the spectrum for
the VCBC-A3Fctd, rather than only two or three peaks for
the VCBC complex without A3Fctd. A3Fctd binding must
be the cause of the reduction in dynamics because both ex-
periments were performed on VCBC with dT14 present. As
in our simulations with and without CUL5ntd bound, this
Biophysical Journal 116, 1432–1445, April 23, 2019 1441



FIGURE 8 Projection of the VCBC-A3Fctd

ensembles onto the first two PCs of motion (Å).

In (a), the shading of the cell represents the fraction

of the ensemble at that value of PC1 and PC2,

where black is 5.4 � 10�5 or greater and white is

0. In (b), each independent simulation is shown in

a different color. The x represents the values of

PC1 and PC2 in the crystal structure from which

all simulations were initiated. Two example snap-

shots of VCBC-A3Fctd from the simulations are

shown. Vif is shown in pink, CBF-b in green,

ELOB in blue, ELOC in red, the zinc ion in black,

and A3Fctd in purple. To see this figure in color,

go online.
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indicates that the VCBC complex is dynamic and occupies
alternate conformational states, which are restricted when
another protein partner binds to the complex and alters the
conformational energy landscape.

MD simulations of the VCBC-A3Fctd

Based on our simulations of VCBC-CUL5ntd and the
Methyl-TROSY data of the VCBC-A3Fctd, we suspected
that A3Fctd might have a similar effect to CUL5ntd, re-
stricting the global motions of the VCBC complex. There
is no solved experimental structure of A3Fctd bound to
Vif that could be used to initiate MD simulations of the
VCBC-A3Fctd complex, but Richards et al. (17) have pub-
lished a modeled structure of the Vif-A3F interface based on
mutational data. We used this model to initiate MD simula-
tions of the VCBC-A3Fctd complex. After running four
independent simulations of the VCBC-A3Fctd complex
for 400 ns, we projected the conformations sampled in the
last 300 ns of each simulation onto the coordinates of
correlated motion that were identified based on PCA of
the VCBC and VCBC-CUL5ntd simulations to determine
if the complex exhibited similar motions when bound to
A3Fctd (Fig. 8). The mean and SDs for PC1 and PC2 are
given in Table 1. Although the VCBC-A3Fctd samples a
wider range of values than the VCBC-CUL5ntd complex
along PC2, it does not sample as many alternate conforma-
tions as the VCBC complex and generally adopts a confor-
mation that is closer to the VCBC-CUL5ntd crystal
structure. Consistent with our NMR data (Fig. 7), the com-
parison of VCBC and VCBC-A3Fctd in terms of these
global conformational changes indicates that the binding
of A3Fctd reduces the dynamics of the VCBC complex.

The VCBC-A3Fctd simulations were not as consistent as
the VCBC or VCBC-CUL5ntd simulations. As shown in
Fig. 8, two of the four VCBC-A3Fctd simulations sampled
states close to the crystal structure (similarly to VCBC-
CUL5ntd), whereas two simulations sampled more widely
along PC2, indicating a clamshell opening of the complex.
The VCBC-A3Fctd trajectories that changed conformation
may have resulted from an initial unstable A3F-Vif interface
because this construct was initiated based on a computa-
1442 Biophysical Journal 116, 1432–1445, April 23, 2019
tional model and not on an experimentally determined struc-
ture. The two simulations that diverged the most from the
crystal structure along PC1 and PC2 also showed some
separation of the A3Fctd protein from the rest of the
VCBC complex (Fig. 8). Therefore, the increased dynamics
of VCBC in these simulations may occur because A3Fctd
begins to unbind from the rest of the complex because of
a high-energy initial structure.
DISCUSSION

All-atom simulations of the VCBC complex predict that this
complex is conformationally heterogenous, exhibiting large
twisting and clamshell motions and a flexible hinge in the
Vif linker region near the zinc coordination site. By contrast,
the crystal structure of the VCBC-CUL5ntd complex shows
a well-defined and compact tertiary structure (4). However,
several types of experimental data support increased confor-
mational heterogeneity of the VCBC complex as observed
in our MD simulations. Our NMR studies support the model
that VCBC undergoes global conformational changes on the
ms-ms timescale, and that binding of the A3Fctd protein to
the complex reduces these motions allosterically. Binding
of other proteins, such as CUL5 and other A3s may also
reduce dynamics.

Although MD simulations show that CUL5ntd quenches
the dynamics of the VCBC complex, we were unable to
observe this quenching by NMR as we did for VCBC-
A3Fntd. There are several possible explanations for the
broadening of the VCBC-CUL5ntd spectrum, including par-
tial unfolding of the truncated CUL5ntd construct or
increased tumbling time of the larger dimeric complex. Alter-
natively, theVCBC-CUL5ntd complexmight exhibitmotions
on a timescale thatwe cannot sample in theMDsimulations. It
is difficult to distinguish between these different possibilities
experimentally; however, the dynamics that were sampled in
ourMD simulations indicate that theVCBC complex is much
more conformationally diverse without CUL5 bound.

Previously reported small-angle x-ray scattering data also
indicate that the VCBC complex may be more flexible alone
than when bound to CUL5 (6). The envelope calculated by
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small-angle x-ray scattering was more elongated than the
VCBC complex bound to CUL5ntd in the crystal structure,
indicating that the VCBC complex alone can sample more
extended conformations (6). A recent electron microscopy
(EM) study of VCBC bound to antibody antigen-binding
fragments (Fabs) also indicates flexibility in the VCBC
complex, likely caused by the hinge at the linker region
between the two Vif domains (19). The magnitude of
conformational heterogeneity of VCBC we observe by
MD and NMR would likely make EM of the VCBC com-
plex alone intractable, but the binding of the Fabs stabilizes
the complex enough that Binning et al. (19) were able to
classify the VCBC-Fab particles into two structurally
similar EM maps. Overall, data from experiments and our
simulations indicate that although the HIV-1 Vif protein
can fold and form a stable complex with only ELOB,
ELOC, and CBF-b, additional binding partners further
restrict the conformational landscape of Vif.

Previous MD simulations on a human CRL complex by
Liu and Nussinov (12,13) revealed conformational changes
within the linker between the two domains of the substrate-
binding protein that correlated with changes in distance
between the E2 ligase and substrate, which are critical for
ubiquitin transfer. Similarly, in our VCBC simulations, the
large-scale reorientation of the subunits that we observe
could assist in the accurate positioning of A3 proteins for
ubiquitination. Notably, although VCBC exhibits larger
conformational changes in our simulations, the VCBC-
CUL5ntd complex also undergoes the same type of global
motions involving rotation around the hinge in the Vif
linker, but to a smaller degree. These conformational
changes may therefore take place within the Vif CRL holo-
enzyme complex during the ubiquitination process.

Conformational flexibility of the VCBC complex may
also be relevant for its ability to ubiquitinate multiple A3
proteins, some of which, like A3F and A3G, bind the ubiq-
uitination complex at different sites on Vif (10,11,15,16).
Although it is possible that all A3 proteins could rigidify
the VCBC complex to the same extent and in the same
conformation, other intrinsically disordered proteins have
been demonstrated to adopt different conformations with
their multiple binding partners (55,56). Recent work by
Binning et al. (19) also showed that Vif disrupts the A3 pro-
tein packaging into virions by a degradation-independent
mechanism that occurs when CUL5 is prevented from bind-
ing to the VCBC complex. The mechanism by which Vif
prevents A3 protein packaging could potentially involve
alternate conformations of the VCBC complex as observed
in our MD simulations. Much remains to be learned about
how Vif functions in human cells, and the conformational
heterogeneity that it exhibits in complex with human pro-
teins could be important for enabling its multiple functions.

Finally, alternate conformations of the VCBC complex,
whether or not they are functionally relevant, may provide
a strategy for therapeutically targeting Vif. A small mole-
cule that could trap Vif in a nonfunctional conformation
(e.g., by binding selectively to certain conformations of
the linker region) could prevent A3 protein ubiquitination
and degradation or potentially prevent A3 proteins from
binding VCBC at all. Future studies of the conformational
ensemble of VCBC with mutations in the Vif linker region
would help to test the hypothesis that changes to the local
interactions in this region could restrict the VCBC confor-
mational ensemble and could set the stage for therapeutic
developments. The computational and NMR results pre-
sented here support the model that Vif retains flexibility
when bound to the human CRL complex proteins, confer-
ring conformational flexibility on the larger complex, which
may have implications for Vif function and potential thera-
peutic intervention.
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