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ABSTRACT OF THE THESIS

Towards Opportunistic Navigation with LEO Satellites:
Adaptive Clock Estimation and Closed-Loop Ephemeris Tracking

By

Nadim Khairallah

Master of Science in Mechanical and Aerospace Engineering

University of California, Irvine, 2022

Professor Zaher (Zak) M. Kassas, Chair

Low Earth orbit (LEO) satellites inherently possess desirable attributes for navigation: (i)

abundance, (ii) geometric and spectral diversity, and (iii) high received powers. However,

the first prerequisite to satellite navigation is to know the satellites’ ephemeris (i.e., position

and velocity over time) and clock error states. Unlike global navigation satellite systems

(GNSS), specifically designed for navigation, with satellites in medium Earth orbit (MEO)

that constantly transmit ephemeris and clock corrections to users in their signals, LEO satel-

lites, mainly operated by private companies, generally do not openly send such information

in their proprietary signals. The quality of oscillators on-board LEO satellites’ as well as

their clock error states are completely unknown. Moreover, the most accurate publicly avail-

able information on LEO satellites’ ephemerides is in the form of two-line element (TLE)

files, which yield ephemerides with errors of a few kilometers in position and a few meters

per second in velocity. Consequently, LEO satellites’ states are completely unknown (clock

errors) or uncertain at best (ephemeris).

This thesis addresses the aforementioned challenges by performing the opportunistic estima-

tion of LEO satellites’ states. An adaptive estimator is developed to estimate in real-time

the clock quality on-board LEO satellites and a complete framework is discussed to oppor-

ix



tunistically refine the TLE-generated LEO satellites’ ephemeris. The findings of this thesis

are demonstrated experimentally with Orbcomm LEO satellites and are shown to improve

opportunistic receiver positioning with LEO satellites’ signals.
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Chapter 1

Introduction

With the ongoing technological advancements, the shift to increasing autonomy is already on

the horizon with the development of autonomous vehicles (AVs), urban air mobility (UAM),

intelligent transportation systems, drone delivery services, etc. [1, 2]. Accurate and resilient

position, navigation, and timing (PNT) is needed to guarantee a safe transition into this

increasingly autonomous world and the operation of these safety-critical systems [3].

For decades, global navigation satellite systems (GNSSs) have been the universal technology

for PNT services. GNSS signals, however, could become unavailable [4] (e.g., in deep urban

canyons, under dense foliage, during unintentional interference, and intentional jamming) or

untrustworthy (e.g., under malicious spoofing attacks) [5]. As a result, complements and/or

alternatives to GNSSs have to be developed to guarantee the stringent PNT requirements of

the current and future autonomous technologies [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18].

Opportunistic navigation has gained significant attention in recent years to overcome the

above-mentioned limitations of GNSSs [19]. This paradigm aims to exploit ambient signals

of opportunity (SOPs) in the environment [20, 21, 22]. Terrestrial SOPs include AM/FM

radio [23, 24], digital television [25, 26], and cellular signals [27, 28]. Of particular note,
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the various generations of cellular signals (3G code-division multiple-access (CDMA), 4G

long-term evolution (LTE), and 5G [29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39] have shown the

potential of meter-level level accuracy on ground and aerial vehicles [40, 41, 42, 43, 44, 45,

46, 47, 48, 49, 50, 51].

As for space-based SOPs, low Earth orbit (LEO) space vehicles (SVs) have monopolized the

scene recently, as they could revolutionize satellite-based navigation [52, 53, 54, 55, 56, 57,

58, 59, 60, 61, 62, 63]. LEO SVs’ inherent characteristics make them desirable for navigation

[64, 65]. First, LEO SVs are abundant, with around 4,000 active SVs in LEO as of January

2022 [66]. This number of LEO SVs is projected to increase dramatically over this decade

due to the launch of so-called megaconstellations (e.g., Starlink, Kuiper, etc.) [67]. Fig.

1.1 shows some of the existing and future LEO megaconstellations that will form a virtual

blanket cover around Earth. Second, LEO SVs’ configuration relative to a receiver anywhere

on Earth yields a low geometric dilution of precision (GDOP), which improves navigation

accuracy [68]. Third, LEO SVs transmit in a wide range of frequency bands as seen from

Table 1.1, which reduces vulnerability to interference. Fourth, LEO SVs are around twenty

times closer to Earth than GNSS SVs, which reside in medium Earth orbit (MEO), making

the received power of LEO signals up to 30 dB higher than their GNSS counterparts [69].

Table 1.1: Some existing and future LEO satellite constellations

System Number of Frequency

satellites band

E
x
is
ti
n
g Orbcomm 36 VHF

Globalstar 48 S and C

Iridium NEXT 66 L and Ka

F
u
tu
re

Boeing 147 V and Ka

SpaceMobile 243 Ka and V

OneWeb 882 Ku and Ka

Telesat 1,671 Ku and Ka

Kuiper (Amazon) 3,236 Ku and Ka

Starlink (SpaceX) 11,943 Ku, Ka, and V
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Figure 1.1: Existing and future LEO satellite constellations.

However, there are two main challenges to opportunistic navigation using LEO SVs. First,

the proprietary signals transmitted by LEO SVs are partially known. This issue can be tack-

led with the design of specialized receivers that leverage the periodic signals with favorable

correlation properties transmitted by the LEO SVs [70, 71, 72, 73, 74, 75]. Even when LEO

signals are unknown, cognitive signal processing approaches [76] have been shown to yield

useful navigation observables [77, 78, 79, 80, 81, 82]. Second, unlike GNSS SVs, LEO SVs

generally do not openly transmit information about their clock error states and ephemeris

in their downlink signals. To tackle this challenge, the simultaneous tracking and navigation

(STAN) framework was proposed, in which the receiver estimates its own states simultane-

ously with the states of the LEO SVs [83, 84].

More specifically, the lack of timing and ephemeris information openly transmitted in LEO

SVs’ downlink signals manifests itself with the following practical challenges. On one hand,

the quality of oscillators on-board LEO SVs is generally unknown and no information is
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available on the degree of synchronicity of clocks across the constellation network. On the

other hand, among the most accurate publicly available information on ephemerides are

two-line element (TLE) files, published and updated periodically by the North American

Aerospace Defense Command (NORAD) [85]. These TLE files consist of a set of mean Kep-

lerian elements (inclination angle, right ascension of ascending node, eccentricity, argument

of perigee, mean anomaly, and mean motion) and corrective terms given at a specified epoch

that an analytical Simplified General Perturbation (SGP4) model [86] can propagate to any

inquiry time. Although SGP4 takes into account the variation of the orbital elements due

to Earth’s oblateness, atmospheric drag, and various short and long-term perturbations, the

TLE-propagated SV ephemerides suffer from errors of a few kilometers in position and a

few meters per second in velocity compared to the actual SV ephemerides. The magnitude

of the LEO SV position error as calculated from the SGP4-propagated TLE ephemeris can

range from a few hundred meters to a few kilometers, but with the most error concentrated

in the along-track axis of the LEO SV’s body frame.

Beyond low-fidelity analytical propagators such as SGP4 that improve computational effi-

ciency at the cost of orbit determination accuracy, high-fidelity numerical propagators that

perform costly numerical integration with complex force models can achieve higher propa-

gation accuracies [87]. One such example of numerical propagator is Analytical Graphics

Inc.’s Systems Tool Kit (STK) [88] high-precision orbit propagator (HPOP) [89]. Moreover,

semi-analytical models such as Draper semi-analytical satellite theory (DSST) offer trade-offs

between the accuracy of numerical propagators and the computational efficiency of analytical

propagators [90]. However, all numerical and semi-analytical propagators require sufficient

prior knowledge of various force model parameters (e.g., atmospheric drag, solar radiation

pressure, etc.) as well as an accurate initial estimate [91, 92], which are not readily available.

Additionally, erroneous model parameters or initial estimates will cause these propagators

to diverge due to model mismatches.
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The current state-of-the-art orbit determination technologies rely on an array of large tele-

scopes, electro-optical surveillance systems, and radars scattered around the globe as part

of the Space Surveillance Network (SSN). Operated by the Combined Space Operations

Center (CSpOC), the SSN keeps track of more than 23,000 objects in orbit for space situa-

tional awareness (SSA) purposes [93] using range, angle, and optical measurements from

the radars, telescopes, and electro-optical surveillance systems. These observations are

used to periodically update the TLE files published online. Furthermore, machine learn-

ing was explored to tackle the orbit determination problem and reduce ephemeris errors

in [94, 95, 96, 97, 98, 99, 100, 101, 102]. Although showing great promise, these machine

learning approaches lack formal guarantees of performance.

To summarize the aforementioned challenges, LEO SVs’ states are completely unknown

(clock errors) or uncertain at best (ephemeris). The contributions of this thesis are twofold

and comprehensively address the unknown LEO SVs’ states challenge with the goal of en-

abling LEO-based opportunistic navigation.

First, the challenge of the unknown clock quality on-board LEO SVs resulting in an unknown

process noise covariance for the clock error states is tackled:

• An interacting multiple model (IMM) estimator is developed to adaptively estimate the

oscillator stability on-board LEO SVs in real-time while opportunistically localizing a

receiver.

• The IMM estimator is implemented experimentally to characterize Orbcomm SVs’

clock quality and the efficacy of the IMM adaptation is demonstrated in the context

of receiver localization.

Second, a complete framework to perform the opportunistic tracking of LEO SVs by a

receiver opportunistically extracting navigation observables from their downlink signals is

developed:
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• A methodology to compute the LEO SVs’ orbital motion process noise covariance is

proposed.

• LEO SV’s ephemeris refinement via opportunistic tracking is performed in extensive

Monte Carlo simulations with three different set of measurements: (i) pseudorange

measurements, (ii) Doppler measurements, and (iii) fused pseudorange and Doppler

measurements.

• The experimental tracking of an Orbcomm LEO SV using carrier phase observables

opportunistically extracted from its downlink signal is performed and the ephemeris

refinement performance is verified with respect to the ground truth ephemeris.

• The efficacy of the Orbcomm SV tracking is validated in the context of receiver local-

ization and demonstrates the potential of this framework to enable LEO-based oppor-

tunistic navigation.

This thesis is organized as follows. Chapter 2 presents the LEO SV’s orbital dynamics,

the measurement models, and the ionospheric and tropospheric models used to correct for

atmospheric effects. Chapter 3 tackles the adaptive real-time estimation of the LEO SV’s

on-board oscillator quality for improved receiver positioning. Chapter 4 presents a com-

prehensive framework to perform the tracking of LEO SVs by a receiver opportunistically

extracting navigation observables from the LEO SVs’ signals. The contributions of this

thesis are summarized in Chapter 5.
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Chapter 2

Model Description

This chapter presents the LEO satellites’ orbital dynamics; the pseudorange, Doppler, pseu-

dorange rate, and carrier phase measurement models; and the ionospheric and tropospheric

models used to correct for the atmospheric effect on the measurements.

2.1 LEO Satellite Orbital Dynamics

A two-body model including the most significant non-zero mean perturbing acceleration is

adopted as the LEO satellite orbital dynamics model in the Earth-centered inertial (ECI)

reference frame. This model offers a trade-off between accurate open-loop state prediction

while maintaining a simple analytical Jacobian for estimation error covariance propagation.

The most significant perturbing accelerations for a LEO satellite are due to Earth’s non-

uniform gravity agrav. The two-body model can be written generally as

r̈leo = agrav + w̃leo, agrav =
∂U

∂rleo
, (2.1)
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where rleo , [xleo, yleo, zleo]
T is the position vector of the LEO satellite in the ECI frame, U

is the non-uniform gravitational potential of Earth at the satellite, and w̃leo is a process noise

vector in the ECI frame with power spectral density (PSD) Q̃leo, which attempts to capture

the overall acceleration perturbations including the unmodeled non-uniformity of Earth’s

gravitational field, atmospheric drag, solar radiation pressure, third-body gravitational forces

(e.g., gravity of the Moon and Sun), and general relativity [103].

Several models have been developed for Earth’s gravitational potential U . For a satellite

requiring accuracies of a few meters, the JGM-3 model developed by Goddard Space Flight

Center is usually sufficient [104]. Here, the tesseral and sectoral terms of the JGM-3 model are

neglected, since they are several orders of magnitude smaller than the zonal terms (denoted

{Jn}
∞

n=2). This yields [105]

U =
µ

‖rleo‖

[

1−
N
∑

n=2

Jn

Rn
e

‖rleo‖n
Pn [sin(ϕ)]

]

, (2.2)

where µ is Earth’s standard gravitational parameter, Pn is a Legendre polynomial with

harmonic n, Jn is the n-th zonal coefficient, Re is the mean radius of the Earth, sin(ϕ) =

zleo/‖rleo‖ (i.e., ϕ being the LEO SV’s latitude), and N = ∞. Since the acceleration due to

the J2 coefficient is approximately three orders of magnitude greater than the acceleration

due to the other zonal coefficients modeling Earth’s oblateness, the perturbation due to non-

uniform gravity will be approximated by using only the term corresponding to J2. Taking

the partial derivative of (2.2) with respect to the components of rleo with N ≡ 2 gives the

9



components of agrav , [ẍgrav, ÿgrav, z̈grav]
T in the ECI frame as [106]

ẍgrav = −
µxleo

‖rleo‖3

[

1 + J2

3

2

(

Re

‖rleo‖

)2(

1− 5
z2leo

‖rleo‖2

)

]

,

ÿgrav = −
µyleo
‖rleo‖3

[

1 + J2

3

2

(

Re

‖rleo‖

)2(

1− 5
z2leo

‖rleo‖2

)

]

,

z̈grav = −
µzleo
‖rleo‖3

[

1 + J2

3

2

(

Re

‖rleo‖

)2(

3− 5
z2leo

‖rleo‖2

)

]

. (2.3)

2.2 Clock Error Dynamics

The receiver and LEO SV clock error states are modeled according to the standard double

integrator model with bias δt and drift δ̇t [107]. The clock drift evolves as a random walk

(i.e., the drift rate is a white noise process) and the bias is obtained by integrating the drift

corrupted by additional white process noise as shown in the block diagram of Fig. 2.1.

+

+w̃
δ̇t

w̃δt

δ̇t
δt

∫ ∫

Figure 2.1: Clock error states double integrator model.

The clock error states evolve in continuous-time according to

ẋclk(t) = Aclk xclk(t) + w̃clk(t), (2.4)

xclk =







δt

δ̇t






, w̃clk =







w̃δt

w̃δ̇t






, Aclk =







0 1

0 0






,

where w̃δt and w̃δ̇t are zero-mean, mutually independent white noise processes with power
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spectral density Sw̃δt
and Sw̃

δ̇t
, respectively. These power spectra Sw̃δt

and Sw̃
δ̇t

can be

related to the power-law coefficients {hα}
2

α=−2, which have been shown through labora-

tory experiments to be adequate to characterize the power spectral density of the frac-

tional frequency deviation y(t) of an oscillator from nominal frequency, which takes the form

Sy(f) =
∑2

α=−2 hαf
α [108]. It is common to approximate the clock error dynamics by con-

sidering only the frequency random walk coefficient h−2 and the white frequency coefficient

h0, which lead to Sw̃δt
≈

h0

2
and Sw̃

δ̇t
≈ 2π2h−2 [109].

Discretizing (2.4) at a constant sampling period T yields

xclk (k + 1) = Fclk xclk(k) +wclk(k), k = 0, 1, 2, . . . (2.5)

where wclk is a zero-mean white noise sequence with covariance Qclk

Qclk=







Sw̃δt
T+Sw̃

δ̇t

T 3

3
Sw̃

δ̇t

T 2

2

Sw̃
δ̇t

T 2

2
Sw̃

δ̇t
T






, Fclk=







1 T

0 1






. (2.6)

2.3 Pseudorange Measurement Model

A LEO receiver extracts pseudorange measurements ρ from LEO SVs by estimating the

time-of-arrival. The pseudorange ρl from the l-th LEO SV to the receiver at time-step k,

which represents discrete-time instant tk = kT + t0 for an initial time t0, is modeled as

ρl(k) = ‖rr(k)− rleol(k
′

l)‖2
+c [δtr(k)− δtleol(k

′

l)]+cδtionol(k)+cδttropol(k)+vρl(k), (2.7)

where k′

l represents discrete-time at tk′
l
= kT + t0 − δtTOFl

, with δtTOFl
being the true time-

of-flight of the signal from the l-th LEO SV to the receiver; rr and rleol are the receiver’s and

the l-th LEO SV’s three-dimensional (3-D) position vectors expressed in the same reference
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frame, respectively; c is the speed of light; δtr and δtleol are the receiver’s and l-th LEO

SV transmitter’s clock biases, respectively; δtionol and δttropol are the ionospheric and tropo-

spheric delays affecting the l-th LEO SV’s signal, respectively; and vρl(k) is the pseudorange

measurement noise, which is modeled as a zero-mean white Gaussian random sequence with

variance σ2
ρl
(k).

2.4 Doppler Measurement Model

A LEO receiver extracts Doppler frequency measurements fD from LEO SVs by subtract-

ing the nominal carrier frequency from the received signal frequency. A pseudorange rate

measurement ρ̇ can be obtained from

ρ̇ = −
c

fc
fD, (2.8)

where fc is the carrier frequency.

The pseudorange rate measurement ρ̇l from the l-th LEO SV to the receiver at time-step k

can be parameterized as follows

ρ̇l(k) = [ṙr(k)− ṙleol(k
′

l)]
T [rr(k)− rleol(k

′

l)]

‖rr(k)− rleol(k
′

l)‖2

+ c
[

δ̇tr(k)− δ̇tleol(k
′

l)
]

+

cδ̇tionol(k) + cδ̇ttropol(k) + vρ̇l(k), (2.9)

where ṙr and ṙleol are the receiver’s and the l-th LEO SV’s 3-D velocity vectors expressed

in the same reference frame as rr and rleol, respectively; δ̇tr and δ̇tleol are the receiver’s and

the l-th LEO SV’s transmitter clock drifts, respectively; δ̇tionol and δ̇ttropol are the drifts of

the ionospheric and tropospheric delays affecting the l-th LEO SV’s signal, respectively; and

vρ̇l(k) is the pseudorange rate measurement noise, which is modeled as a zero-mean white
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Gaussian random sequence with variance σ2
ρ̇l
(k).

2.5 Carrier Phase Measurement Model

The continuous-time carrier phase observable can be obtained by integrating the Doppler

measurement over time [110]. The carrier phase measurement φl (expressed in meters) made

by the receiver on the l-th LEO SV at time-step k can be modeled as

φl(k) = ‖rr(k)− rleol(k
′

l)‖2
+c [δtr(k)− δtleol(k

′

l)]+λlNl+cδtiono,l(k)+cδttropo,l(k)+vφl
(k),

(2.10)

where λl is the wavelength of the carrier signal transmitted by the l-th LEO SV, Nl is the

carrier phase ambiguity of the l-th LEO SV carrier phase measurement, and vφl
(k) is the

measurement noise, which is modeled as a zero-mean white Gaussian random sequence with

variance σ2
φl
(k).

2.6 Ionospheric and Tropospheric Correction Models

Standard models [110] are used to correct for the ionospheric and tropospheric effects on

the measurement models (2.7)-(2.10). In general, ionospheric and tropospheric delays can

be modeled as the product of the delay at zenith and a mapping function of the LEO SV’s

elevation angle θ, known as the obliquity factor [110]. As the elevation angle of the SV

decreases, the obliquity factor increases due to the fact that signals at low elevation angles

propagate longer in the ionosphere and troposphere.
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2.6.1 Ionospheric Correction Model

The ionospheric delay at zenith cδtiono,z is typically given by

cδtiono,z =
40.3× 1016 TECV

f 2
c

(2.11)

where fc is the carrier frequency in Hz, TECV is the total electron content (TEC) in the

vertical direction, expressed in TEC units (TECUs). NASA’s Jet Propulsion Laboratory

(JPL) maintains a real-time global map of the ionosphere’s TEC [111]. Additionally, archived

TEC maps validated by the International GNSS Service (IGS) using dual-frequency GNSS

observations are available at [112].

The ionospheric delay obliquity factor fiono(θ) is computed using the thin shell model as

[110]

fiono(θ) =

[

1−

(

Re cos θ

Re + hI

)2
]

−
1

2

, (2.12)

where hI ≈ 350 km is the mean ionospheric height.

The time-history of the ionospheric delay cδtiono is consequently given by

cδtiono(k) = cδtiono,z · fiono(θ), (2.13)

where the LEO SV’s elevation angle θ varies at each time-step k.

2.6.2 Tropospheric Correction Model

The effect of the tropospheric delay on the measurements is split into wet and dry com-

ponents. The tropospheric wet cδttropow,z and dry cδttropod,z delays at zenith are computed
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using the Hopfield model [110]

cδttropow,z = 0.373
e0
T 2
0

hw

5
cδttropod,z = 77.6× 10−6P0

T0

hd

5
, (2.14)

where T0 is the temperature in Kelvin, P0 is the total pressure and e0 is the partial pressure

of water vapor in millibars, hw = 12 km, and hd ≈ 43 km.

The tropospheric wet ftropow(θ) and dry ftropod(θ) obliquity factors are given by

ftropow(θ) =
1

sin θ + 0.00035
tan θ+0.017

ftropod(θ) =
1

sin θ + 0.00143
tan θ+0.0445

(2.15)

The time-history of the tropospheric delay cδttropo is consequently given by

cδttropo(k) = cδttropow,z · ftropow(θ) + cδttropod,z · ftropod(θ), (2.16)

where the LEO SV’s elevation angle θ varies at each time-step k.
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Chapter 3

Adaptive Real-Time Estimation of

LEO Satellite Clock Quality

This chapter develops an interacting multiple-model (IMM) estimator to adaptively estimate

the clock error states process noise covariance during the localization of a stationary receiver

to improve positioning accuracy and consistency [113].

3.1 Adaptive Estimation Overview

Broadly speaking, the field of adaptive estimation considers the estimation of variables such

as model parameters in addition to the states of interest. In this chapter, the process noise

covariance of the clock error states is adapted and so the adaptive estimation techniques

of the process noise covariance are considered. These techniques can be divided into two

main categories: feedback-free and feedback methods [114]. On one hand, the feedback-

free methods first perform non-optimal state estimation using an initial non-matched guess

of the process noise covariance matrix before updating the estimate of the process noise
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covariance matrix based on a statistical analysis of the innovation sequence. On the other

hand, feedback methods are inherently adaptive algorithms with the unknown process noise

covariance and states estimated jointly in real-time.

Feedback-free methods include maximum likelihood and correlation methods. The maximum

likelihood methods are based on the expectation-maximization (EM) algorithm: the states

are estimated given a prior process noise covariance matrix in the expectation step and then

the process noise covariance is updated by maximizing its likelihood in the maximization

step [115]. The correlation methods are based on statistical analysis of the innovation (i.e.,

measurement prediction error) sequence [116] with the estimation of the entries of the process

noise covariance matrix usually framed as a least-squares (LS) problem [117].

Since the application considered in this chapter, opportunistic localization, requires real-

time adaptation of the clock error states process noise covariance, only feedback methods

are considered. Feedback methods include covariance matching and Bayesian multiple-model

estimation. Covariance matching aims at making the process noise covariance estimates con-

sistent with the state estimate errors [118]. However, the process noise covariance matrix

estimate is not guaranteed to be positive definite [119]. Ad-hoc methods can be used to

enforce positive-definiteness but with no guarantees of convergence of the process noise co-

variance matrix estimate to its true value [120].

Following the aforementioned shortcomings of covariance matching methods, Bayesian multiple-

model (MM) estimators [121] will be investigated for the online adaptation of the clock error

states process noise covariance in opportunistic localization. MM estimation has been used in

a variety of applications, ranging from positioning and navigation [122, 123], target tracking

[124, 125], air traffic control [126, 127], fault detection [128, 129], cognitive radio [130, 131],

etc. Furthermore, MM estimators have been “adapted” to estimate process and measurement

noise statistics [132].
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In MM estimation, a bank of filters, traditionally Kalman filters (KFs), run in parallel, with

each filter in the bank matched to a mode. The output of the MM estimator is obtained by

weighing each filter’s estimate by their respective innovation likelihood [109]. For systems

modeled with Markovian switching probabilities between modes, the computational cost of

the exhaustive MM estimator, which keeps track of all mode combinations, grows exponen-

tially with time. Several sub-optimal filters such as the generalized pseudo-Bayesian (GPB)

algorithms have been developed to remedy this issue by considering the one-step time history

for GPB1 (r hypotheses) and two-step time history for GPB2 (r2 hypotheses), where r is

the number of modes [109]. The interacting multiple-model (IMM) was developed to allow

for a two-step history processing using only r filters running in parallel via a mixing stage

that computes the initial condition fed to each filter. As a result, the IMM, which has the

computational cost of GPB1 but with comparable performance to GPB2, offers a tradeoff

between complexity and adaptation capability [133], and is selected as the adaptive filter

used in this chapter.

3.2 Interacting Multiple Model Estimator

A single cycle of the IMM for r modes is depicted in Fig. 3.1, with the following notational

definitions:
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r Number of filters

i {1, . . . , r} ∈ N

x̂i(k − 1|k − 1) State estimate of filter i

Pi(k − 1|k − 1) Estimation error covariance of filter i

M(k − 1|k − 1) Mixing probability matrix

x̂0i(k − 1|k − 1) Mixed initial condition matched to filter i

P0i(k − 1|k − 1) Estimation error covariance associated with x̂0i(k − 1|k − 1)

z(k) Measurement

Λi(k) Innovation likelihood of filter i

x̂i(k|k) Updated state estimate of filter i

Pi(k|k) Updated estimation error covariance of filter i

π Mode transition probability matrix

µ(k) Mode probability vector

x̂(k|k) Combined state estimate

P(k|k) Combined estimation error covariance

The IMM algorithm consists of the four following stages, shown in Fig. 3.1, repeated recur-

sively:

Interaction/mixing: This stage calculates the initial conditions x̂0i(k−1|k−1) and P0i(k−

1|k−1) fed to each filter in the bank by combining x̂i(k − 1|k − 1) and Pi(k−1|k−1)

using the mixing probability matrix M(k−1|k−1).

Mode-matched filtering: This stages performs a regular KF update (prediction and cor-

rection), for each KF in the bank, where each filter is matched to a particular mode.

It also calculates the innovation likelihood of each filter.
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Figure 3.1: A single cycle of the IMM filter with r modes.

Mixing probability and mode probability update: This stage computes the mixing prob-

ability matrix and updates the mode probability vector, based on the innovation like-

lihood of each filter in the bank.

State estimate and covariance combination: This stage combines the state estimates

and estimation error covariances from the individual filters by weighting x̂i(k|k) and

Pi(k|k) by their respective mode probabilities from µ(k).
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In this chapter, an IMM adaptive filter is implemented to estimate the clock error states’

process noise covariance online to improve the localization of an unknown receiver.

The process noise covariance of the clock error states depends on the corresponding oscillator

stability. The quality of oscillators varies widely between temperature-compensated crystal

oscillator (TCXO), oven-controlled crystal oscillator (OCXO), and chip-scale atomic clock

(CSAC). The discrete-time process noise covariance for clock error states is readily calcu-

lated from (2.6), where the power spectral densities Sw̃δt
and Sw̃

δ̇t
depend on the power-law

coefficients associated with the oscillator stability. Table 4.1 summarizes the power-law

coefficients of various clock qualities.

Table 3.1: Power-law coefficients for different oscillator qualities.

Quality Coefficients {h0, h−2}

Worst TCXO {2.0× 10−19, 2.0× 10−20}

Typical TCXO {9.4× 10−20, 3.8× 10−21}

Typical OCXO {8.0× 10−20, 4.0× 10−23}

Best OCXO {2.6× 10−22, 4.0× 10−26}

CSAC {7.2× 10−21, 2.7× 10−27}

Assuming no cycle slip occurs when the receiver tracks the carrier phase (i.e., the carrier

phase ambiguity remains constant), the difference between the receiver and the LEO SV

range-equivalent clock biases and the range-equivalent carrier phase ambiguity are lumped

into a single term c∆δt(k), simplifying the carrier phase measurement model in (2.10) to

φ(k) = ‖rr(k)− rleo(k
′)‖

2
+ c∆δt(k) + cδtiono(k) + cδttropo(k) + vφ(k), (3.1)

c∆δt(k) , c [δtr(k)− δtleo(k
′)] + λN. (3.2)

The process noise covariance associated with the range-equivalent lumped term (3.2) and its
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rate of change only depends on the receiver’s and LEO SV’s stochastic clock error states as

the range-equivalent carrier phase ambiguity is deterministic, and is given by

Qclk = c2 [Qclk,r +Qclk,leo] , (3.3)

where Qclk,r and Qclk,leo are computed from (2.6) by using the receiver’s and LEO SV’s

oscillator power spectra, respectively.

3.3 Experimental Results

To demonstrate the improvements in receiver positioning accuracy and filter consistency,

achieved via the adaptation in the IMM over mismatched EKFs, Orbcomm SV signals were

collected by a stationary receiver. Orbcomm was chosen for this experiment since its SVs

openly transmit ephemeris information in their downlink signals [134]. The ephemeris data

was decoded by the receiver and used in the estimators as the SV’s ground truth trajectory.

3.3.1 Experimental Setup and Filter Parameters

A very-high frequency (VHF) quadrifilar helix antenna was connected to an Ettus E312 Uni-

versal Software Radio Peripheral (USRP) disciplined by a CDA-2990 OctoClock to sample

Orbcomm LEO SV signals at 137-138 MHz at a sampling rate of 2.4 MSps.

An IMM estimator and two fixed mismatched EKFs were implemented to estimate the

receiver’s position and the lumped term (3.2) and its rate of change. It is assumed that

the receiver has knowledge of its height (e.g., through altimeter measurements) so that the

filters effectively estimate the receiver’s planar two-dimensional position in a local North-

East-Down (NED) frame.
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It is hypothesized that the receiver’s clock quality lies between a worst TCXO and a best

OCXO and that the LEO SV’s clock quality lies between a typical TCXO and a CSAC. As

a result, the IMM filter runs r = 4 different modes, one for each possible combination of

receiver-LEO SV clock quality. The IMM filter is initialized with µi(0) = 1/r, i = 1, . . . , r as

no prior is available on the oscillators’ stability and the Markovian mode transition matrix

is given by πij =















1− p, if i = j = 1, . . . , r

p/(r − 1), if i 6= j

where p is the probability of transition to another mode, which is set to 10−4.

The IMM’s performance is also compared to that of two mismatched EKFs: a conservative

filter which overbounds Qclk by assuming a receiver-LEO SV joint clock quality equivalent

to a worst TCXO-typical TCXO pair and an optimistic filter which underestimates Qclk by

assuming a receiver-LEO SV joint clock quality equivalent to a typical OCXO-best OCXO

pair.

3.3.2 Experimental Results

The USRP sampled downlink signals from Orbcomm FM116 SV for around 4.5 minutes.

Carrier phase navigation observables were opportunistically extracted by the receiver and

were corrected for tropospheric and ionospheric delays using the standard models from Sec-

tion 2.6. The measurement noise variance was time-varying and was calculated based on

the LEO SV’s elevation angle. All filters were initialized with the same initial receiver posi-

tion estimate, drawn from a Gaussian distribution with the mean being the true receiver’s

location and a variance of 106 m2 in the North and East directions as seen in Fig. 3.2. The

initial receiver position error was 1.45 km.

Fig. 3.2 and Table 3.2 summarize the receiver localization performance of the IMM and the

two fixed EKFs. Also, the North and East positioning errors and associated ±3σ bounds
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estimated by the IMM and both mismatched fixed EKFs are shown in Fig. 3.3. The following

observations can be drawn from these results. First, the IMM yielded better localization

performance than the two mismatched EKFs by decreasing the initial positioning error from

1.45 km to 111.26 m versus 254.71 m and 429.35 m for the conservative and optimistic EKFs,

respectively. Second, the IMM’s covariance captures well the uncertainty in the positioning

error whereas the uncertainty for the EKF overbounding Qclk is too conservative and the

uncertainty for the EKF underestimating Qclk is too optimistic. The above observations can

be explained by the fact that mismatched process noise covariances lead to less accurate

estimates and filter inconsistency or even divergence as in the case of the optimistic EKF

[135]. The adaptation capability of the IMM filter addresses the unknown process noise

covariance by estimating it online along the receiver position states. Third, the uncertainty

ellipses of all three filters are elongated in the same direction as can be seen in Fig. 3.2(a).

This is explained by the motion of the LEO SV relative to the receiver: more information

is available in the direction parallel to the LEO SV’s motion, resulting in more uncertainty

(i.e., elongated covariance ellipses) in the direction orthogonal to the LEO SV’s trajectory

depicted in the skyplot of Fig. 3.2(b).

Fig. 3.4 shows the time evolution of the IMM mode probabilities and suggests that the

combined receiver-LEO SV clocks have comparable stability to a typical TCXO-best OCXO

oscillator pair.

If a cycle slip occurs in the carrier phase observables, a sharp step equal to the number

of cycles slipped multiplied by the carrier wavelength is suddenly introduced in the time

evolution of the lumped term (3.2). This step will act as a disturbance to any filter estimating

(3.2). It is expected that after the transient period following the cycle slip disturbance, the

IMM mode probabilities converge back to the values that correctly characterize the clock

error states’ process noise covariance.
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Figure 3.2: (a) Experimental results showing true receiver position (green) along with es-
timates and corresponding 95th-percentile uncertainty ellipses: (i) red: initial estimate, (ii)
yellow: conservative EKF, (iii) purple: optimistic EKF, and (iv) blue: IMM. (b) Skyplot of
Orbcomm FM116 SV’s trajectory relative to the receiver. (c) Zoomed view on the localiza-
tion performance of different filters. Map data: Google Earth.

Table 3.2: Comparison of IMM versus mismatched fixed EKFs.

Adaptive IMM Conservative EKF Optimistic EKF

Final 2–D error (m) 111.26 254.71 429.35

25



0 50 100 150 200 250

-2

0

2

N
or

th
 (

km
)

IMM error
IMM  3

Conservative EKF error
Conservative EKF  3

Optimistic EKF error
Optimistic EKF  3

0 50 100 150 200 250
Time (s)

-2

0

2

E
as

t (
km

)

Figure 3.3: North and East receiver positioning errors and associated ±3σ bounds for the
IMM estimator and both mismatched fixed EKFs.

0 50 100 150 200 250
Time (s)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

M
od

e 
P

ro
ba

bi
lit

ie
s

Worst TCXO + Typical TCXO
Worst TCXO + CSAC
Best OCXO + Typical TCXO
Best OCXO + CSAC

Figure 3.4: IMM mode probabilites.

26



Chapter 4

Opportunistic LEO Satellite Tracking

Framework

This chapter develops a complete tracking framework to refine the LEO SV’s ephemeris using

navigation observables extracted opportunistically from the LEO SV’s downlink signals [136].

4.1 Tracking Filter Formulation

An extended Kalman filter (EKF) is implemented to perform the tracking of LEO SVs by a

receiver opportunistically extracting navigation observables from the SV’s downlink signals.

The state vector estimated by the EKF is

x ,
[

xT

leo,x
T

clk

]T

, xleo ,
[

rT

leo, ṙ
T

leo

]T

xclk ,

[

c (δtr−δtleo) , c
(

δ̇tr−δ̇tleo

)]

T

,
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where rleo and ṙleo are the LEO SV’s 3-D position and velocity vectors expressed in the ECI

reference frame, respectively; and [δtr − δtleo] and
[

δ̇tr − δ̇tleo

]

are the differences between

the receiver’s and LEO SV’s clock bias and clock drifts, respectively.

The propagation of the LEO SV’s position rleo and velocity ṙleo is performed by numerical

integration of the orbital dynamics equations of motion in (2.3) during the prediction step

of the EKF.

4.2 LEO Orbital Motion Process Noise Covariance Char-

acterization

Since the LEO SV’s orbital motion process noise covariance matrix Qrṙleo
for the SV’s

Cartesian position and velocity not only affects the uncertainty propagation, but also directly

impacts the states’ estimates in the tracking filter, it is of critical importance to accurately

characterize Qrṙleo
before implementing the closed-loop tracking of LEO SVs. To accomplish

this, the following methodology based on Monte Carlo simulations is developed:

1. A NORAD-generated publicly available two-line element (TLE) reference file is selected

for an Orbcomm LEO SV. The reference TLE epoch as well as the six mean Keplerian

elements given at this TLE epoch fully define the orbit of the Orbcomm SV. This

reference TLE is propagated for a duration of K = 6, 000 seconds (i.e., just over one

orbital period) with a time-step of one second using the SGP4 propagator and the

predicted SV position and velocity are saved in xrṙ,ref(k), k = 1, 2, . . . , K + 1.

2. N = 100 Monte Carlo realizations are created by drawing samples from a Gaussian

distribution centered at the reference TLE mean Keplerian elements with a specified

covariance matrix that emulates the TLE files’ uncertainty at epoch. For each of these
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N realizations, a TLE file is generated with the same epoch and corrective terms as

the reference TLE but with the randomized mean Keplerian elements.

3. Each of the N randomized TLE realizations of the reference TLE are propagated for

K = 6, 000 seconds with a time-step of one second using the SGP4 propagator and

the predicted SV position and velocity xrṙ,i(k) are stored at each time-step k for each

realization i, where k = 1, 2, . . . , K + 1 and i = 1, 2, . . . , N .

4. For each Monte Carlo realization i, the value of the process noise wrṙ,i is calculated at

each time-step k = 1, . . . , K according to wrṙ,i(k) = xrṙ,i(k+1)−frṙ (xrṙ,i(k)), where

frṙ is the nonlinear SV dynamics propagation model used in the filter’s prediction step.

5. The empirical covariance Qrṙ,emp of the process noise is computed at each time-

step k by averaging wrṙ,i(k)w
T

rṙ,i(k) across Monte Carlo realizations according to

Qrṙ,emp(k) =
1
N

∑N
i=1wrṙ,i(k)w

T

rṙ,i(k), k = 1, . . . , K.

Since both the SGP4 propagation xrṙ,i(k + 1) and the filter’s prediction frṙ (xrṙ,i(k)) are

performed in the ECI reference frame, the process noise vectors wrṙ,i(k) are also expressed

in the ECI frame. As a result, Qrṙ,emp(k) will be the empirical process noise covariance at

each time-step expressed in the ECI frame.

To provide a more intuitive interpretation of the effect of the process noise on the LEO SV’s

motion, the rotation matrix Rb
i from the ECI frame, denoted {i}, to the SV’s body frame

(along-track, cross-track, and radial directions), denoted {b}, is computed at each time-

step k and the empirical process noise covariance determined by the Monte Carlo analysis

described above iQrṙ,emp(k) is rotated to form bQrṙ,emp(k), k = 1, 2, . . . , K.

In addition to providing a more intuitive and visual interpretation of the process noise,

bQrṙ,emp is also more invariant than iQrṙ,emp since in the SV’s body frame, the SV’s motion

is constrained to be in the along-track – radial plane (orbital plane) with the velocity in
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the along-track direction and with no motion in the cross-track direction; whereas in the

ECI frame, the LEO SV’s motion has generally components in all directions which are time-

varying as the SV orbits Earth. Moreover, the invariance brought by the expression of the

process noise covariance matrix in the SV’s body frame allows for a generalization of bQrṙ,emp

to all LEO SVs, which have similar motion characteristics in the body frame, while iQrṙ,emp

would only be applicable for the reference SV chosen in the Monte Carlo framework at a

specific time determined by the SV’s position in the ECI frame. To further enhance the

generalization of the process noise covariance matrix, the invariance of bQrṙ,emp is leveraged

to define bQ̄rṙ,emp , 1
K

∑K

k=1
bQrṙ,emp(k), which will be used in the LEO SV tracking filter.

The 95th-percentile error ellipsoid associated with the LEO SV’s position states (i.e, top-left

3×3 block of bQ̄rṙ,emp) can be visualized in Fig. 4.1(a).

(a) (b)

Figure 4.1: (a) Visualization of the 95th-percentile error ellipsoid of the averaged process
noise covariance characterized for one orbital period in the body frame for the LEO SV’s
position states. (b) Absolute difference between the empirical and propagated LEO SV
position states standard deviations in the LEO SV’s body frame over 100 minutes.

To validate this methodology, the empirical position and velocity covariance matrix iPrṙ,emp(k) =

1
N

∑N
i=1 x̃rṙ,i(k)x̃

T

rṙ,i(k), where x̃rṙ,i(k) , xrṙ,ref(k)− xrṙ,i(k), is computed from the Monte

Carlo runs of SGP4 propagation of the different TLE realizations. In parallel, the open-loop

filter propagation of the initial empirical position and velocity covariance matrix iPrṙ,emp(1)
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is computed using bQ̄rṙ,emp to account for the process noise of the SV’s position and velocity

states and is denoted by iPrṙ,prop(k).
bQ̄rṙ,emp was rotated at each time-step k using the

current rotation matrix Ri
b(k) to form iQ̄rṙ,emp(k) and perform the propagation of iPrṙ,prop

in the ECI frame. Finally, the absolute difference between the empirical and propagated

position standard deviations is plotted in Fig. 4.1(b) in the LEO SV’s body frame for

k = 1, . . . , K + 1.

The following observations can be made. First, note that the error ellipsoid of the LEO SV’s

position states process noise covariance matrix is mostly elongated in the radial direction as

can be seen from Fig. 4.1(a). This can be explained by the fact that most of the acceleration

perturbations are in this direction and are mainly caused by the unmodeled non-uniformity of

Earth’s gravitational potential beyond the J2 term. Second, the absolute difference between

the empirical and propagated LEO SV position states standard deviations is the largest for

the along-track axis, revealing that the LEO SV position process noise covariance was the

least well matched in this direction. Nevertheless, the absolute difference for the position in

the along-track axis is lower than 150 m after more than one orbit of open-loop covariance

propagation around Earth. Additionally, for time spans of less than 10 minutes during which

a LEO SV is typically visible to a receiver, this absolute difference is very small and is a sign

that the LEO SV orbital motion process noise covariance characterization developed in this

section is accurate enough for LEO SV opportunistic navigation.

4.3 Simulation Results

4.3.1 Simulation Setup and Settings

A comprehensive Monte Carlo simulation is performed to study the efficacy of opportunistic

LEO SV tracking using 3 different sets of observables: (i) pseudorange measurements, (ii)
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Doppler measurements, and (iii) fused pseudorange and Doppler measurements. In this

simulation, 103 SVs with diverse elevation profiles and geometries relative to the receiver, as

depicted in the skyplot in Fig. 4.2, are tracked with each set of measurements at a rate of 1

Hz for a duration of 5 minutes. Additionally, for each of the 103 SVs, 100 Monte Carlo runs

are simulated resulting in a total of 10,300 tracking runs for each set of observables. In each

Monte Carlo run, the initial SV’s position and velocity is obtained from a randomized TLE,

which is generated with realistic errors consistent with uncertainties observed in NORAD-

published TLEs. Moreover, the time evolution of the receiver’s and LEO SVs’ clock error

states as well as the measurement noise are randomized for each Monte Carlo run. The

simulation setup and randomization settings are presented next.

Receiver and LEO Satellites’ Trajectories

The tracking receiver was simulated to be stationary with a known location on the University

of California Irvine (UCI) campus.

The FCC-approved 12,000-satellite Starlink LEO constellation was simulated using orbital

parameters found in the FCC filings. The LEO SV’ trajectories were obtained through

SGP4 propagations of simulated TLEs for the 12,000 Starlink satellite megaconstellation.

The elevation angle mask was set to 10◦.

Clock Error States

The receiver was assumed to be equipped with a typical-quality oven-controlled crystal oscil-

lator (OCXO) and the LEO SVs were assumed to have best-quality OCXOs. The power-law

coefficients of these oscillators are given in Table 4.1 and can be used to compute the discrete-

time process noise covariance for the clock error states Qclk,r and Qclk,leo from (2.6). The

clock bias and drift of the LEO receiver and LEO SV transmitters were simulated accord-
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ing to the standard two-state clock error model (2.5). The values of the receiver’s clock

error states xclk,r(0) ,
[

cδtr(0), cδ̇tr(0)
]

were initialized as xclk,r(0) ∼ N [02×1, Pclk,r], where

Pclk,r = diag [9× 104, 9× 10−2] with units of [m2, (m/s)2] corresponding to a 1σ of 1 µs

and 1 ns/s for the clock bias and drift, respectively. The values of the LEO SVs’ clock

error states xclk,leo(0) ,
[

cδtleo(0), cδ̇tleo(0)
]

were initialized as xclk,leo(0) ∼ N [02×1, Pclk,leo],

where Pclk,leo = diag [9× 102, 9× 10−4] with units of [m2, (m/s)2] corresponding to a 1σ of

0.1 µs and 0.1 ns/s for the clock bias and drift, respectively.

Table 4.1: Receiver’s and LEO SVs’ oscillator parameters.

Quality Coefficients {h0, h−2}

Receiver’s typical-quality OCXO {8.0× 10−20, 4.0× 10−23}

LEO SVs’ best-quality OCXO {2.6× 10−22, 4.0× 10−26}

Measurements

Pseudorange navigation observables to all visible LEO SVs were generated according to

(2.7). The time-varying pseudorange measurement noise variances were calculated from the

predicted carrier-to-noise C/N0, which was found from the log-distance path loss model

(C/N0)l(k) = P0 − 10 log10 (dl(k)/D0) , (4.1)

where P0 = 56 dB-Hz is the nominal C/N0 at a distance D0 = 1, 000 km and dl(k) ,

‖rr(k)− rleo,l(k)‖2 is the distance between the receiver and the l-th LEO SV. The pseudor-

ange measurement noise variances are proportional to the square root of the inverse of C/N0,

expressed in linear units, and ranged between 0.43 and 3.73 m2.

Pseudorange rate measurements to all visible LEO SVs were generated according to (2.9).

Pseudorange rate measurements are directly proportional to Doppler frequency observables

as demonstrated in (2.8) but are independent of the carrier frequency. As a result, pseudo-

33



range rate measurements were preferred over Doppler to obtain comparable measurements

from different constellations which transmit downlink signals at frequencies that are orders

of magnitude apart. The time-varying pseudorange rate measurement noise variances are

proportional to the square root of the inverse of C/N0 from (4.1), expressed in linear units,

and ranged between 0.13 and 1.17 (m/s)2, based on the distance between the receiver and

the SVs.

North

South

West East

Figure 4.2: Skyplot of 103 SVs tracked in Monte Carlo simulation.
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4.3.2 Filter Initialization

The l-th LEO SV position and velocity state estimates x̂rṙleo,l
(0|0) ,

[

r̂T

leo,l(0|0), ˆ̇r
T

leo,l(0|0)
]

T

were initialized in the ECI frame, denoted by {i}, as follows

x̂rṙleo,l
(0|0) ∼ N

[

xrṙleo,l
(0), Px

rṙleo,l
(0|0)

]

Px
rṙleo,l

(0|0) , diag
[

Pxrleo,l
(0|0),Px

ṙleo,l
(0|0)

]

Pxr
leo,l

(0|0) = Ri
bleo,l

(0)bleoPxr
leo
(0|0)

[

Ri
bleo,l

(0)
]

T

Px
ṙ
leo,l

(0|0) = Ri
bleo,l

(0)bleoPx
ṙ
leo

(0|0)
[

Ri
bleo,l

(0)
]T

,

where xrṙleo,l
(0) is the l-th LEO SV’s true position and velocity states in ECI andPx

rṙleo,l
(0|0)

is the associated initial covariance; bleoPxrleo
(0|0) , diag [4× 106, 102, 104] m2 and

bleoPx
ṙleo

(0|0) , diag [4× 10−2, 10−4, 4] (m/s)2 are the initial LEO SV’s position and velocity

covariances in the SV’s body frame {bleo}, respectively; and Ri
bleo,l

(0) is the initial rotation

matrix from the l-th LEO SV’s body frame {bleol} to the ECI frame {i}. The first entry

of the LEO SV’s position and velocity covariances in the SV’s body frame corresponds

to the SVs’ along-track axis, the second entry is associated with the cross-track direction,

and the last entry is for the radial axis. These values were carefully selected to closely

match the uncertainties inherent to TLE files with the most uncertainty being in the along-

track position and radial velocity, while the cross-track direction TLE errors are the least

substantial as the SVs’ motion is constrained in the orbital (along-track – radial) plane.

The LEO SVs’ position and velocity states process noise covariance bQ̄rṙ,emp found from

the methodology in Section 4.2 was used in the EKF to account for the effect of unmodeled

uncertainties in the LEO SVs’ orbital motion. This process noise covariance matrix expressed

in the SV’s body frame was rotated to the ECI frame at each EKF time update step for

every LEO SV. Note that time-step of 1 second chosen in Section 4.2 is consistent with

the propagation time-step in the EKF as the measurement updates are performed at a rate
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of 1 Hz.

The filter’s clock error states xclk(0|0) were initialized as xclk(0|0) ∼ N [02×1, Pclk(0|0)],

where Pclk(0|0) = Pclk,r + Pclk,leo. The process noise covariance for the filter’s clock error

states is set to Qclk = c2 [Qclk,r +Qclk,leo].

4.3.3 Monte Carlo Tracking Results

The Monte Carlo tracking simulation results for the 3 observable sets: (i) pseudorange

measurements, (ii) Doppler measurements, and (iii) fused pseudorange and Doppler mea-

surements are presented in this section.

The EKF tracked position and velocity root mean-squared errors (RMSEs) were computed

for each SV by averaging over the ensemble of 100 Monte Carlo realizations performed for

each SV. These position and velocity RMSEs were then averaged over all the 103 SVs tracked

in the simulation. Furthermore, open-loop SGP4 propagations of the randomized TLE, which

served to initialize the EKF’s initial position and velocity estimates, were performed for

each Monte Carlo realization. The average performance of SGP4 is computed in a similar

fashion to the EKF tracking one: an ensemble average over the Monte Carlo realizations

for each SV which is then averaged over all SVs. Figs. 4.3 and 4.4 respectively show the

position and velocity RMSEs expressed in the body frame of the open-loop SGP4-propagated

ephemerides as well as the ephemerides tracked using the 3 different set of observables: (i)

pseudorange measurements, (ii) Doppler measurements, and (iii) fused pseudorange and

Doppler measurements. The magnitude of the LEO SV position error for the open-loop

SGP4 propagation and the tracking using the 3 measurement sets is shown in Fig. 4.5.

This comprehensive Monte Carlo study reveals the average performance of the opportunistic

LEO tracking framework presented in this chapter. The following remarks and observations
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Figure 4.3: Position RMSEs for tracking using pseudorange, Doppler, and fused pseudorange
and Doppler versus SGP4’s open-loop position RMSE.

can be made from these simulations. First, the location of the stationary tracking receiver

can be chosen arbitrarily without loss of generality. This is supported by the fact that no

location is more favorable than another if Earth is assumed to be a sphere. The main differ-

ence observed with a different receiver location would be the number of visible SVs, which

depends on the receiver’s latitude and LEO SV constellation parameters (i.e., inclination

of orbital planes). Second, since the LEO SV tracking is performed in the ECI frame, the

receiver’s position and velocity is also found in the ECI frame by converting the stationary

Earth-centered, Earth-fixed (ECEF) position while accounting for Earth’s rotation, nutation

and precession effects, and polar motion. Third, it can be seen that the cross-track direction

is the least observable for both position and velocity states. This can be explained by the
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Figure 4.4: Velocity RMSEs for tracking using pseudorange, Doppler, and fused pseudorange
and Doppler versus SGP4’s open-loop velocity RMSE.

fact that the SV’s motion is restricted in the along-track–radial plane. As a result, the cross-

track direction is not excited during the SV’s motion, which leads to poor estimability of the

corresponding states. Fourth, it can be seen from Figs. 4.3-4.5 that using pseudorange mea-

surements yield better LEO SV tracking performance than Doppler measurements. Fifth,

fusing both pseudorange and Doppler measurements yields negligible improvements over

pseudorange-only tracking. This is suggested by the fact that both types of measurements

are highly correlated, thus leading to a negligible information increase when augmenting the

pseudorange measurement vector to include both navigation observables. Sixth, it is worth

noting that the clock bias term c [δtr − δtleo] is unobservable with Doppler measurements

only and is consequently not estimated during LEO SV tracking with this set of observables.
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Figure 4.5: Magnitude of position error for tracking using pseudorange, Doppler, and fused
pseudorange and Doppler versus SGP4’s open-loop position error.

4.4 Experimental Results

This section presents the results of an experiment performed with a stationary receiver on

the UCI campus opportunistically extracting carrier phase navigation observables from an

Orbcomm LEO SV’s downlink signals. The Orbcomm LEO constellation was chosen for this

experiment as Orbcomm SVs openly transmit ephemeris information obtained from their on-

board GPS receivers in their downlink signals [134]. As a result, the receiver can decode this

accurate ephemeris information which will serve as a ground truth to assess the performance

of the LEO SV tracking framework developed in this chapter in comparison to the open-loop

SPG4-propagated TLE ephemeris.

4.4.1 Experimental Setup and Filter Settings

A very-high frequency (VHF) antenna was connected to an Ettus E312 Universal Software

Radio Peripheral (USRP) to receive Orbcomm downlink signals at 137-138 MHz and sample
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them at 2.4 MSps. The USRP’s oscillator was driven by an external, freely-running CDA-

2990 OctoClock. Carrier phase navigation observables were opportunistically extracted by

the receiver and were corrected for ionospheric and tropospheric effects using the standard

models from Section 2.6. These measurements were then filtered at a rate of 1 Hz in the EKF

developed in Section 4.1 to perform the tracking of the Orbcomm FM107 SV. The tracking

was performed for around 6 minutes and the skyplot of the Orbcomm SV trajectory during

the experiment is shown in Fig. 4.8(b).

The LEO SV’s position and velocity estimates were initialized from the SGP4-propagated

ephemeris of the most recent TLE available for the Orbcomm FM107 SV tracked in this

experiment. The associated initial position and velocity covariances were set to bPxr
(0|0) ,

diag [107, 103, 104] m2 and bPx
ṙ
(0|0) , diag [10−2, 10−1, 102] (m/s)2 in the SV’s body frame,

respectively. Since carrier phase measurements are used in this experiment, the clock bias

difference term of xclk is modified by adding the carrier phase ambiguity term from (2.10)

and becomes (3.2). This term is initialized by subtracting the initial estimated range from

the first carrier phase measurement. The clock drift term was initialized to 0 and the clock

error states’ covariance was initialized to Pxclk
, diag [107, 102] with units of [m2, (m/s)2]

corresponding to a 1σ of around 11 µs and 33 ns/s for the clock bias and drift, respectively.

The process noise covariance of the Orbcomm SV’s orbital motion was set to be bQ̄rṙ,emp

found in Section 4.2 since the update rate of the EKF was set to 1 Hz. Moreover, bQ̄rṙ,emp

was rotated to the ECI frame at each time-step to propagate the estimation error covariance

of the LEO SV’s position and velocity states. The process noise covariance of the clock

error states was set to be equivalent to a combination of a typical temperature-compensated

crystal oscillator (TCXO)-best OCXO pair. The power-law coefficients of these oscillators

are given in Table 4.2 and can be used to compute the discrete-time process noise covariance

for the clock error states Qclk. This choice was motivated by the findings of Chapter 3 that

characterized the combined oscillators’ quality for the clock on-board Orbcomm SVs and
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the CDA-2990 OctoClock used to discipline the receiver’s clock in this experiment. The

time-varying measurement noise was set to be proportional to the inverse of the predicted

C/N0 from (4.1) expressed in linear units and ranged between 3.49 and 4.84 m2.

Table 4.2: Experimental oscillator parameters.

Quality Coefficients {h0, h−2}

Typical TCXO {9.4× 10−20, 3.8× 10−21}

Best OCXO {2.6× 10−22, 4.0× 10−26}

4.4.2 Experimental Tracking Results

Figs. 4.6 and 4.7 respectively show the position and velocity EKF error plots and associated

±3σ bounds as well as the open-loop SGP4-propagated ephemeris errors in the SV’s body

frame. The initial position and velocity errors of over 7.1 km and 7.3 m/s obtained from

the SGP4 propagation of the most recent TLE of the Orbcomm FM107 SV were reduced to

final errors of 698.7 m and 1.81 m/s, respectively, in just over 6 minutes of tracking.

The following are key takeaways and remarks from these experimental tracking results. First,

note that the LEO SV tracking performance with carrier phase observables is similar to that

using pseudorange measurements as both measurement models only differ by the carrier

phase ambiguity (2.7)-(2.10) and the effect of the ionosphere on the measurements: δtiono

acts as delay for pseudoranges and as an advance for carrier phases. After correcting for

the atmospheric effects, accounting for the carrier phase ambiguity term is done by lumping

it with the clock bias difference term and estimating the resulting term (3.2) in the filter.

Second, as can be seen from Figs. 4.6 and 4.7, the open-loop SGP4-propagated ephemeris

errors stay constant over the entire experiment. Moreover, opportunistic tracking mostly

reduces the along-track position and radial velocity errors, which are usually where most

of the errors in ephemerides obtained from TLEs lie. The radial position and along-track
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Figure 4.6: EKF-tracked position errors with associated ±3σ bounds versus open-loop SGP4
errors for Orbcomm FM107 SV.

velocity errors, however, increase slightly during tracking as compared to their open-loop

SGP4 counterparts. Third, as demonstrated in simulations in Subsection 4.3.3, the cross-

track direction is verified experimentally to be the least observable for both position and

velocity. Fourth, note that the oscillations observed in the Orbcomm SV’s velocity EKF

plots in Fig. 4.7 between 0 and 30 seconds are due to the noisy decoding of the ground

truth ephemeris information transmitted by the SV in its downlink signals. This happens

at the beginning of the tracking period as the Orbcomm SV’s elevation is still low (below

16◦ before 30 seconds), thus leading to errors in the ephemeris packet decoding as a result

of the low carrier-to-noise ratio.
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Figure 4.7: EKF-tracked velocity errors with associated ±3σ bounds versus open-loop SGP4
errors for Orbcomm FM107 SV.

4.4.3 Experimental Receiver Localization Results

To demonstrate the practical advantages of LEO SV ephemeris refinement via the oppor-

tunistic tracking framework presented in this chapter, an EKF is implemented to localize

the stationary receiver using the open-loop SGP4-propagated ephemeris on one hand and

the refined ephemeris resulting from the tracking performed in Subsection 4.4.2 on the other

hand. It is assumed that the receiver has knowledge of its height (e.g., through altimeter

measurements) so that the filters effectively estimate the receiver’s horizontal 2-D position

in a local East-North-Up (ENU) frame.

The state vector estimated by the EKF is x ,
[

rT

r ,x
T

clk

]

, where rr is the receiver’ 3-D position

in the ECEF reference frame and xT

clk is the same as in Subsection 4.4.2 with the carrier

43



phase ambiguity term added to the clock bias difference. Since the fixed ECEF position

of the receiver is estimated, the Orbcomm SV’s ephemeris is also computed in the ECEF

frame, denoted {e}. The TLE-generated ephemeris exleo,SGP4 is computed by performing

the SGP4 propagations of the most recent TLE for the Orbcomm FM107 SV in the ECEF

frame. The refined ephemeris is obtained by propagating backward in time the last tracked

position and velocity estimate in the ECI frame by numerical integration of the two-body

with J2 equations of motion (2.3). This is done to obtain a smoothed trajectory for the

tracked SV’s motion in the ECI frame, which is then rotated to ECEF to yield exleo,tracked.

Both EKFs were initialized with the same initial receiver position estimate, drawn from a

Gaussian distribution with the mean being the true receiver’s location and a variance of 108

m2 in the East and North directions as seen in Fig. 4.8(a). The initial receiver position error

was 13.48 km. The clock error states’ covariance was initialized to Pxclk
, diag [108, 102]

with units of [m2, (m/s)2] corresponding to a 1σ of around 33 µs and 33 ns/s for the clock

bias and drift, respectively. The clock error states process noise covariance and time-varying

measurement noise were identical to those in Subsection 4.4.2.

The experimental localization results are shown in Fig. 4.8 and Table 4.3 and are summarized

next. The 2-D positioning error of the receiver localized using the refined tracked ephemeris

exleo,tracked was decreased from its initial value of around 13.48 km to 343.47 m while the

localization performed using the SGP4-propagated ephemeris exleo,SGP4 diverged to over

6.85 km in error. The inconsistency of the localization estimate using the exleo,SGP4 is due

to a clear model mismatch as the SGP4-propagated ephemeris fed to the EKF is over 7.13

km away from the true SV’s ephemeris on average and is a sign of filter divergence [135].

Additionally, note that the shape, size, and orientation of the uncertainty ellipses of both

EKFs in Fig. 4.8(c) are similar. This is explained by both EKFs having the same initial

estimation error covariance, process noise covariance, time-varying measurement noise and

the fact that the measurement Jacobians of both EKFs are nearly identical: the time history
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of the unit line-of-sight (LOS) vectors pointing from the SV to the estimated receiver location

are very close for both exleo,tracked and exleo,SGP4.

Table 4.3: Horizontal 2–D positioning errors for EKF using open-loop SGP4-propagated
ephemeris and EKF using refined tracked ephemeris.

Initial Final (SGP4 ephemeris) Final (refined ephemeris)

Horizontal error (m) 13,476 6,852 343.47

10 km

N

E

(a)

(c)

5 km

(b)

True receiver position

Initial receiver
position estimate

EKF receiver position
estimate using refined
tracked ephemeris

estimate using refined

EKF receiver position
estimate using SGP4-
propagated ephemeris

Figure 4.8: (a) Experimental results showing true receiver position (green) along with es-
timates and corresponding 95th-percentile horizontal uncertainty ellipses: (i) red: initial
estimate, (ii) yellow: EKF using exleo,SGP4 ephemeris, and (iii) blue: EKF using exleo,tracked

ephemeris. (b) Skyplot of Orbcomm FM107 SV’s trajectory relative to the receiver. (c)
Zoomed view on the localization performance of both EKFs. Map data: Google Earth.
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Chapter 5

Conclusions

This thesis presented a complete study on the opportunistic estimation of LEO satellites’

states to enable LEO-based opportunistic navigation. The unknown clock error states with

unknown process noise covariance (as no information is available on the oscillator quality

on-board LEO SVs) and the uncertainty in the TLE-generated ephemerides challenges were

tackled. An interacting multiple-model (IMM) estimator was first developed to adaptively

estimate the stability of the combined receiver-LEO SV clocks online while localizing the

receiver. Next, the opportunistic tracking of LEO SVs was comprehensively studied: a

methodology to characterize the LEO SVs’ orbital motion process noise covariance was

proposed and extensive Monte Carlo simulations were performed to compare the performance

of the tracking filter with three sets of measurements. Experimental results with Orbcomm

LEO SVs were presented to demonstrate the efficacy of the estimators developed in this

thesis to unlock the potential of LEO-based navigation.
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