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Abstract

Cluster Observations with the South Pole Telescope

by

Thomas Jeffrey Plagge

Doctor of Philosophy in Physics

University of California, Berkeley

Professor William Holzapfel, Chair

The South Pole Telescope (SPT) is an instrument designed to survey galaxy clusters using

the Sunyaev-Zel’dovich effect. In this thesis I describe the telescope, its first-generation re-

ceiver, and its readout and control systems. I also present Sunyaev-Zel’dovich measurements

of 15 massive X-ray selected galaxy clusters obtained with the SPT. The cluster signals

are measured at 150 GHz, and concurrent 220 GHz data are used to reduce astrophysical

contamination. Radial profiles are computed using a technique that takes into account the

effects of the beams and filtering. In several clusters, significant SZ decrements are detected

out to a substantial fraction of the virial radius. The profiles are fit to the β-model and

to a generalized NFW pressure profile, and are scaled and stacked to probe their average

behavior. The best-fit model parameters are consistent with previous studies: β = 0.86 and

rcore/r500 = 0.20 for the β-model, and (αn, βn, γn, c500)=(1.0, 5.5, 0.5, 1.0) for the generalized

NFW model. Both models fit the SPT data comparably well, and both are consistent with

the average SZ profile out to the virial radius. The integrated Compton-y parameter YSZ is

computed for each cluster using both model-dependent and model-independent techniques,

and the results are compared to X-ray estimates of cluster parameters. YSZ is found to scale

with YX and gas mass with low scatter. Since these observables have been found to scale
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with total mass, these results point to a tight mass-observable relation for the SPT cluster

survey.
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Chapter 1

Introduction

1.1 Overview

Cosmology, the study of the universe at the largest scales, has been a subject of human
fascination throughout recorded history. Over the last few decades, advances in observational
techniques have allowed the composition, structure, and history of the universe to be studied
quantitatively. Remarkably, a simple model has emerged that is consistent with all observed
phenomena.

The standard cosmological model describes a universe with a flat Euclidean geometry.
It began in a state of high density and temperature, from which it expanded exponentially
during a period of inflation, in the process acquiring small inhomogeneities that became the
seeds for structure formation. At the end of the inflationary era, the universe remained
hot and dense, with baryonic matter1 ionized and tightly coupled to radiation in a baryon-
photon plasma. As the universe continued to expand and cool, the matter and radiation
underwent oscillations as gravitational attraction toward overdense regions competed with
radiation pressure. After about 400,000 years, the universe had cooled to 3000 K, at which
point neutral matter was able to form and persist. This broke the coupling between the
matter and radiation, allowing the radiation to stream freely through the universe, and the
matter to form structure like stars and galaxies.

The universe is still expanding and cooling today—in fact, the expansion is accelerating,
fueled by a hypothesized form of energy called “dark energy.” The simplest conception
of dark energy consistent with observations was proposed by Einstein, in the form of a
vacuum energy density that enters the field equations of general relativity as a constant
term Λ. He later repudiated this idea, but surprising data gathered in recent years suggest
that he did so in error. Observational evidence also strongly suggests the existance of an
unseen form of matter—cold dark matter (CDM)—that interacts via gravity but not via the
electromagnetic or strong nuclear forces. Both dark matter and dark energy play a central
role in the standard, or ΛCDM, cosmological model.

Evidence for this model comes from a variety of sources:

• Light element abundances largely comport with models of big bang nucleosynthesis.

1Cosmologists use this term to refer to all non-relativistic “normal matter” like protons and electrons.
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• Light curves from Type Ia supernovae can be used to infer the evolution of the expan-
sion rate of the universe, with results that are consistent with a ΛCDM cosmology.

• Large-scale galaxy and galaxy cluster surveys can be used to test models of structure
growth, which depend strongly on cosmology. Once again, the results match expecta-
tions.

• The Cosmic Microwave Background (CMB), a nearly uniform bath of photons that has
pervaded the universe since matter and radiation decoupled, is essentially a snapshot
of the early universe. This radiation has small but measureable anisotropies, and
the ΛCDM model makes specific predictions about the form that they should take.
Competing cosmologies, such as those in which the universe persists in a steady state
or in which structure is generated in other ways, would result in a CMB that looked
vastly different if it existed at all. Measurements have consistently favored the standard
model.

Within the ΛCDM framework, however, there remain a number of open questions. In
particular, the nature of dark energy remains a mystery, and its behavior is not strongly
constrained by existing data. Increasingly precise measurements of the CMB provide one
path forward.

1.2 Historical Context

Nearly twenty years after its prediction [Gamow, 1946], the CMB was discovered serendip-
itously by Penzias and Wilson [Penzias and Wilson, 1965], who estimated its temperature
to be approximately 3.5 K. A long campaign to measure its spectrum ensued [Woody and
Richards, 1979, for example], culminating with with the Far-Infrared Absolute Spectropho-
tometer (FIRAS) instrument on the Cosmic Background Explorer (COBE) satellite, which
measured a spectrum consistent with that of a black body at TCMB = 2.725±0.002 K [Mather
et al., 1999] (see Figure 1.1). The agreement is so precise that the CMB is believed to have
the most perfect blackbody spectrum in nature.

Disregarding the dipole moment due to the motion of the earth relative to the CMB
reference frame, temperature anisotropies in the CMB are at the level of one part in 105.
Measuring such a tiny signal requires a sensitive instrument with tight control over system-
atic errors. Once again, an instrument on the COBE satellite—the Differential Microwave
Radiometer (DMR)—was the first to make a definitive measurement, detecting anisotropies
across the sky down to angular scales of ∼ 7◦ [Smoot et al., 1992].

Variance in the CMB at the large angular scales probed by the DMR arose from primor-
dial inhomogeneities; at smaller angular scales, the dynamics of the baryon-photon plasma
led to anisotropies with a structure that depends strongly on several cosmological parameters.
Measurements at degree and sub-degree scales can be performed by instruments with less sky
coverage than COBE, and a number of groups took up the challenge. The instruments they
used fell into two general classes: coherent receivers, which respond to electric field strength
and require low-noise amplifiers such as those based on high electron mobility transistors

2



Figure 1.1. CMB emission spectrum and fit to blackbody spectrum, from the FIRAS
instrument on the COBE satellite. Uncertainties are a fraction of the line width [Fixsen
et al., 1996].

(HEMTs); and incoherent receivers, which measure incident power and require sensitive de-
tectors such as bolometers (discussed in Chapter 4). In the early part of this decade, two
balloon-borne bolometric instruments (MAXIMA [Hanany et al., 2000, Lee et al., 2001] and
BOOMERANG [Netterfield et al., 2002]) and a ground-based interferometer (DASI [Halver-
son et al., 2002]) measured anisotropies at degree scales. Subsequently, another satellite
mission (the Wilkinson Microwave Anisotropy Probe (WMAP) [Hinshaw et al., 2003, 2009])
made pristine measurements down to tens of arcminutes, while two ground-based instru-
ments (bolometer-based ACBAR [Kuo et al., 2004, Reichardt et al., 2009] and HEMT-based
CBI [Padin et al., 2001, Mason et al., 2003]) pushed down to still smaller angular scales.

The CMB temperature anisotropies with origins in the early universe—the so-called pri-
mary anisotropies—have now been measured in exquisite detail. Further efforts are underway
to probe the polarization of the CMB, which was first detected by DASI [Kovac et al., 2002]
and has now been measured by a number of instruments [Pryke and the QUaD Collaboration,
2009, Page et al., 2007, Chiang et al., 2009]. Attention has also been focused on secondary
temperature anisotropies, those which originated after the decoupling of matter and ra-
diation. Since both incoherent and coherent detectors are approaching their fundamental
sensitivity limits, a new generation of instruments has emerged to tackle these increasingly
challenging measurements. A common approach has been to employ large arrays of bolo-
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metric detectors, which increases the efficiency with which the CMB can be mapped while
building on existing technology. The South Pole Telescope (SPT) is one such instrument.
First deployed to the geographic South Pole in the austral summer of 2006-2007, the SPT has
now gathered almost three years of data, with the primary goal of identifying and studying
galaxy clusters via their effect on the CMB.

1.3 Thesis Outline

In Chapter 2, I will provide an overview of the standard cosmological model, and will
discuss the motivation for studying clusters by way of the CMB. Chapter 3 will describe the
SPT instrument, focusing in particular on optics and cryogenics. The dectector array will
be discussed in Chapter 4, and the multiplexed readout system in Chapter 5. Chapter 6 will
cover operational aspects of the instrument, and on the software developed to control and
monitor the receiver and readout. Finally, Chapter 7 will describe in detail the analysis of a
series of targeted cluster observations performed by the SPT in the austral winter of 2008.

1.4 Personal Contributions

The SPT was developed over many years by a large team of individuals. Some aspects of
the experiment that I will include in this thesis are ones to which I did not directly contribute,
but which are necessary to discuss in order to provide a coherent description of the project.
The work that I contributed to the SPT includes the development of significant portions
of the readout and control software, the testing and characterization of the bolometers and
receiver cryostat, and the tuning and optimization of the instrument on the sky. I also
assisted in the development of the data analysis pipeline, undertook a study of the targeted
cluster observations discussed in Chapter 7, and assisted in three deployments to the South
Pole.

I also worked on various aspects of the APEX-SZ experiment, a pathfinder instrument
for the SPT and a powerful CMB receiver in its own right; much of this work applied
directly or indirectly to the SPT. I designed portions of the APEX-SZ receiver cryostat and
optics, assisted in the design and characterization of its cryogenic system, worked on many
aspects of the multiplexed readout electronics and software, and helped to characterize and
optimize the detector arrays. I also assisted in the deployment of the instrument for its
initial engineering run. I will not seperately describe the APEX-SZ experiment, but when
appropriate, I will discuss some of my work as it relates to the SPT.
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Chapter 2

Cosmology

In this chapter, I will provide a broad overview of the standard cosmological model. I
will then discuss galaxy clusters—the largest gravitationally bound objects in the universe—
and a method of measuring them using anisotropies in the Cosmic Microwave Background.
Finally, I will discuss ways in which such measurements can be used to extend our knowledge
of cluster physics and cosmology.

2.1 The Standard Cosmological Model

The physics of the universe on large scales is described by the ΛCDM model, which was
briefly discussed in Chapter 1. This model is part of a class of cosmologies which take as their
starting point the Cosmological Principle: the universe must be homogeneous and isotropic
on large scales. Observational evidence strongly suggests that this is indeed the case. From
this starting point, one can derive the Friedmann equations, which describe the dynamics of
a universe comprised of a perfect fluid. The inhomogeneities that give rise to the structure
we see today can then be treated in the context of the expanding universe described by this
formalism.

2.1.1 The Friedmann Equations

The Friedmann equations are derived from the Einstein field equations of General Rela-
tivity, which relate the energy-momentum tensor to the spacetime metric. In a homogeneous
and isotropic universe, the energy-momentum tensor is that of a perfect fluid with energy
density ρ and pressure p, and the metric is that of Friedmann-Robertson-Walker (FRW):

ds2 = −dt2 + a2(t)

(
dr2

1− kr2
+ r2dθ2 + r2 sin2(θ)dφ2

)
(2.1)

where ds is the space-time interval, dt is the time interval, (r, θ, φ) are the spherical polar
spatial coordinates, k is the curvature parameter, a(t) is the time-dependent scale factor,
and the units are chosen such that the speed of light c = 1. The curvature parameter sets
the geometry of the universe: k = 0 corresponds with a Euclidean or flat geometry, k < 0
with a hyperbolic or open geometry, and k > 0 with a spherical or closed geometry. The
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scale factor a(t) encodes the expansion or contraction of the universe, with increasing values
corresponding to expansion.

When the energy-momentum tensor and the metric take these forms, the ten Einstein
field equations simplify to the Friedmann equations:(

ȧ

a

)2

=
8πG

3
ρ− k

a2
+

Λ

3
(2.2)

ä

a
= −4πG

3
(ρ+ 3p) +

Λ

3
(2.3)

where a dot denotes a derivative with respect to t, G is the gravitational constant, and Λ is
the cosmological constant. Note that there exists a critical density, ρcr ≡ 3(ȧ/a)2/8πG, for
which k = 0 in a Λ = 0 universe.

The clear implication of these equations is that the universe can expand and contract.
Einstein was originally motivated to introduce the cosmological constant by his belief that
the universe should be static. A few years after he made this proposal, however, astronomer
Edwin Hubble made a discovery that caused Einstein reconsider [Hubble, 1929]. Using
measurements of distance and redshift z = (1−a)/a for a sample of galaxies, Hubble showed
that galaxies were (on average) receeding at a rate proportional to their distance from us. The
proportionality constant H between velocity and distance, known as the Hubble parameter,
is related to the scale factor by H = ȧ/a. Evaluated at the present time t0, it is given
by H0 = 100h km/s/Mpc where h = 0.719+.026

−.027 [Komatsu et al., 2009]. As the Friedmann
equations show, H can change as a function of time depending upon the geometry and energy
content of the univese.

Radiation and Matter

The energy density term ρ in the Friedmann equations includes contributions from both
nonrelativistic and relativistic matter. In the ΛCDM model, only a small portion of the
nonrelativistic matter density is made up of normal matter such as protons and electrons;
the remainder is made up of CDM, particles that interact gravitationally but not electro-
magnetically. While the composition of CDM remains unknown, observational evidence for
its existence is very strong, and its behavior is well-understood. The matter density is often
expressed in terms of the critical density as Ωm ≡ ρm/ρcr. The relativistic matter density,
primarily comprised of photons and neutrinos, is expressed analogously as Ωr.

In a flat universe with Λ = 0, the first Friedmann equation can be solved trivially if one
form of energy dominates over the others. Nonrelativistic matter density is inversely propor-
tional to volume, and thus scales as a−3. Radiation density, which is inversely proportional
to wavelength as well as volume, scales as a−4. In the early universe, when a was very small,
the energy density of the universe was dominated by radiation; thus the expansion rate was
approximately given by a ∝ t1/2. Expansion gradually redshifted the radiation, eventually
causing matter to take over, at which point a ∝ t2/3. As the universe further expanded,
the matter density dropped below that due to Λ, and we entered the era of dark energy
domination.
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Dark Energy

Hubble’s discovery that the universe was expanding caused Einstein to abandon the
cosmological constant, but it staged a surprising comeback in the latter part of the last
decade. Two groups working in parallel essentially redid Hubble’s experiment, but using
Type Ia supernovae instead of galaxies. These supernovae can be observed out to great
distances, and have peak absolute magnitudes that are approximately constant. Therefore,
by measuring their light curves and inferring their peak brightness, Riess et al. [1998] and
Perlmutter et al. [1999] were able to extend the distance-redshift relation and measure a long
stretch of the universe’s expansion history. Their results showed that the expansion of the
universe is accelerating, implying that of some “dark energy” must be driving the expansion.

This discovery dovetailed nicely with theoretical and observational indications that the
universe should have a flat k = 0 geometry. Since the combined density of radiation and
matter Ωr+Ωm is much smaller than one, some additional unseen energy is necessary to form
a coherent picture. A cosmological constant Λ with a density such that Ωr + Ωm + ΩΛ = 1
is the simplest form of dark energy that fits the evidence.

More complicated forms, however, have not been ruled out. One way of characterizing
the behavior of dark energy is by its equation of state, which relates its pressure to its
energy density via p = wρ. For relativistic and nonrelativistic matter, w = 1/3 and 0,
respectively. Dark energy has the unique property that the pressure it exerts is negative.
For a cosmological constant, w = −1, while other forms can have different equations of
state—w need not even be a constant with respect to time. One of the major ongoing efforts
in observational cosmology is to constrain w and discern the nature of dark energy.

2.1.2 Inhomogeneities

The dark energy-dominated era is not the first in which the universe has undergone
accelerating expansion. The theory of inflation suggests that a small region of the early
universe exponentially expanded by at least 60 e-foldings. This provides a way around
a problem with the idea that the universe is homogeneous and isotropic: straightforward
calculations indicate that prior to decoupling, light was unable to travel the breadth of the
presently-observable universe. Distant regions of space were never in causal contact, so there
is no apparent reason why, for example, the CMB should be so uniform. Inflation provides a
way around this “horizon problem” by positing a pre-inflation universe where these regions
were able to equilibrate. If the region that underwent this expansion were locally flat, then
inflation would also resolve the so-called flatness problem of why we live in a universe that
seems to be tuned to have Ωr + Ωm + ΩΛ = 1.

A simple model of inflation invokes a high-temperature scalar field called the inflaton
field, which drives the exponential expansion until it decays to form matter and radiation.
Quantum fluctuations in this field generate a scale-invariant spectrum of fluctuations in the
gravitational potential of the early universe, the seeds of structure formation. They are still
visible today in the form of large-scale anisotropies in the Cosmic Microwave Background.
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The Cosmic Microwave Background

In the early universe, normal matter was ionized and tightly coupled to radiation by the
electromagnetic interaction. At decoupling, which occurred at z ∼ 1100, the photon mean
free path became long and scattering essentially ceased. The primordial radiation has since
been redshifted to microwave frequencies, and is therefore known as the Cosmic Microwave
Background (CMB). It is nearly a direct snapshot of the early universe, and is consequently
a powerful tool for observational cosmology.

Anisotropies in the CMB are usually quantified in terms of the angular power spectrum.
Decomposing the temperature fluctuation field ∆T (n̂) into its multipole moments

T`m =

∫
dn̂Y ∗

`m(n̂)T (n̂), (2.4)

where Y`m is the (`,m) spherical harmonic, the power spectrum is given by

〈T ∗`mT`′m′〉 = δ``′δmm′C`. (2.5)

Note that ` is inversely proportional to spatial scale; ` ∼ 100 corresponds to degree-scale
anisotropies.

Figure 2.1 shows the power spectrum as measured by several recent experiments. The
quantity plotted is `(` + 1)C`/(2π), in which form anisotropies that correspond to scale-
invariant fluctuations—such as those predicted by the self-similar process of exponential
inflation—appear as a flat line. The variance at very low ` is over scales too large for
interactions to have taken place prior to decoupling, and must therefore be a direct result
of primordial fluctuations. The most prominent features at intermediate ` are the so-called
acoustic peaks, which arose from pressure oscillations in the tightly coupled baryon-photon
plasma. At the time of decoupling, these oscillations abruptly ceased, leaving some modes
at their maximum compression or rarefaction. Excess power is visible on angular scales
corresponding to these modes, and the height and scale of these peaks can be used to
constrain the geometry and composition of the early universe. At high `, where the spatial
scales become comparable to the damping scale set by the photon mean free path, the
acoustic peaks die away.

The power does not go to zero at small angular scales, however, due in part to secondary
anisotropies imparted to the CMB after the decoupling time. One important type of sec-
ondary anisotropy is due to the Sunyaev-Zel’dovich (SZ) effect, which occurs when CMB
photons scatter off hot gas in the potential wells of galaxy clusters, and which is discussed
in detail in Section 2.2.

Matter inhomogeneities

Inhomogeneities in the matter distribution also arose from the gravitational potential
fluctuations imparted by inflation. Dark matter was unaffected by the physics of the baryon-
photon plasma, and immediately began clumping near primordial overdensities, joined by
normal matter after decoupling. Once the overdensity in a given region grew large enough for
local gravity to overcome the expansion of the universe, the matter in the region underwent
gravitational collapse, becoming increasingly compact until it could support itself by angular
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momentum or pressure. Simulations indicate that CDM, upon undergoing collapse, forms
dark matter halos with a universal density profile that can be modelled as

ρ(r) =
ρ0

r
rs

(
1 + r

rs

)2 , (2.6)

the NFW profile [Navarro et al., 1996]. In the ΛCDM model, structure is formed hierarchi-
cally: smaller dark matter halos form first, and gradually merge to form larger ones.

On large scales, structure growth remains linear, and so the spectrum of inhomogeneities
on these scales remains Gaussian and is characterized by its power spectrum. Knowledge of
the initial spectrum and its normalization, and of the linear evolution of the gravitational
potential, are sufficient to determine the present-day structure of these inhomogeneities. On
smaller scales, structures virialize and the process becomes non-linear. The dividing line
between linear and non-linear structure growth is at scales of ∼ 10 Mpc. Galaxy clusters,
which are megaparsecs in extent, are thus the largest and most recently formed virialized
objects in the universe.

For this reason, the distribution of clusters depends very little on the complex physics
of gas dynamics and feedback, and is instead determined by gravitational processes. One
approximate approach to predicting the distribution of clusters is that of Press and Schechter
[Press and Schechter, 1974], in which the purely linear density function is smoothed at various
scales to flag regions dense enough to undergo collapse. The Press-Schechter formula gives
the number density of clusters of mass M at redshift z as

dn

dM
(z,M) =

√
2

π

ρ0

M

δc
Dzσ2

M

dσM

dM
exp

(
−δ2

c

2D2
zσ

2
M

)
, (2.7)

where ρ0 is the present-day density, Dz is a function that determines the linear growth of
structure, δc ∼ 1.68 is the overdensity threshold (so that regions with ρ > δcρ0 are considered
collapsed), and σM is the r.m.s. density fluctuation at massM in the present-day linear power
spectrum. This somewhat ad-hoc distribution function is found to be roughly consistent with
the results of n-body simulations, and is very widely used.

Galaxy cluster surveys generally seek to identify objects within some solid angle Ω which
have masses greater than Mmin(z). The observable quantity is thus

dN

dzdΩ
(z) =

(
dV

dzdΩ
(z)

∫ ∞

Mmin(z)

dM
dn

dM

)
. (2.8)

The volume element dV/dzdΩ depends upon the expansion of the universe, while dn/dM de-
pends on the growth of structure. This makes the abundance of clusters another useful probe
of cosmology, which can be used as both a cross-check and a way of breaking degeneracies
in cosmological models.

2.2 Galaxy Clusters and the Sunyaev-Zel’dovich Effect

2.2.1 Galaxy Clusters

Galaxy clusters formed relatively recently on cosmological scales, generally at redshifts
less than 3. Typical clusters have radii of order 1 MPc and masses of 1014 to 1015 times the
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mass of the sun M�. The bulk of the mass is in the form of dark matter; the stars in the
50 to 1000 constituent galaxies contribute of order 1% of the mass, while another ∼ 10% is
comprised of intergalactic gas known as the intracluster medium (ICM). The gas in the ICM
is heated to temperatures of 107-108 Kelvin, or kBT ∼ 1 − 10 keV, and thus emits X-rays
via bremsstrahlung.

Clusters can be observed in a variety of different ways. In the X-ray band, a cluster
appears as a bright source with a flux given by

SX =
1

4π(1 + z)4

∫
n2

eΛeedl, (2.9)

where ne is the electron density of the ICM, Λee is the X-ray cooling function, and the integral
is along the line of sight. X-ray spectra also yield estimates of the temperature and metallicity
(the proportion of heavy elements) of the ICM. In the optical and infrared bands, a cluster
appears as a concentration of galaxies. Redshifts can be estimated using spectroscopic or
photometric techniques, and masses can be inferred using the velocity dispersion of the
member galaxies. Optical and infrared measurements of background galaxies can be used
to probe the total mass of clusters (including dark matter), since the deep potential well of
the cluster acts as a gravitational lens. Each of these techniques has its own challenges and
limitations, and data gathered from a variety of sources provides the most complete picture.

The CMB provides yet another powerful and complementary way of studying clusters.
Since the ICM is heated to high temperatures, a CMB photon scattering off an ICM electron
will be upscattered in energy by ∆E/E = kBT/mec

2 ∼ 10−2. The optical depth of the ICM
is τ = neσTR ∼ 10−2, where ne is the electron number density, σT the Thomson cross section,
and R the effective radius. Therefore, approximately 1% of the CMB photons incident upon
a cluster will be upscattered in energy by 1%. This results in an overall change in the CMB
brightness temperature in the direction of the cluster by about one part in 104, in a process
known as the Sunyaev-Zel’dovich Effect [Sunyaev and Zeldovich, 1970a,b].

2.2.2 The Sunyaev-Zel’dovich Effect

The physics of the Sunyaev-Zel’dovich (SZ) effect are described in detail in a number of
works; here I follow the treatment of Birkinshaw [1999].

The scattering of a photon with energy E by an electron at rest is described by the
Compton scattering formula:

E ′ =
E

1 + E
me

(1− cos ∆θ) , (2.10)

where me is the electron mass, where ∆θ is the angle by which the photon is deflected, and
where we again adopt units where c = 1. We wish to determine the effect of this scattering
on the frequency of the CMB photons. In the limit appropriate for ICM electrons, the
probability of a scattering at incident angle θ is given by

Pθ(θ)d cos θ =
(
2γ4(1− ve cos θ)3

)−1
d cos θ, (2.11)

10



where ve is the final electron velocity and γ = (1 − v2
e)
−1/2. The probability of a photon

scattering from θ to θ′ is

Pθ′(θ′|θ)d cos θ′ =
3

8

(
1 + cos2 θ cos2 θ′ +

1

2
(1− cos2 θ)(1− cos2 θ′)

)
d cos θ′, (2.12)

causing the scattered photon to appear with frequency

ν ′ = ν(1 + ve cos θ′)(1− ve cos θ)−1. (2.13)

The probability of a resulting logarithmic frequency shift s = log(ν ′/ν) given ve is then

Ps(s|ve) =

∫
Pθ(θ)d cos θPθ′(θ′|θ)d cos θ′

ds
ds, (2.14)

where Pθ and Pθ′ are given above, and where cos θ′ = (es(1− ve cos θ)− 1)/(ve).
This gives us the frequency shift of the incident photons once we know the distribution

of the electron velocities. In the ICM, the velocities in the rest frame of the cluster are
distributed according to the relativistic Maxwell distribution with temperature Te,

Pve(ve)dve =
γ5v2

ee
−γme/kBTedve

(kBTe/me)K2(me/kBTe)
, (2.15)

where K2 is the second order modified Bessel function of the second kind and kB is the
Boltzmann constant. The spectral shift due to this thermal component of the electron
velocities is referred to as the thermal SZ effect. The probability of a logarithmic frequency
shift s from a single scattering P1 can be found by integrating PsPve over velocity, and the
probability of s due to multiple scatterings can be found by repeated convolution of P1.
Along with knowledge of the CMB frequency spectrum, these tedious calculations yield the
form of the spectral distortion due to the thermal SZ effect.

In order to get a more intuitive sense of the effect, it is useful to consider the scattering
process in the non-relativistic limit, and to add in a correction factor after the fact. The
process can then be described by the Kompaneets equation:

∂n

∂y
=

1

x2

∂

∂x

(
x4

(
∂n

∂x
+ n+ n2

))
, (2.16)

where n(ν) is the occupation number at frequency ν, x is the dimensionless frequency given
by

x =
hν

kBTe

, (2.17)

h is the Planck constant, and y is the Comptonization parameter or Compton-y. The
Comptonization for radiation passing through a cloud of electrons is given by

y =

∫
neσT

kBTe

me

dl, (2.18)

where σT is the Thompson cross-section, ne is the electron number density, and the integral
is along the line of sight.
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If hν << kBTe, which is the case for CMB photons and ICM electrons, then x is small
and Equation 2.16 simplifies further to

∂n

∂y
=

1

x2

∂

∂x
x4∂n

∂x
. (2.19)

In this case, the change in the CMB occupation number takes a particularly simple form:

∆n = xy
ex

(ex − 1)2
(x coth(x/2)− 4) , (2.20)

and the change in intensity at dimensionless frequency x is given by ∆I/I0 = x3∆n(x).
This is the widely-used non-relativistic formula for the thermal SZ spectrum. Note that in
contrast to the X-ray flux, the redshift of the cluster does not enter into this equation: the
SZ effect is independent of redshift, and can thus be used to measure galaxy clusters out to
the epoch of their intial formation.

The spectral distortion due to the SZ effect is shown in Figure 2.2. At ∼ 218 GHz, the
change in intensity is zero. At higher frequencies, in the Wein tail of the CMB black body
spectrum, the intensity is increased. At lower frequencies, in the Rayleigh-Jeans region of
the spectrum, the SZ effect manifests itself as a decrement in intensity due to lower-energy
photons getting upscattered into the Wein tail. The amplitude of the distortion depends on
the Comptonization, and is thus a measure of the integrated pressure along the line of sight.

For large, hot clusters, the amplitude of the SZ signal can be comparable to, or even larger
than, primary CMB anisotropies in amplitude. Their characteristic spatial scale, however,
is much smaller: ∼ 1 arcminute, versus about 0.5◦ for the largest CMB acoustic peak.

This treatment of the SZ effect neglects some important features. First, as mentioned
above, the Kompaneets equation is non-relativistic. Relativistic effects can be of order 10%
for particularly high electron temperatures; an approximate correction factor is provided
by Itoh et al. [2000]. It is observationally convenient to express the thermal SZ effect as a
change in the CMB temperature TCMB:

∆T

TCMB

= f(x)y, (2.21)

where f(x) is the frequency dependence derived above plus the relativistic correction δSZ :

f(x) =

(
x
ex + 1

ex − 1
− 4

)
(1 + δSZ(x, Te)). (2.22)

Non-thermal electron velocities can also lead to measurable effects. The kinetic SZ effect,
which results from bulk electron velocities relative to the CMB reference frame, imparts a
temperature change to the CMB given by

∆T

TCMB

∼ −τe
vpec

c
, (2.23)

where vpec is the electron peculiar velocity (the non-Hubble component of the line-of-sight
velocity) and τe =

∫
neσTdl is the optical depth. In most frequency bands, the kinetic effect
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is much smaller for typical values of the optical depth and the peculiar velocity (< 1000
km/sec). The kinetic effect also lacks the distinctive spectral signature of the thermal effect,
making it difficult to separate from primary CMB anisotropy signals. However, at frequencies
near the ∼ 218 GHz thermal SZ null, it may be possible to detect the effect if competing
signals can be removed successfully.

2.3 Cosmology and Cluster Physics with the SZ Effect

In combination with other observables such as X-ray flux, SZ measurements can be
used to explore the structure and composition of the ICM. Moreover, dependency of the
distribution of clusters upon cosmology can be used to place constraints on models, and in
particular on the behavior of dark energy.

2.3.1 The Structure of the ICM

The thermal SZ effect probes the integrated pressure of the electron gas, ∝ neTe. Since
X-ray flux goes as n2

eΛee, X-ray and SZ data are complementary, and can be combined
to separately measure the density and temperature. The density profiles of the ICM for
different galaxy clusters are expected to be approximately self-similar. If the dark matter
distribution is given by the NFW profile (Equation 2.6), Navarro et al. [1996] find that the
ICM in hydrostatic equilibrium has a profile that can be approximated by the isothermal
β−model [Cavaliere and Fusco-Femiano, 1976, Cavaliere and Fusco-Femiano, 1978], which
parameterizes the 3-dimensional electron number density as

ne(r) = ne0

(
1 +

r2

r2
core

)3β/2

, (2.24)

where ne is the electron number density, ne0 is the number density at the cluster center, r
is the radius from the cluster center, rcore is the core radius of the gas distribution, and β is
the power law index at large radii.

X-ray and/or SZ measurements can be used to find the best-fit β−model parameters
for a given cluster, which can then be integrated to estimate the cluster gas mass Mgas.
The total mass of the cluster, Mtot, can also be found by assuming hydrostatic equilibrium.
Alternatively, Mtot can be estimated using optical or infrared measurements of gravitational
lensing or velocity dispersion. The ratio of Mgas to Mtot is a lower limit on the ratio of the
baryon density to matter density in the universe, and can also be used to constrain dark
energy [Rapetti et al., 2008].

Thermal Structure

The use of the β−model in the SZ context makes the implicit assumption that the
ICM is isothermal. Heirarchical structure growth, however, does not cease upon the initial
formation of clusters: mergers are common, and generally result in temperature structure
such as shocks. Moreover, some clusters—referred to as cooling core clusters—have dense
cores with central cooling times significantly smaller than their age, resulting in cooling flows
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partially balanced by feedback from active galactic nuclei (AGN). Thus the ICM generally
is not isothermal, and an accurate model must take this into account.

Nevertheless, much of the work on cluster structure has used the β−model as a convenient
fitting function [e.g., Grego et al., 2000, Reese et al., 2002, Benson et al., 2004, Halverson
et al., 2008]. It has the advantage of simplicity: using the density profile from Equation 2.24
and assuming isothermality, Equation 2.21 yields an analytic formula for the SZ decrement,

∆TSZ = ∆T0

(
1 +

θ2

θ2
core

)(1−3β)/2

. (2.25)

Here θ is the angular distance from the cluster center, given by θ = r/DA where DA is the
angular diameter distance (which implicitly defines DA). ∆T0 is the central temperature
decrement, and θcore is the angle corresponding to rcore. Note that the use of the β−model
as a fitting function does not necessarily imply isothermality unless the same values of β
and rcore are assumed to hold for both density and ∆TSZ. While the β−model tends to
do a decent job of modelling clusters at intermediate radii, measurements and simulations
indicate that it breaks down in the cluster core and beyond about r2500 (the radius at which
the cluster matter density drops to 2500 times the critical density of the universe) [Vikhlinin
et al., 2005, Piffaretti et al., 2005].

Nagai et al. [2007] have proposed, and Mroczkowski et al. [2009] have investigated, a
generalization of the NFW model that directly parameterizes pressure rather than density:

Pe(r) =
Pe0

(r/rs)γn (1 + (r/rs)αn)(βn−γn)/αn
, (2.26)

where Pe is the electron pressure; Pe0 is the pressure at the cluster center; r is the radius
from the cluster center; rs = r500/c500 is a scaling radius set by r500, the radius at which
the total cluster density falls to 500 times the critical density of the universe at the cluster
redshift, and c500, a parameter characterizing the gas concentration; and αn, βn, and γn set
the slope at intermediate (r ∼ rs), large (r > rs), and small (r < rs) radii, respectively. The
structure parameters (αn, βn, γn, c500) can be estimated using simulations or measurements;
for example, (0.9, 5.0, 0.4, 1.3) are the parameters found to be the best fit to observed Chandra
X-ray cluster profiles1. As the SZ effect is directly proportional to integrated pressure,
∆TSZ for this model can be found by integrating the above function along the line of sight.
Sufficiently sensitive and high-resolution SZ measurements will be able to determine whether
this parameterization is more appropriate than the β−model, and thus whether it can be
used to compute more accurate estimates of cluster properties.

2.3.2 SZ Cluster Surveys

The fact that the SZ effect is independent of redshift makes SZ cluster surveys a promising
technique for constraining cosmological models. The observable quantity is the differential
number density of clusters above a given mass limit Mmin, dN/dzdΩ, defined in Equation
2.8. Since the cluster abundance in the nearby universe is well known, the number density is

1These values are given in Mroczkowski et al. [2009] as an update of the results in Nagai et al. [2007].
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fixed at the low-redshift end. The distribution at higher redshifts then depends on cosmology
in two ways: via the evolution of the volume element with redshift, and via the growth of
structure with redshift. If expansion is faster, then the differential volume at higher redshifts
is smaller relative to today, and the number density of clusters drops accordingly. And if
structure growth proceeds more rapidly, then the cluster number density will be lower at
high redshifts relative to today.

The exact dependence of cluster abundance on cosmology can be determined using nu-
merical simulations or approximations such as the Press-Schechter formula (Equation 2.7).
Figure 2.3.2 shows the results of simulations using three different values of the dark energy
equation of state, and demonstrates the utility of a redshift-independent survey technique:
the differential number density varies much more rapidly with w at high z.

An SZ survey alone, however, cannot determine dN/dMdz. At the very least, redshift
information must be obtained from follow-up optical observations. The efficiency with which
the survey is able to identify clusters as a function of mass—the selection function—is also
crucial, and can be determined from follow-up observations or measurements of clusters with
masses determined by other means. However, it is expected that the Compton-y parameter
integrated over the cluster, a quantity proportional to the total thermal energy of the system,
is a low scatter estimate of the mass [da Silva, 2004, Nagai, 2006, Motl et al., 2005, Kravtsov
et al., 2006]. This offers the hope that the selection function might be determined from the
survey data itself, with external data used as a cross-check.

The SZ Power Spectrum

An SZ cluster survey of sufficient breadth and depth will also contain enough informa-
tion to estimate the high-` CMB power spectrum. Anisotropies due to the SZ effect add
power at arcminute scales, a range in which the primary anisotropies are damped. The SZ
signal is expected to be the largest contributor to the variance at high ` once astrophysical
contamination is removed. The amplitude of the SZ power spectrum depends strongly upon
the amplitude of the matter power spectrum; defining σ8 as the matter fluctuation on 8 Mpc
h−1 scales, C`,SZ goes as ∼ σ7

8 Holder et al. [2007].

2.3.3 Requirements for an SZ Survey Instrument

An instrument capable of performing an SZ survey over a large patch of the sky must
meet several requirements:

• It must be sensitive to radiation in bands where the SZ signal is significant, generally
from 15 to 300 GHz.

• It must have good control of noise and systematic errors in order to recover the small
amplitude SZ signals.

• Its resolution must be matched to cluster scales.

• It should be able to map clusters efficiently, which generally implies high sensitivity
over a wide field of view.
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• It should be able to observe in multiple bands in order to separate the thermal SZ
signal from primary CMB anisotropies and astrophysical contamination.

These requirements drove the design of the South Pole Telescope and its SZ receiver.
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Figure 2.1. Recent measurements of the CMB power spectrum, courtesy the WMAP science
team [Komatsu et al., 2009].
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Figure 2.2. The change in intensity of the CMB due to the Sunyaev-Zel’dovich effect. The
effect is exaggerated to show the important features. Figure courtesy Carlstrom et al. [2002].
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Figure 2.3. Cluster redshift distribution for three values of the dark energy equation of state.
Figure from Mohr [2004].
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Chapter 3

The South Pole Telescope

The SPT, pictured in Figure 3.1, is a telescope constructed for wide-field observations
with large bolometer arrays. Its initial project is a multi-band millimeter wavelength sur-
vey of galaxy clusters via the SZ effect using a kilopixel bolometeric receiver. Subsequent
projects will include polarization measurements of the CMB and sub-millimeter observations
of protostars and protogalaxies.

These scientific objectives led to the design of an off-axis Gregorian telescope with a 10-
meter diameter dish and a 1 deg2 field of view, and to the choice of an observing site at the
South Pole. An overview of the telescope is given in [Carlstrom et al., 2009]. In this chapter,
I will motivate the use of the South Pole for millimeter astronomy. I will then describe the
mechanical, optical, and cryogenic design of the SPT, reserving discussion of the detectors
and readout system for subsequent chapters.

3.1 Observing Site

Water absorbs microwave radiation and is poorly mixed in the atmosphere, so turbulent
flows can wreak havoc for instruments like the SPT. A good millimeter-wavelength observ-
ing site therefore needs to have a low level of precipitable water vapor, and atmospheric
conditions that are very stable. The South Pole is arguably the best such site in the world.
During the austral winter, temperatures at the South Pole range from −40◦ to −80◦ C, so
most water is frozen out of the atmosphere. Snowfall is only about 150 mm per year. A light
katabatic wind of ∼ 5 m/s blows in from East Antarctica and dominates the winter weather
pattern; higher winds are rare. The site is at an elevation of 2847 m, but due to the earth’s
rotation, the atmosphere is even thinner than this altitude would suggest. The uninterrupted
darkness of the winter months, in addition to allowing around-the-clock observation, helps
maintain constant temperatures. The result is a site with low precipitable water vapor (see
Figure 3.2), low opacities (τ ∼ 0.03 at zenith), and superb stability.

The site does have one rather obvious drawback: it is extremely remote. This is largely
mitigated by the excellent logistics support provided by the United States Antarctic Program
at the Amundsen-Scott South Pole Station. The Air National Guard provides flights to the
station during the austral summer; during the other eight months of the year, the site is
inaccessible, and the SPT is managed by its capable winterovers (Steve Padin and Zak
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Figure 3.1. The South Pole Telescope during the last stages of construction, in the aus-
tral summer of 2006-2007. The large dish is the primary mirror, and the slightly elevated
structure is the receiver cabin. During servicing and installation, the telescope is positioned
so that the receiver cabin mates with the roof of the control room (right). The comoving
ground shields were not yet installed when this picture was taken.

Staniszewski in 2007, Keith Vanderlinde and Dana Hrubes in 2008, and Erik Shirokoff and
Ross Williamson in 2009). The ∼300,000 kg of components that comprise the SPT were
flown to the South Pole on LC130 aircraft, and were assembled in the austral summer of
2006-2007.

3.2 Mechanical Design

The SPT is located approximately 1 km from the main South Pole Station. It sits on
a thick pad of ice, which was formed by using a bulldozer to progressively add layers of
compressed snow and was then left to harden over the course of a year. The weight of the
structure is distributed by a hexagonal wooden raft, above which the telescope is raised on
a 5.2 m high steel tower. This further distributes the load and, in a feature the SPT shares
with most other buildings at the Pole, positions it above ground level to allow snow to blow
underneath. The mount is an azimuth-elevation (AZ-EL) fork with both axes balanced to
minimize deflections.

The telescope is supported by an L-shaped frame, with the 10 m diameter primary mirror
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Figure 3.2. Precipitable water vapor at the South Pole relative to two other millimeter
wavelength observing sites, Mauna Kea and the Atacama desert. Figure is from [Lane,
1998].

on one leg and the receiver cabin—which contains the secondary mirror, the receiver, and
the readout electronics—on the other. The receiver cabin moves along with the primary
mirror, and can be lowered and sealed to the roof of the control room for servicing and
installation (see Figure 3.1). A 12 mm thick window of Zotefoam PPA30 allows light into
the cabin. Comoving ground shields made of foam-core aluminum panels are mounted along
the L-frame to reflect scattered radiation to the sky.

The telescope is driven along the AZ and EL axes by eight brushless DC motors with
gearboxes. Two pairs of motors are used for each axis, one of which is sufficient to operate
the telescope at reduced speeds. The pairs of AZ motors are mounted on opposite sides of the
fork, and engage a large external ring gear on the AZ bearing. The EL motors are mounted
on each arm of the fork, and drive a sector gear mounted on the L-frame. Scanning speeds of
up to 4 deg/s in AZ and 2 deg/s in EL, and accelerations of up to 4 deg/s2, are possible if not
necessarily advisable. Each axis has an optical encoder capable of reconstructing the scan
path to within 1 arcsec at moderate accelerations. Three small optical telescopes and a set of
temperature and displacement sensors are available for use in constructing a pointing model.
The current model, developed by Ryan Keisler at the University of Chicago, is accurate to
within 7 arcsec rms.
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3.3 Optics

A classical Gregorian telescope consists of two concave mirrors. The parabolodical pri-
mary (conic constant k = −1) collects light and brings it to a focus before the secondary,
which in turn brings it to the Gregory focus. In order to minimize scattering, the SPT
employs an off-axis Gregorian design (see Figure 3.3). The diameter of the primary aperture
D sets the resolution of the telescope at a given wavelength via θ ∼ λ/D; since SZ cluster
signals are at arcminute scales, the primary mirror must be at least 8 m in diameter for
observations at λ = 2 mm. The SPT has a 10 m diameter primary, though only the inner
∼ 8 m portion is illuminated. The mirrors are fully specified by three additional parameters:
their radii of curvature and the desired Gregory focal length f .

Figure 3.3. The primary and secondary SPT mirrors. kn and rn are the conic constant and
the radius of curvature, respectively, for the primary (n = 1) and secondary (n = 2); lengths
are in millimeters. The figure is taken from Padin et al. [2008].

The SPT detectors are fed by smooth-walled feedhorns, and the feedhorn diameter that
maximizes efficiency for point source detection is given by 2Fλ, where F = f/D. For focal
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plane arrays like SPT, however, there is a balance to be struck between aperture efficiency
and the number of detectors that can fit on the focal plane [Griffin et al., 2002]. The feedhorn
diameter, the focal plane spacing, and the focal ratio of the telescope are therefore closely
related, and must be jointly optimized. We chose to set the feedhorn diameter to 4.5 mm,
slightly less than 2Fλ at λ = 2 mm. This, in turn, fixed the focal ratio of the instrument to
1.3—a relatively fast optical system, although the final focal ratio is decreased slightly by
the meniscus lens discussed below—which fed into the design of the secondary mirror. The
remaining mirror parameters are set by clearances and other practical constraints.

3.3.1 Mirrors

The primary mirror is made up of 218 machined aluminum segments ∼0.5 m2 by 60 mm
thick, each with a surface accuracy of 5-10 µm. The panels are mounted on carbon-fiber-
reinforced plastic supports, and each is seperately adjustable; from an initial surface profile
error of 240 µm, photogrametry and holography measurements were used to refine the surface
to within the design specification of 20 µm. The gaps between the panels were covered
with strips of BeCu. A resistive de-icing system keeps the primary slightly above ambient
temperatures.

In one of the more unique aspects of the SPT optical design, the ellpsoidal secondary
mirror is cooled to ∼10 K, and is surrounded by cold HR-10 microwave absorber that serves
as the stop. This helps to minimize scattering and reduce the loading on the detectors. The
secondary mirror itself is 1 m in diameter, small enough to be machined from an aluminum
billet. The structure is 50 mm thick, but has been lightweighted (20 kg) by cutting triangular
pockets into the back, leaving a facesheet of 4 mm. Immediately after machining, it had a
surface accuracy of 11 µm. Upon cooling, however, the surface error increased to 50 µm—still
sufficient for millimeter wavelength observation, but sub-optimal.

The SPT secondary is similar to two of the mirrors in the APEX-SZ tertiary optics, which
I helped to design and deploy. One of these two elements is nearly the same size as the SPT
secondary, and the other is actually 50% larger. Since these mirrors were not cooled, the
constraints on their mass and size were less severe, and they are consequently more robust in
their design. For the 1.5 m diameter APEX-SZ tertiary, for example, the surface is 6.35 mm
thick and is backed by two complementary sets of triangular ribbing (see Figure 3.4). The
cost of this extra mechanical support is a considerable increase in mass: the larger mirror is
52 kg, and the smaller is 30 kg.

3.3.2 Lens

In between the secondary mirror and the focal plane is a thin meniscus lens which makes
the final focus telecentric (i.e. the lens has an exit pupil at infinity, so that the focal plane
is flat and the coupling to the feedhorns is improved). The lens also centers the beams on
the secondary to reduce spillover, and helps fix a tight clearance by speeding up the final
focus. It is made of High Density Polyethylene (HDPE), which has an index of refraction
n of 1.567 in the millimeter band at 4 K [Lamb, 1996]. Without an anti-reflection coating,
just under 10% of the light incident on the lens would be reflected at normal incidence,
which is not an inconsiderable loss. For a single band receiver, a quarter wavelength coating
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Figure 3.4. The backing structure of the APEX-SZ tertiary mirror. It is mechanically
similar to the SPT secondary, but with an additional level of bracing.

would suffice to make the reflections negligible; for plastic lenses, this is often achieved by
cutting square profile grooves in the surface. The SPT, however, observes concurrently in
three bands, necessitating a coating that is effective across a wide range of frequencies.

Antireflection Coating

For both the SPT and APEX-SZ, I addressed this problem by using a graded refrac-
tive index antireflection coating. In this scheme, the index of refraction of the material is
gradually varied from that of free space to that of the lens material, which we achieve by
cutting grooves with a tapered profile. As long as the groove pitch is less than a wavelength,
normally incident radiation at location z along the optical axis will see an effective index
of refraction neff =

√
(1− f(z))n2

l + f(z), where f(z) is the filling factor for the tapered
groove at location z, and where nl is the index of refraction of the lens material. Light
coming in at other angles will see a different effective index function, but function will still
be smooth as long as the angle of incidence is less than the angle of the taper. Note that this
design is birefringent, and thus is potentially problematic for instruments that are sensitive
to polarization.

In order to model the behavior of the tapered grooves, it is useful to consider the general
problem of a plane wave travelling through a material with index of refraction n. The electric
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field can be written as a sum of leftgoing and rightgoing plane waves:

E(z) = Ere
ik0nz + Ele

−ik0nz (3.1)

where k0 is the wavenumber in free space, and the magnetic field is given by

H(z) = − i

nk0

∂E

∂z
= ink0Ere

ik0nz − ink0Ele
−ik0nz. (3.2)

As the wave travels a distance L along the z direction, it transforms according to(
E(z + L)
H(z + L)

)
=

(
cos(nk0L) i

n
sin(nk0L)

−in sin(nk0L) cos(nk0L)

) (
E(z)
H(z)

)
. (3.3)

The matrix relating the fields at z and z+L is called the transfer matrix, which I will denote
as M(n, L). Since the fields must be continuous across a boundary between materials of
different indices of refraction, the transfer matrix of a series of sheets with indices ni and
thicknesses Li is given by the matrix product ΠM(ni, Li). A taper defined by the function
n(z) can be modelled by dividing the function’s domain into equal sized bins of width δ
centered at z0, z1, . . ., and computing the product ΠM(n(zi), δ).

The figure of merit for the groove design is the intensity transmission coefficient for the
lens plus the antireflection layers on each side. We can find the amplitude transmission and
reflection coefficients t and r by writing the electric field in free space before the lens as
E0e

ik0z +rE0e
−ik0z, and after the lens as tE0e

ik0z. If the transfer matrix for the entire system
is

Ms =

(
A B
C D

)
, (3.4)

then we must solve (
t
n0t

)
=

(
A B
C D

) (
1 + r

n0 − n0r

)
, (3.5)

where n0 = 1 is the index of refraction of free space (left in so that the equation can easily
be generalized) and the common factors have been cancelled. By taking advantage of the
symmetries of M , we can write the solution as

t = 2
AD −BC

A+Bn0 + C/n0 +D
. (3.6)

The intensity transmission coefficient is then given by t2.
As one might intuitively expect, t2 is highest when the grooves are smoothly-tapered and

deep. We are constrained, however, by the requirement that the groove pitch be < λ: grooves
that are narrow and deep are both flimsy and difficult to machine. We therefore adopted a
compromise design that falls within the practical constraints and has acceptable performance
across all bands. The groove spacing is 0.622 mm, ∼ λ/2 for the highest-frequency band.
The depth is 0.635 mm, since an aspect ratio of ∼ 1 : 1 eases the tooling requirements and
yields grooves that are mechanically robust in HDPE. A gap of 0.08 mm, the same as the
radius of the tip of the tool, was left between each groove; if the gap were much smaller, the
narrow ridge of HDPE between grooves would deform during the machining process. The
same grooves were cut into both sides of the lens, giving the lens a transmission coefficient
of better than 97% at the center of each band (see Figure 3.5).
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Figure 3.5. The transmission coefficient for the SPT tapered groove antireflection coating
(both front and back), compared with a antireflection coating of square grooves tuned to λ/4
at 150 GHz. Performance is degraded only slightly at 150 GHz, is somewhat improved at
95 GHz, and is significantly improved at 220 GHz. A deeper coating would further improve
performance, but would present practical challenges in its construction.

3.3.3 Band-defining Elements

In order to separate the SZ signal from primary CMB anisotropies and sources of as-
trophysical contamination, we designed the SPT to be sensitive to radiation within three
frequency bands centered at 95, 150, and 220 GHz. Bolometers are intrinsically broadband
devices, so the bands are defined by waveguides and filters. The focal plane optics are shown
in Figure 3.6. The waveguides, whose cutoff frequency defines the low end of the band,
sit directly in front of the integrating cavities of the detectors. Simulations by Jared Mehl
[Mehl, 2009] showed that a conical flare between the waveguide and the integrating cavity
improves the coupling at the low end of the band, so this feature was added for the the 2008
and 2009 observing seasons. The waveguides feed into smooth-walled conical horns, which
(thinking of the system in transmission) broadcast approximately single-moded Gaussian
beams out toward the lens and mirrors. The same horn diameter—4.5 mm–is used for all
three bands, slightly reducing the performance but easing fabrication. Directly on top of the
horns are capacitive mesh filters that define the upper end of the band. Filters further along
in the optical chain block harmonic leaks, as does the vacuum window of the cryostat.

The mesh filters are provided by the Astronomy Instrumentation Group at Cardiff Uni-
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versity. They are constructed by layering photolithographed metal grids with supporting
sheets of polypropylene. The geometry of the mesh sets the frequency cutoff, and harmonic
leaks are blocked by layering multiple filters. For the 2009 observing season, two high-cutoff
filters and one filter with a 12 cm−1 cutoff are cooled to 50 K to prevent high frequency
radiation from reaching the colder stages. Two more filters, one with a cutoff of 9 cm−1 at
∼10 K and another 12 cm−1 filter at 4 K, further protect from blue leaks, and the bands are
defined by filters on the focal plane.

Blocking Filter

Horn

Wedge

Backshort

Waveguide Exit Flare

Integrating Cavity

Band-Defining Filter

Air Gap

Absorber

Figure 3.6. SPT focal plane optics. The capacitive mesh filters set the high pass cutoff,
the feedhorn launches the beam, and the waveguide sets the low pass cutoff. The radiation
not absorbed by the detector is reflected by the backshort into the integrating cavity. The
exit flare was added between the waveguide and the integrating cavity for the 2008 and 2009
seasons.

The 2009 SPT bands are shown in Figure 3.7. Many detectors were measured using
a Fourier Transform Spectrometer, the results were averaged over the detectors in a given
band, and a smoothing kernel with a width 5 GHz was applied to remove spurious structure.
The transmission weighted band centers are 98, 154, and 220 GHz, very near the design
values. These bands are slightly wider than those used in 2007 and 2008, which improves
the efficiency of the instrument at the cost of increased loading from the atmosphere.
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Figure 3.7. Measured 2009 SPT frequency bands. A model of the atmospheric transmission
at zenith [Pardo et al., 2001] is in black, and the 95, 150, and 220 GHz bands are in blue,
red, and green.

3.4 Cryogenics

The SPT focal plane must be cooled to ∼ 250 mK and, as has already been discussed,
several optical components must be cooled as well. Two interconnected custom cryostats
were designed to meet these requirements. The larger of the two cools the secondary mirror,
the cold stop surrounding the secondary mirror, and some of the blocking filters. The smaller
one, the receiver cryostat, cools the focal plane, the lens, the remainder of the filters, and
components of the readout system. The cryostats share a vacuum, but each has its own
refrigeration system.

3.4.1 Pulse Tube Coolers

Both the optics and receiver cryostats employ pulse tube coolers, closed-cycle mechani-
cal refrigerators that use ultra high purity (99.999%) Helium as a refrigerant. They operate
by feeding pressurized Helium gas through a regenerator with high heat capacity, and then
allowing the gas to expand while in contact with the cold head. A compressor is used to
pressurize the gas, and an external drive motor is used to mediate the pressure cycle. The
pulse tube coolers used by the optics and receiver cryostats—slightly modified versions of
models PT410 and PT415, respectively—were supplied by Cryomech, Inc.1 (The receiver
pulse tube was upgraded from a PT410 after the 2007 observing season.) Since pulse tube
coolers are closed-cycle refrigerators, neither cryostat must be refilled during normal oper-
ation, which is especially advantageous at the South Pole. The PT410 cools two stages to
10 K and 70 K, with cooling capacities of 10 W and 80 W. The PT415 specifications indicate

113 Falso Dr., Syracuse, NY 13211

29



1.5 W of cooling power at 4.2 K and 40 W at 45 K. Both systems are optimized for operation
in a vertical orientation, and lose about 10% of their power when operated 30◦ from vertical.
We designed the cryostats so that the pulse tubes are operating near peak efficiency when
the telescope is pointed at typical observing angles of ∼ 45◦.

Pulse tube coolers were originally validated for use in bolometric instruments by Daniel
Schwan at UC Berkeley; I assisted at the tail end of the process. The key question concerned
the bolometer and readout sensitivity to electrical, vibrational, and thermal noise introduced
by the ∼ 1.4 Hz pulsing. We significantly improved the electrical noise by replacing the
standard motor driver, which used pulse-width modulation to generate the drive signal, with
a low-noise linear motor driver2. We addressed vibrations by mounting the pulse tube on a
bellows supplied by National Electrostatics Corp.3, and by cooling the receiver cold heads
via a flexible copper braid heat strap. Thermal noise is suppressed by the heat capacities of
the cryostats. We also gain some protection against noise pickup by operating our detectors
at AC frequencies. Nevertheless, some residual noise is observed in the detector signals at
variable but low levels, so a notch filter at the pulse tube frequency is applied as a part of
the data processing pipeline.

3.4.2 Sorption Fridge

The SPT focal plane is cooled to ∼ 250 mK using a three-stage Helium sorption fridge
provided by Chase Research Cryogenics Ltd.4 A schematic diagram of the refrigerator is
shown in Figure 3.8. Each stage consists of a copper cold head and a heat pump filled with
charcoal that acts as a helium vapor reservoir. When the heat pump is raised above 20 K,
helium vapor desorbs from the pump and is condensed by an external cooling system into
a liquid. Once the pump is dropped back down below 20 K, the helium slowly boils off,
cooling the head to base temperature. Helium-4 is used as a refrigerant for the first stage,
which is used to cycle the Helium-3 buffer stage and cold stage. The 3He buffer stage runs
at ∼385 mK and can handle 60 µW of load, and the 3He cold stage runs at ∼250 mK with
up to 1.4 µW of load. Additional cooling power is provided by a heat exchanger intercept.

The 3He in the buffer stage boils off after a hold time of about 36 hours. The fridge
must then be cycled by heating the pumps, cooling the 4He stage, allowing the refrigerant
to boil off, and then cooling the 3He stages. This process takes about three hours, and is
handled automatically using hardware designed for the ACBAR experiment [Runyan et al.,
2003] and software described in Chapter 6.

3.4.3 Cryostats

A cross-section of the optics and receiver cryostats is shown in Figure 3.9. There is a
thermal break between the two vessels at their interface, near the focal plane end of the cold
stop. By separating the cryostats in this manner, we made it possible to service and swap
out receivers without having to disassemble and reassemble the optics. The drawback of
this design is that it requires a light-tight thermal break in the stop and shield, which we

2http://www.premotn.com
37540 Graber Road, P.O. Box 620310, Middleton, WI 53562
4140 Manchester Road, Sheffield, S10 5DL, UK
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Figure 3.8. The 4He-3He-3He sorption fridge that cools the SPT focal plane. Diagram is
from [Bhatia et al., 2000].

achieved by overlapping the receiver and optics cryostat shields by 20 mm, with ring baffles
and aluminized-mylar skirts on the receiver end. The low-pass filters on the receiver side
help block any radiation that might leak through this interface.

Optics Cryostat

The optics cryostat, designed at Case Western Reserve University, is described in detail
in Padin et al. [2008]. Radiation enters the cryostat through a Zotefoam Propazote PPA-30
window with a 250 mm diameter aperture and a thickness of 100 mm. It then passes through
the first set of filters, which are located near the focus of the primary mirror, and proceeds
into a cavity enclosed by a shroud coated in HR-10 absorber. This absorber serves as the
stop, and is cooled to 10 K by the second stage of the PT410. It is surrounded by a radiation
shield cooled by the first stage; both the shroud and the shield are superinsulated. At the end
of the cavity, the beam reflects off the secondary mirror toward the receiver cryostat. The
mirror is supported off a back plate by a three-point mount. In the middle of the secondary
is a small pipe leading to a chopped thermal source, the calibrator, which is used to assess
detector liveness and relative calibrations.

The PT410 heads operate at temperatures of 5 K and 36 K, which implies heat loads
of 2 W and 30 W. These loads are dominated by radiative transfer between the shroud and
shield, which is given by

Prad = σb(T
4
1 − T 4

2 )

(
1− ε1
ε1A1

+
1

A1

+
1− ε2
ε2A2

)−1

, (3.7)
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Figure 3.9. The SPT receiver cryostat (left) and optics cryostat (right). Figure from Padin
et al. [2008].

where Tn, An, εn are the temperature, area, and emissivity of the nth surface. The shroud
and shield areas are about 4 m2, and the emissivity is about 0.05 for the shround, shield,
and superinsulation. These numbers yield lower estimates for the load than we see in the
field, probably due to gaps in the superinsulation.

Receiver Cryostat

The receiver cryostat was designed by Bradford Benson at UC Berkeley, who also led
the team (of which I was a part) that debugged the receiver and deployed it to the South
Pole. The receiver cryostat cools the lens, a series of filters, the focal plane, and a portion
of the readout system. Except for a tilted surface on which the pulse tube is mounted, the
sides of the dewar shell are flat and rectangular. As with the optics cryostat, the optical
components are cooled to at least the temperature of the second pulse tube stage, and are
surrounded by a radiation shield cooled by the first stage. The ∼45 K plate that supports
the radiation shield is stood off from the 300 K shell by G10 tubes, and the ∼4 K main plate
is stood off from the 50 K plate in a similar fashion. The main plate supports an additional
set of radiation shields that cut down the radiative load on the focal plane assembly. The
sorption fridge is also sunk to the main plate, which means that the sub-Kelvin cooling power
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Table 3.1. Loading on receiver cryostat pulse tube stages.

First stage Second stage

Component Power (W) Power (mW)
Radiation 6 3
G10 standoffs 3 150
Readout wiring 18 72
Housekeeping wiring 3 12
Total 30 237

depends strongly upon the main plate temperature. The wiring between the 300 K and 4 K
electronics consists of 36 modules, each containing 37 0.1 mm diameter manganin wires in
a nylon weave, provided by Tekdata5. The wiring assembly is heat sunk off the first pulse
tube stage to reduce the heat load on the second stage. Another set of six wiring modules
are used for thermometry and other housekeeping connections.

An estimate of the loading on the pulse tube stages is given in Table 3.1. The first stage
loading is dominated by the readout wiring, and the second stage by the G10 standoffs. The
loads fall below the specifications of the PT415, so temperatures below the nominal 45 K
and 4.2 K are routinely achieved; the exact temperatures depend on the elevation angle at
which the SPT is observing, but the second stage generally operates below 3 K.

The sub-Kelvin assembly is shown in Figure 3.10. It consists of gold-plated aluminum
rings stood off in series from a 4 K ring by Vespel SP-16 tubes. There are three sub-Kelvin
stages: one cooled by the sorption fridge heat exchanger, one cooled by the 3He buffer head,
and one cooled to ∼ 250 mK by the 3He cold head. The first two stages are stood off from
the main plate by Vespel tubes arranged in a drumhead pattern, and the last stage—the
focal plane itself—is stood off from the buffer stage using vertically-oriented Vespel tubes
with a larger radius. A second ring is supported off the buffer stage to heat sink a sheet of
aluminized mylar that runs between the focal plane and the 4 K ring, and which serves to
block any radio frequency (RF) radiation that might have leaked into the dewar.

The detectors on the focal plane are read out via pairs of wires running from the cold
stage to the 4 K readout components. Over most of their length, the wires are low-inductance
niobium stripline on thin kapton. On the end closest to the focal plane, the striplines are
soldered to “pigtails” of 0.09 mm diameter Niobium-Titanium wire held in a Nomex7 weave.
The wiring is a significant contributor to the loading on the buffer stage, but is insignificant
at the cold stage compared to the radiative load due to the emissive band-defining filters.
The heat exchanger stage takes approximately 31 µW of loading and sits at ∼3 K, and the
heat loads on the buffer stage and the cold stage are listed in Table 3.2. Note that the
bolometers themselves, which will be discussed in the next chapter, contribute very little
loading because of their low bias power.

5http://www.cryoconnect.com
6DuPoint, http://www2.dupont.com/Vespel/en_US/
7DuPoint, http://www2.dupont.com/Nomex/en_US/
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Figure 3.10. The SPT sub-Kelvin assembly. The top outermost ring (the one that is not
gold-plated) mounts to the main plate. The stages cooled by the heat exchanger and the
3He buffer head, respectively, are stood off by Vespel SP-1 legs arranged in a drumhead.
Finally, the focal plane is stood off from the buffer stage by the larger-radius Vespel tubes.
The aluminized mylar annuli are the RF shielding.

Table 3.2. Loading on the sub-Kelvin stages.

Buffer stage Cold stage

Component Power (µW) Power (µW)
Radiation < 0.1 ∼ .8
Vespel standoffs 15 .13
Readout wiring 20a .01
Bolometers - .01
RF shielding 15 .15
Total 50 1.10

aVaries depending upon the temperature of the heat exchanger stage.
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Chapter 4

Detector Array

A bolometer is a device that employs an electrical resitance thermometer to measure
the temperature of a radiation absorber [Richards, 1994]. The detectors used in the SPT
receiver are transition edge sensor (TES) bolometers fabricated in the Berkeley Microlab by
Erik Shirokoff. This chapter will be devoted to the design, characterization, and optimization
of these detectors. I will start by deriving the sensitivity and noise properties of a general
voltage-biased bolometer. Next, I will describe the components of the SPT detectors and the
process by which they were characterized and tested. I will end by assessing the performance
of the detectors used in each of the first three SPT observing seasons.

4.1 A Model Bolometer

4.1.1 Operation

The basic behavior of a bolometric detector can be illustrated by the model shown in
Figure 4.1. Consider an absorber with heat capacity C ≡ δQ/∂T coupled to a thermistor.
The absorber sees power P given by the sum of the absorbed optical power Poptical and the
thermistor bias power Pbias = V I. It is connected to a bath at temperature Tbath via a heat
link, which is characterized by its thermal conductance G ≡ ∂P/∂T . G is a temperature-
dependent quantity that varies across the heat link, so a useful quantity related to G is the
average conductance, Ḡ ≡ P/(T − Tbath).

If the total power on the detector is constant, then the steady state heat flow is zero and
the absorber temperature is also constant:

Poptical + V I = Ḡ(T − Tbath). (4.1)

If the optical power is perturbed at angular frequency ω by δPoptical exp(iωt), then the ab-
sorber temperature changes by δT exp(iωt) and the heat flow balance is given to first order
by

Poptical + δPopticale
iωt + V I +

dPbias

dT
δTeiωt = Ḡ(T − Tbath) +GδTeiωt + iωCδTeiωt. (4.2)

Taking the time dependent portion of this equation and cancelling the exponential, we get

δPoptical +
dPbias

dT
δT = GδT + iωCδT. (4.3)
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Figure 4.1. A bolometer consists of a thermal absorber with heat capacity C coupled to a
bath by a heat link with thermal conductance G, and to a thermistor. The SPT detectors
have spiderweb mesh absorbers coupled to a 250 mK bath, and TES thermistors biased at
constant voltage V. The sum of the electrical power and the optical power Poptical is held
constant by feedback, thus producing a current I that depends sensitively on the optical
load.

This gives us the temperature response:

GδT

δPoptical

=
1

1 + iωC/G+ 1
G

dPbias

dT

. (4.4)

Note that if the bias power is held constant, the bolometer will respond with an intrinsic
time constant of τ0 ≡ C/G.

A detector biased at constant voltage V will operate under electrothermal feedback,
wherein changes in the incident power produce changes in temperature, which in turn pro-
duce changes in the resistance of the sensor. The resulting change in bias power is given
by dPbias/dT = −(V 2/R2)(dR/dT ), which is often expressed in terms of the sharpness pa-
rameter α ≡ (T/R)(dR/dT ). If α is positive, then the feedback is negative and will tend to
push the device toward constant Poptical + Pbias. Equation 4.3 can be rearranged to give the
effective thermal conductance for a voltage-biased bolometer:

Geff ≡
δPoptical

δT
=

(
α
Pbias

T
+G+ iωC

)
. (4.5)

Negative electrothermal feedback therefore increases the effective thermal conductance of
the device.
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In analogy with negative feedback electrical amplifiers, we can define the loop gain L(ω)
as the response power over the incident power. Using Equation 4.5 and the fact that δP =
δPbias + δPoptical, we get

L(ω) ≡ −δPbias

δP
=

Pbiasα

GT (1 + iωτ0)
. (4.6)

The loop gain at zero frequency is therefore L = Pbiasα/GT , and it rolls off at the intrinsic
time constant of the bolometer. One last useful quantity is the responsivity of the detector,
which we define as SI ≡ δI/δPoptical. Substituting in our expressions for I = Pbias/V and
Poptical, we get

SI = − 1

V

L
L+ 1 + iωτ0

, (4.7)

or

SI = − 1

V

L
L+ 1

1

1 + iωτeff
(4.8)

where τeff = τ0/(L+ 1). In the limit where L >> 1, the responsivity is simply 1/V , and the
time constant of the device is reduced by feedback.

4.1.2 Noise

A voltage-biased bolometer with the right parameters can be a fast, sensitive, linear
detector of radiation. In order to be useful for astronomical observations, though, it must
also have good noise properties. Bolometer noise is conventionally discussed in terms of the
noise equivalent power (NEP), the incident power required to obtain a signal-to-noise ratio of
one in a 1 Hz bandwidth. The fundamental limit is set by NEPγ, the shot noise of the arriving
photons. An approximate expression for this noise at a single frequency ν can be obtained
from the usual shot noise expression, 〈(∆n)2〉 = n. Since n = Pν/hν where h is the Planck
constant, the noise equivalent power in 1 s is given by NEP2

γ ≈ 2(hν)2〈(∆n)2〉 = 2Pνhν,
where the factor of 2 comes from the bandwidth associated with 1 s.

A more precise calculation of the photon NEP due to an emitting blackbody includes
a second term due to the bosonic bunching of photons. The bunching term is larger for
more coherent sources and smaller for beam-filling sources, and is difficult to compute from
first principles for realistic loading scenarios. The ACBAR experiment has seen evidence for
photon bunching [Runyan et al., 2003] at a level set by a “fudge factor” g of order unity
which accounts for variations in source coherence. With this correction, the NEP due to
photon shot noise is given by

NEPγ =

√
2

∫
Pνhνdν +

1

g

∫
P 2

ν dν. (4.9)

Here, Pν is the power spectral density for one dual-polarization mode

Pν =
2ε′ηhν

ehν/kT ′ − 1
, (4.10)
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where ε′ and T ′ are the emissivity and temperature of the optical emitter and η is the
efficiency with which the detector absorbs radiaton.

Once the bandwidth and optical load are set, the fundamental limit on NEP is fixed by
Equation 4.9, and the goal is to design a device so that other noise sources are subdominant.
Two significant noise sources are the Johnson noise of the thermistor, and thermal fluctua-
tions across the heat link. The former goes as the usual Johnson noise expression reduced
by electrothermal feedback [Lee et al., 1998]:

NEP2
J =

4kT

R

1

|SI |2

(
τeff
τ0

)2 (
1 + ω2τ 2

0

1 + ω2τ 2
eff

)
(4.11)

where R is the termistor resistance and T is its temperature. The latter is discussed in detail
by Mather [1982], and is given by NEP2

G = γT 4kT 2G where γT is an order unity factor that
depends on the thermal conductivity of the heat link as a function of temperature. The
noise in a representative SPT detector is discussed further in Section 4.2.2.

4.2 SPT Detectors

The SPT detectors are voltage-biased bolometers with TES thermistors and gold spider-
web mesh absorbers. I will describe the major components of the detectors, and will then
discuss the process by which they were tested and characterized.

Figure 4.2. One of the six “wedges” of bolometers that comprise the SPT focal plane. The
161 3 mm diameter circular elements are the spiderweb absorbers. The TES thermistors are
near the middle of the absorbers, and have leads running to wire bond pads on the bottom
of the wedge.
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4.2.1 Detector design

The SPT bolometers are fabricated on 100 mm diameter silicon wafers cut down into
triangular “wedges.” Six wedges make up the focal plane, and each is housed in a separate
enclosure. This modular design allows detectors to be swapped and the band configuration
of the receiver to be changed with relative ease. One of the six wedges that comprise the
SPT focal plane is shown in Figure 4.2. The 161 circular features are the spiderweb mesh
absorbers, in the middle of which are the TES thermistors. Each bolometer is coupled to
the 250 mK bath by a gold heat link, and has two electrical leads running to wire bond pads
on the edge of the wafer. The spacing of the detectors is determined by the layout of the
feedhorns, which are organized in a hexagonal close-packed array and which have diameters
of 4.5 mm. The wafer thickness is set to provide a λ/4 backshort between the absorber and
the metallized back in the desired band, which maximizes absorption in the web.

Spiderweb Absorber

The spiderweb mesh absorber of an SPT detector is shown in Figure 4.3. The webs are
made of 1 µm thick suspended silicon nitride, on top of which is deposited a thin layer of
gold with a sheet resistance of ∼ 250Ω/�. By suspending the gold on a thermally isolated
structure, we ensure that the connection to the bath is set by a heat link over which we have
control. The diameter of the mesh is 3 mm, and the features are on scales much smaller
than a wavelength. The mesh has its own time constant for absorption, referred to as the
optical time constant τopt, that is generally slower than the time constant of the bolometer
under feedback; for SPT detectors, τopt ∼15 ms.

Figure 4.3. A spiderweb mesh absorber. The thermistor is located near the center of the
web.

Since the intrinsic time constant of the bolometer is given by C/G, and since the spec-
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ification for G is driven by our noise and loading requirements, adjusting the heat capacity
of the absorber is the primary way by which we can set the thermal response time of the
detectors. If the detector can respond on time scales faster than the bias power is able
to compensate, then oscillations and instability will result. It can be shown that the time
constant of the bias circuit τbias and the time constant of the TES τ must meet the criterion
τbias ≤ τ/5.8 [Irwin et al., 1998], where τ = τ0/(L + 1). In order to stay within this con-
straint, we slow the bolometers down by adding heat capacity to the absorber. This is done
by depositing a thick layer of gold in the center of the web (Figure 4.4), which we refer to
as “bling.”

Figure 4.4. Heat capacity is added to the absorber by depositing a thick layer of gold in the
center of the spiderweb.

TES Thermistor

The thermistor on each SPT detector is a TES, a superconductor held at its transition
temperature. We chose an Aluminum-Titanium bilayer as our TES material in order to
achieve a transition temperature Tc of about 550 mK, which is set by the proximity effect
to a temperature between the Tcs of the two materials of the bilayer. The resistance of the
bilayer drops rapidly from its normal resistance Rn ∼ 1Ω to zero at Tc (Figure 4.5). The
TES is coupled to the absorber through the bling, which is deposited on top of a region of
the bilayer material. The heat capacity added by the bling raises the intrinsic thermal time
constant from that of the TES itself, about 50 µs, to tens of milliseconds. This is slow enough
for the detectors to be operated at loop gains of >∼ 10 without compromising stability in the
current implementation of the AC readout.

Heat Link and Leads

Each bolometer requires two electrical leads and one thermal connection. The electrical
leads are made of Aluminum, which is superconducting at the operating temperature. The
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Figure 4.5. Resistance versus temperature for a TES. The bias power is set so that the
temperature sits near Tc, which is ∼550 mK for the SPT devices.

heat link is made of gold with a thickness tuned to provide the appropriate G and Ḡ. G
values that are too high can lead to excess thermal carrier noise, while Ḡ values that are
too low can cause the detectors to be saturated (Poptical > Ḡ∆T ). The relationship between
G and Ḡ is determined by the nature of the heat link. Assume that the link has a thermal
conductivity of k = k0T

n, where n ≈ 1 for conduction by electrons in cold normal metals
and n ≈ 3 for semiconductors and superconductors. The power flowing through the heat
link is given by

P = Ak0T
ndT

dx
(4.12)

where A is the cross-sectional area of the link. Integrating over the length l of the heat link,
we see that the power is given by

P =
Ak0

l

1

n+ 1

(
T n+1 − T n+1

bath

)
. (4.13)

Thus, G = ∂P/∂T is related to Ḡ = ∆P/∆T by

G = Ḡ(n+ 1)

(
T − Tbath

T n+1 − T n+1
bath

)
T n. (4.14)

Typical 150 GHz SPT detectors have values of Ḡ near 100 pW/K, so that approximately
30 pW of combined optical and electrical power are required to keep them at their operating
temperature. For such a detector operating at Tc ≈ 550 mK, with a heat link dominated by
electron conduction in gold, G ≈ 140 pW/K.

4.2.2 Testing and characterization

Since the Berkeley Microlab is a shared facility, fabrication conditions are not always
completely repeatable. Consequently, it is often the case that several wedges must be fab-
ricated and tested for every one viable wedge that is produced. In order for a wedge to be
viable, it must have a high detector yield and good uniformity of properties across the wafer.
It must also have detector G and Tc values within specifications, C/G time constants that
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meet the stability requirement, strong optical coupling, and acceptably fast optical time con-
stants. A battery of tests was developed to evaluate whether new wedges met these criteria.
In this section, I will provide a description of these diagnostics, most of which are automated
using the SPT receiver control software discussed in Chapter 6.

1. Warm checks and preparation

After a new wedge was fabricated, a basic visual inspection was performed to check for
damaged absorbers or leads. The wedge was then wire bonded and the continuity of each
detector was checked. For reasons to be discussed in the next chapter, only seven out of
every set of eight detectors can be read out using the current SPT readout system; therefore,
if all of a given set of eight detectors passed the continuity check, one was tentatively chosen
for omission. The wedge was then prepared for cooling in one of several testbed cryostats.

For the 2007-2009 seasons, SPT wedges were usually characterized in the lab with no
optical loading on the detectors. This was mostly done because appropriate controlled loads
were not readily available. A controlled load has since been built and installed in one of
the test cryostats, but the next several diagnostics I will discuss do not require any optical
power.

2. Network analysis

The SPT bolometers are wired in series with an inductor and a capacitor, and seven (or
fewer) bolometers are biased and read out in parallel, each at the resonant frequency of its
respective RLC resonator. Once the wedge was cooled to ∼ 700 mK in a test cryostat, cold
enough for the bolometer leads to be superconducting (Tc ∼ 1 K) but warm enough for the
sensors themselves to be normal (Tc ∼ 500 mK), the AC bias frequencies of the detectors
were determined by performing a network analysis. This entailed sweeping an AC signal
across each chain, varying the frequency of the signal from the bottom to the top of the
readout bandwidth. The resonances observed in the network analysis output represented
potentially viable bolometers, and the width of the resonances yielded an estimate of the
detector’s normal resistance. These values were stored in a configuration file, and a bias
voltage was then provided to each bolometer at the appropriate frequency.

3. Transition temperatures

The bias frequencies having been set, a sample of detectors—at most one at a time from
each parallel readout chain—was chosen for a measurement of transition temperature Tc.
This test too was performed starting with the cold stage heated to ∼ 700 mK. The SPT
readout system requires that a small bias voltage be placed across a detector in order for
its current to be read out, so the smallest acceptable voltage was placed across the test
pixels. The remainder of the detectors were biased at ∼ 1µV: enough to keep them from
superconducting at the temperatures of interest, but not enough to leak significant current
into the test pixels. We then slowly lowered the cold stage temperature by adjusting the
sorption fridge heat pump currents, recording the resistance of the test pixels in the process,
until all of the test pixels were superconducting.
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4. I-V curves

Once the transition temperatures had been estimated, the bolometers were biased at
a high voltage, the stage was cooled to base temperature, and the I-V characteristics of
the detectors were measured. The current-voltage (I-V) curve of a TES bolometer takes
the distinctive form shown in Figure 4.6. As the bias voltage is lowered from the starting
value, the current decreases until the bias power is just sufficient to hold the bolometer in
its transition. Up until that point, the I-V curve is approximately ohmic with resistance Rn.
When the transition is approached, electrothermal feedback begins to act, and a minimum
current is reached at voltage Vturn. As the bias voltage is further reduced, the resistance drops
to compensate, keeping the power across the bolometer approximately constant. Finally,
once the voltage has been lowered far enough, one of two conditions will be met: the loop
gain will increase to the point where the stability criterion is violated, or the bias power
on the bolometer will be insufficient to offset a typical temperature fluctuation given the
parasitic impedance in the system. In either case, the bolometer will quickly fall below Tc

and will begin to superconduct.
It can be shown that

L =
1− dI

dV
R

1 + dI
dV
R

(4.15)

(see, for example, [Irwin et al., 1998]), so the IV curve gives an estimate of the bolometer
loop gain as a function of bias voltage. At the turnaround voltage (dI/dV = 0), the loop
gain is one; at bias voltages well within the transition, a well-behaved bolometer will have a
loop gain of >∼ 10. The I-V curve of the bolometer also gives an estimate of the saturation
power, the amount of optical power beyond which the bolometer is unable to cool to its
transition even with Pbias = 0. Finally, if the voltage is lowered all the way to the point
where the TES begins to superconduct, then the I-V curve also gives us the limit on the
loop gain beyond which the bolometer is unstable. Because the I-V curve provides such a
wealth of information, this data was generally gathered for as many bolometers as possible.

5. Thermal time constants

The thermal time constants were also measured in a dark cryostat. The time constant
depends on the loop gain, and we were generally interested in the intrinsic time constant
(the loop gain having been estimated from the I-V curve), so we began by biasing a sam-
ple of detectors at their turnaround voltages. This was convenient because L = 1 at the
turnaround, making it straightforward to infer the intrinsic C/G. Once the detectors were
biased, the readout system was configured to place a small AC signal across each of them1.
This excitation frequency was swept at constant amplitude across the signal bandwidth of
the detector, and the current response was recorded at each point.

For a typical SPT detector, the inferred intrinsic time constant was ∼ 50 ms, speeding
up to ∼ 5 ms or faster in the transition. This τ corresponds to the TES and the bling
moving together in temperature. There is a small thermal impedance between the TES and
the bling, however, so the TES can respond independently at a reduced amplitude above its

1Since the SPT readout system runs the bolometers off AC bias signals, we actually placed the excitation
signal in the sidelobes, using a clever scheme devised by Martin Lueker [Lueker et al., 2009].
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Figure 4.6. Bolometer I-V curve for a representative SPT bolometer. The bolometer
behaves as a resistor at high biases, enters its transition, and then follows a curve such that
V × I ∼constant.

initial single pole rolloff. At very high frequencies, there is another rolloff in the bolometer
response that corresponds to the C/G of the TES decoupled from the bling (see Figure 4.7).

6. Dark Noise

Certain aspects of the detector noise can also be characterized in the lab. In a dark cryo-
stat, the major contributors to the NEP will be thermal fluctuation noise and Johnson noise.
Earlier generations of Berkeley TES detectors sometimes showed excess noise [Gildemeister
et al., 2001], but when problems arose in the SPT dark noise measurements, it was consis-
tently the fault of the test setup rather than the detectors. The notable exceptions to this
rule were several of the early SPT wedges—including those deployed in 2007—which were
marginally unstable at typical bias levels. One of the ways this manifested itself was as ele-
vated noise due to oscillations. Dark noise measurements were therefore a useful diagnostic
for identifying potentially problematic wedges.

Once a wedge had been characterized in a dark system, the poorly-performing detectors
were deactivated by removing their wire bonds. If possible, the previously-omitted bolometer
in a given set of eight was used to substitute for a deactivated detector. We then proceeded
with follow-up tests in an optical cryostat. Due to time constraints during the 2007-2009
deployments, this testing often took place in the SPT receiver itself, where the calibrator
served as the controlled optical load. The network analyses and bolometer I-V curves were
redone in the new configuration, and a set of optical diagnostics were performed.

7. Optical time constants

One important characteristic that cannot be determined in a dark system is the the time
constant at which a detector responds to optical signals. This time constant was measured
by chopping or otherwise varying an optical source at a range of frequencies. In the SPT
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Figure 4.7. The response of a typical SPT bolometer to thermal fluctuations. The single pole
rolloff at low frequency is due to the C/G of the detector plus the bling. The high-frequency
rolloff corresponds to the C/G of the TES itself, after the bling has decoupled.

receiver, we chopped the calibrator starting at 5 Hz and ranging up to frequencies where the
optical response was significantly rolled off. The chopper phase was accessible to the readout,
so the measurement was performed with the readout system acting as a lock-in amplifier.
The optical response of a typical bolometer is shown in Figure 4.8. It is approximately a
single pole rolloff at τ ∼ 15 ms, with small additional structure due to the fact that some of
the absorber heat capacity is distributed across the spiderweb mesh.

8. Noise

The bolometer noise performance was also assessed with photon noise contributing at
realistic levels. For the 2009 SPT detectors, photon noise is dominant (or nearly so); for the
2007 wedges and some of the 2008 wedges, readout noise and thermal fluctuations across the
heat link contributed at higher levels. The main culprit was that the G values for most of the
2007 and some of the 2008 wedges were larger than optimal given their optical efficiencies.
Therefore, they required high levels of bias power that compromised the low-frequency noise
performance, and had high white noise levels due to thermal fluctuations across the heat
link (∝

√
G).

Figure 4.9 shows a noise power spectrum for a typical detector on one of the 2008 wedges.
This wedge was between the two extremes—its G values were slightly above optimal, but
it was not nearly as compromised as the 2007 wedges. All of the main contributors to the
noise are visible. The white noise for this detector, which was due to thermal fluctuations
in the heat link and Johnson noise in the TES, is 410 aW2/Hz. This level was decreased
in later detectors by reducing the thermal conductivity of the heat link. A 1/f component
from the readout system, which will be discussed in the next chapter, is also present at
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Figure 4.8. The optical response of a typical SPT bolometer, measured by sweeping the
calibrator over a range of frequencies. The rolloff does not exactly follow the single-pole fit
(blue) because the spiderweb mesh is a distributed heat capacity.

a level of 600 aW2/Hz at 1 Hz; this component was made subdominant in later detectors
by decreasing the required bias power. A 1/fα term due to atmospheric noise becomes
important at very low frequencies, and is the dominant low frequency noise term in the 2009
detectors—for atmospheric noise with a Kolmogorov spectrum, α ∼ 11/3 [Bussmann et al.,
2005]. The amplitude of this noise term depends on the observing frequency (higher for
higher frequency bands) and on the atmospheric conditions at the time of the observation.
Photon noise, rolled off by the optical time constant of the detector, is present at a level of
300 aW2/Hz and represents the fundamental noise limit within the signal bandwidth. All
of these contributions are at or near the expected levels, and their sum is a good fit to the
measured noise power spectrum.

9. Optical efficiency, NET, and Mapping Speed

The final step in the process of validating a set of detectors is to determine how efficiently
they couple to incoming radiation. There are two ways to approach this problem. The first is
to place a calibrated load inside the cryostat, with relatively few optical elements in between
the source and the detector; the second is to estimate the efficiency of the entire system by
installing the detectors in the receiver and looking at an astronomical source with known
flux.

In the former scheme, the measurement of the ratio of the measured incident power
to the expected incident power is the product of the efficiencies of the bolometer and the
integrating cavity, ηbolo × ηcavity. Since most of the SPT detectors have not been tested
in this configuration, the best estimates come from simulations described in Mehl [2009].
These suggest that the bolometers themselves have a thermal efficiency—the percentage of
the power absorbed by the spiderweb mesh that is detected by the TES—of ηbolo ∼ 0.84.
The cavity efficiency, which quantifies the amount of radiation entering the feedhorn that
is reflected or radiated away, depends on the wedge thickness and the cavity geometry. In
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Figure 4.9. Typical detector noise in 2008, and a fit to a four-component noise model. The
purple line is the white noise level due to thermal fluctuations in the heat link and Johnson
noise in the detector. The blue line is photon noise. The aqua line is 1/f noise due to the
readout system, which varies depending on the bias level and is subdominant for all 2009
wedges. The yellow line is 1/fα noise due to the atmosphere, where α ∼ 11/3. The red line
is the sum of the contributions.

the 2008 and 2009 receivers, we expect ηcavity to be about 0.70, 0.79, and 0.75 at 95, 150,
and 220 GHz. Therefore, we expect radiation that actually makes it to the feedhorns to be
detected with an efficiency of about 0.79× 0.84 = 0.66.

The efficiency measured in the second scheme is the ratio of the measured and expected
power from an astronomical source. This includes losses incurred through the entire optical
chain—the filters, mirrors, lenses, windows, and stop. It is difficult to estimate the expected
efficiency from first principles, but the measured value is of great practical interest, since it
bears directly on the speed at which the detectors in question will be able to map the sky. In
order to quantify our expectations, we use a scheme laid out by Nils Halverson, in which the
efficiencies of all elements in the optical system are estimated and multiplied—the mirrors
using the Ruze scattering formula, the lens using the characteristics of the antireflection
coating, and so on. By also keeping track of the temperature and emissivity of each element,
we can calculate the expected optical load in the same process. A representative calculation,
in this case for the 2009 150 GHz detectors, is shown in Table 4.1. The measured efficiency
for these detectors was determined by observing of the bright HII region RCW38, and was
found to be ∼ 0.21, in good agreement with predictions.
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Once the efficiency has been measured, we can combine that knowledge with the mea-
sured bands and NEP to calculate a noise-equivalent temperature (NET) for a detector: the
temperature difference on the sky seen with a signal-to-noise of one in a 1 Hz bandwidth.
The power detected from a source with temperature T is given by

P = 2kT
(ex − 1)2

x2ex
∆ν

ν2

c2
AΩη, (4.16)

where k and c are the Boltzmann constant and the speed of light, x is the dimensionless
frequency, ∆ν is the bandwidth, ν is the center frequency, AΩ is the throughput, and η is
the efficiency. Substituting the NEP in for power, we get

NET =
NEP

2kη∆ν

(ex − 1)2

x2ex

1

AΩν2/c2
. (4.17)

Note that in this definition, NET is in units of TCMB

√
s rather than the Rayleigh-Jeans

limit (TRJ

√
s). The latter is also used in the literature, and can be found by removing

the (ex − 1)2/x2ex term from the above equation. Note also that this definition applies to
extended sources; point source sensitivity must also include a term that penalizes detectors
with more extended beams.

With this definition in hand, we can now determine the relative mapping speed of two
competing wedges of detectors:

Speed ∝ N
∆T 2

NET2 , (4.18)

where N is the number of working detectors on the wedge and ∆T is the expected signal in
the given band (the same in all bands for the CMB, and different across bands for cluster SZ
signals). The detectors that we chose to use for each season of SPT observations were those
that maximized the mapping speed for SZ cluster signals, while simultaneously providing
the component separation needed for removing astrophysical contamination.

We first went through this process before the 2007 deployment, ending up with a set
of detectors with compromised performance that nevertheless yielded useful scientific and
diagnostic data. An entirely new set of detectors was deployed in 2008. Five of the six 2008
wedges were vastly superior in stability and sensitivity to those deployed in 2007, with three
being nearly optimal. The remaining three were swapped out for new wedges in 2009.

4.3 Focal Plane Performance

In this section, I will summarize the properties of the detectors used during each season
of SPT SZ observations. The receiver has improved dramatically in sensitivity and perfor-
mance over the course of its three years of operation. Since the 2009 focal plane is nearly
optimal in terms of detector yield, efficiency, and NET, further improvements in the scientific
capabilities of the SPT will come primarily from swapping 150 GHz sensitivity for additional
95 GHz sensitivity. The SZ signal is larger relative to the CMB signal in the 95 GHz band
than in the 150 GHz band, and deeper observations at 95 GHz will also allow astrophysical
contamination to be removed more effectively. We anticipate that one additional wedge will
be operated at 95 GHz during the 2010 season.
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4.3.1 2007

The 2007 SPT focal plane consisted of two wedges at 95 GHz, three at 150 GHz, and one
at 220 GHz. These wedges had stability problems of varying degrees, and had to be biased
within a narrow range to avoid the high loop gain regime while retaining sensitivity. Most
of the detectors also had G values that were well above optimal, so thermal fluctuations
across the heat links led to high NETs—a handful of 150 GHz detectors had NETs of
∼500 µKCMB

√
s, but more typical values were 1000-2000 µKCMB

√
s at 95 and 150 GHz, and

even higher at 220 GHz. Moreover, the wafer thicknesses were not tuned to optimize the
cavity efficiency, so the optical efficiencies of the detectors were low. Nevertheless, we were
able to obtain survey data that contributed to the results in Staniszewski et al. [2009], in
which three previously-unknown galaxy clusters were discovered via the SZ effect. We also
learned a great deal about the design and operation of the detectors, which led to significant
improvements in subsequent seasons.

Due to the fact that up to seven detectors are read out in parallel, stability issues can
be particularly vexing: If a single bolometer goes unstable, it compromises the performance
of the entire chain. This often led to confusion, as it was not always clear which bolometer
needed to be adjusted in order to return the chain back to health. In September 2007, I
undertook a systematic and painstaking attempt to increase the number of useable detectors
in the 2007 array. This entailed the construction of a bias schedule with entries for each
detector, which was adjusted to bring unresponsive detectors lower and unstable detectors
higher in their transitions. If it was unclear which detector in a given chain was exhibiting
instabilities, then all of the detectors were biased above their transition and were brought
back one at a time. Since re-tuning the entire array was a lengthy process (which has since
been optimized), we iterated on the bias schedule only once per sorption fridge cycle.

We consider a detector to be “live” if it is biased in its transition, sees a response to the
calibrator source, has acceptable noise performance, and sees a signal in response to changes
in the telescope elevation angle. Once per sorption fridge cycle, we ran a suite of bolometer
performance tests including a ∼ 2◦ dip in elevation and an extended stationary calibrator
stare. From this we determined the number of live detectors, with the results shown in
Figure 4.10. The campaign to increase the detector yield paid off, with a gain of over 100
detectors between mid- and late-September. Even after these improvements, though, the
2007 focal plane never had more than about half of the theoretical maximum number of live
detectors.

4.3.2 2008

During the 2007 observing season, Erik Shirokoff fabricated a new set of wedges with
slower time constants, optimal wafer thicknesses, and lower G values. We characterized
these detectors in the lab and identified a number of candidate wedges for the 2008 focal
plane. These candidates were tested in the receiver during the austral summer of 2007-2008,
and five wedges with superior sensitivity and stability were identified: three at 150 GHz and
two at 220 GHz. They comprised 5/6 of the 2008 wedges. A sixth wedge at 95 GHz rounded
out the focal plane, but was later found to have low yield and high variability; for the 2008
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Figure 4.10. Number of live detectors during the 2007 season. Liveness was determined by
response to the calibrator and to an elevation nod, and by the white noise level. A successful
attempt to improve the detector yield took place in September 2007.

season, the SPT was effectively limited to the two higher-frequency bands. The focal plane
optics were also changed in 2008 to increase the optical coupling.

I repeated the exercise of optimizing the detector yield, with incremental gains due to
the increased stability of the bolometers. Yields of 550 to 600 bolometers were achieved
on typical observing days—∼ 200 at 220 GHz, ∼ 350 at 150 GHz, and tens of detectors
at 95 GHz. Due to the lower G values and optical efficiency improvements, the NETs of
the detectors were also dramatically improved, with typical values of 400-500 µKCMB

√
s at

150 GHz and 1000-1500 µKCMB

√
s at 220 GHz. One of the 150 GHz wedges had slightly

higher NETs, and one of the 220 GHz wedges had slightly lower yield.

4.3.3 2009

Another set of wedges was fabricated and tested during the 2008 observing season, with
the hope of replacing the defective 95 GHz wedge and potentially the sub-optimal 150 GHz
and 220 GHz wedges as well. This attempt was successful: three new wedges were deployed
in 2009, one at 95 GHz and two at 150 GHz. The decision was made to eliminate one of the
220 GHz wedges in order to focus on SZ measurements. As a result, the 2009 focal plane
consists of about 120 live detectors at 95 GHz, 475 at 150 GHz, and 105 at 220 GHz. All
wedges are stable with good noise performance. NETs are approximately 600 µKCMB

√
s at

95 GHz, and are at or near the best 2008 values for all 150 GHz and 220 GHz wedges.

51



4.3.4 Summary

The 2009 SPT receiver is an extremely powerful instrument that can efficiently map the
CMB to high resolution over large fields. The advantages of the modular focal plane design
have been demonstrated by a series of successful receiver upgrades, which are expected
to continue in order to further optimize the SPT for SZ observations. The ∼ 700 TES
bolometers are stable with optical efficiencies that agree with predictions, and have well-
understood noise properties. In the next chapter, I will discuss the system by which data
from these bolometers are read out.
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Chapter 5

Readout System

The SPT bolometers are low-noise, low-impedance devices biased at a constant voltage,
and their output signal is a current proportional to the incident optical power. The readout
system for these detectors must be able to measure this current to high precision over the
bandwidth of the sky signal, ∼ 1 − 30 Hz. Since the changes in the bolometer current
are small relative to the typical input noise currents of room-temperature electronics, the
readout must include a cold amplifier stage with a large forward gain. This amplifier must
also have a low input impedance relative to the bolometer resistance (∼ 1Ω) so as not to
affect the current flowing through the TES. The entire system must have a noise level that
is subdominant to the detector noise, which is ∼ 10pA/

√
Hz at the cold amplifier input.

Finally, all of this must be accomplished without causing an excessive thermal load, which
implies that the cold components must dissipate very little power and that the number of
wires running to the cold stages must be small.

These requirements led to the design of a frequency-domain multiplexed (fMUX) readout
system using series arrays of superconducting quantum interference devices (SQUIDs). A
comprehensive description is provided in Lanting [2006]. The system was developed at
Berkeley by a team including Helmuth Spieler, Matt Dobbs, Trevor Lanting, Martin Lueker,
and others. I was involved in the characterization and troubleshooting process, and in the
commissioning and deployment of the readout for the APEX-SZ and SPT receivers. In this
chapter, I will give an overview of the fMUX readout system and its use in the SPT.

5.1 SQUIDs

A SQUID is a superconducting device that transduces magnetic flux to voltage. When
coupled to an inductor (the “input coil”) by a mutual inductance, it can act as a low-noise
ammeter with a large forward gain. Feedback can be used to reduce the input impedance
from the SQUID input coil to nearly zero. Since the device is superconducting, it dissipates
very little power. All of these characteristics make SQUIDs particularly well-suited for
reading out the SPT detectors.
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5.1.1 Principles of Operation

A SQUID consists of a superconducting loop with two Josephson junctions connected in
parallel1. A Josephson junction is a weak coupling between two superconductors through a
barrier or constriction [Josephson, 1962]. The ensemble wavefunctions of the superconductors
on either side of the junction overlap, and the voltage and current across the junction depend
on the phase difference φ between the two:

φ = θ2 − θ1 +
2e

~

∫ 2

1

A(x, t) · dl, (5.1)

where θ1 and θ2 are the phases on each side and A(x, t) is the vector potential. The current
and voltage equations for the ideal Josephson junction are

I = Ic sinφ (5.2)

and
dφ

dt
=

2eV

~
, (5.3)

where Ic is the critical current, a characteristic of the junction at a given temperature. The
constant in the voltage equation is closely related to the magnetic flux quantum, Φ0 ≡ h/2e.

Real Josephson junctions have some parallel resistance R and capacitance C, so

I = Ic sinφ+
V

R
+ C

dV

dt
. (5.4)

This equation can be re-written in a more illuminating form:

~C
2e
φ̈+

~
2eR

φ̇ = − d

dφ
(−Iφ− Ic cosφ) (5.5)

where a dot denotes a derivative with respect to time. Notice that this is analogous to a
particle moving in one dimension, with mass ~C/2e and damping coefficient ~/2eR, under
the influence of the potential −Iφ − Ic cosφ (Figure 5.1). The parameters of the junctions
in a SQUID are set so that the system is “over-damped”—the friction term dominates over
the mass term. In this limit, the voltage-current relation for a junction is simply

V = R
√
I2 − I2

c (5.6)

(Figure 5.2).
When two such junctions are connected in parallel with superconducting leads, the mag-

netic flux through the loop determines the phase differences across the two junctions φ1 and
φ2 up to an integer factor of 2π:

φ2 − φ1 = 2π(n− Φ

Φ0

), (5.7)

1I will limit this discussion to DC SQUIDs. A related device called the RF SQUID consists of just one
Josephson junction.
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Figure 5.1. The effective potential for a Josephson junction.

Figure 5.2. The voltage-current relation for an over-damped Josephson junction.

where Φ =
∮

A · dl is the flux through the loop [Van Duzer and Turner, 1998]. The current
through the SQUID is the sum of the currents through the individual junctions,

I = Ic,1 sinφ1 + Ic,2 sin

(
φ1 −

2πΦ

Φ0

)
, (5.8)

from which can be found the SQUID critical current,

Ic,12 =

(
(Ic,1 − Ic,2)

2 + 4Ic,1Ic,2 cos2

(
2πΦ

Φ0

))1/2

. (5.9)

The critical current is at a maximum when the applied flux is an integer multiple of Φ0, as
shown in Figure 5.3.

If a current just above Ic,12 is applied to the SQUID, the voltage as a function of flux
is periodic (Figure 5.4), oscillating between a minimum when the applied flux is an integer
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multiple of Φ0 and a maximum when it is a half-integer multiple. This results in an output
voltage that depends on the current applied to the input coil, which allows the SQUID to
act as an ammeter.

Figure 5.3. The voltage-current characteristics of an SPT SQUID array. A resistive com-
ponent due to the wiring has been removed.

Figure 5.4. The flux-voltage characteristics of an SPT SQUID array with a current bias
slightly larger than the critical current.

5.1.2 SPT SQUID arrays

The SPT readout system uses arrays of 100 SQUIDs wired in series2. The signals from
the individual SQUIDs add coherently while their noise adds in quadrature, so the 100-
element array provides a factor of 10 gain in signal-to-noise. Since all of the SQUIDs in an

2The SQUID arrays are supplied by the National Institute of Standards and Technology (NIST).
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array receive the same current bias and see approximately the same magnetic flux, the array
generally behaves as if it were a single SQUID. These SQUID arrays are remarkably low
noise devices: their noise current is just 2.5 pA/

√
Hz, which is well below the photon limit

of the bolometers.
The SQUID arrays in the SPT readout system are current biased such that the peak-

to-peak voltage in the flux-voltage curve is maximized. This serves as an effective and
easy-to-measure proxy for the current bias that maximizes |∂V/∂Φ|, and thus the gain of
the SQUID array, for values of flux near Φ0/4 and 3Φ0/4 (see Figure 5.4). A flux bias must
also be applied in order to operate the SQUIDs in this region of maximum gain, and a way
must be devised to keep the flux approximately constant; otherwise, the SQUIDs will quickly
lose gain and linearity when the input current changes.

This is achieved by operating the SQUIDs under “shunt feedback.” In this configuration,
the SQUID array output is amplified at room temperature, and an offset is applied to set
the amplifier voltage output to zero at the desired flux bias point. Changes in the voltage
are fed back to the input coil across a resistor. If the operating point is set to 3Φ0/4, the
feedback is negative, which linearizes the SQUID array and greatly increases its dynamic
range—typical SPT SQUID arrays can read out currents of up to ∼ 10 µArms. If this level
is exceeded, the SQUIDs can “flux jump” to a new stable operating point, which generally
compromises the array performance.

Shunt feedback creates a virtual ground (albeit an imperfect one) at the input coil,
thereby lowering the effective input impedance of the SQUIDs. This satisfies another of the
requirements set out for the cold amplifier stage, leaving only the criterion that the loading
on the cold stage be minimized. If one SQUID array were used to read out each of the 960
possible SPT bolometers, the load on the 3He buffer stage would be too great, and the wiring
and electronics would quickly become unweildy. We must instead rely on each SQUID array
to multiplex signals from several bolometers.

5.2 The fMUX Readout System

In order to read out many signals on a single line, the inputs must be multiplied by a
set of orthogonal functions so that they can be disentangled at the output. One strategy
that has been used for TES bolometer arrays is time-domain multiplexing, first developed at
NIST [Chervenak et al., 1999], in which the orthogonal functions are square waveforms. Each
of the N multiplexed detectors is connected to a SQUID switch, and the square waveforms
turn the switches on and off sequentially so that the amplifier spends 1/Nth of its time
reading out each detector. As long as the period of the switching waveforms is less than half
the period of the fastest signals measured by the detectors, no information is lost. Another
complementary method is frequency-domain multiplexing, first proposed at Berkeley [Yoon
et al., 2001], in which the orthogonal functions are sinusoidal “carriers.” Each multiplexed
detector is biased at its own carrier frequency, and the currents are summed at the input of
the readout. If the carriers are well-separated in frequency relative to the signal bandwidth,
then the channels can be demodulated to base band at the output without loss of information.
More elaborate schemes have also been proposed, such as time-frequency hybrids and code
division multiplexing similar to that used in moble phones.
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Both the time-domain and frequency-domain schemes have mature and useable imple-
mentations. The maximum number of detectors per multiplexed channel, set by typical
amplifier bandwidths of 1-2 MHz, is roughly the same for each. The NIST time-domain
electronics have gone through extensive revisions and have an order of magnitude less power
consumption at room temperature than the Berkeley frequency-domain electronics3. How-
ever, we chose to read out the SPT detectors using frequency-domain multiplexing, as it
offers several unique advantages. First, the Berkeley fMUX electronics require only one
SQUID array per readout chain; the additional SQUIDs required for switching in the NIST
time-domain electronics add considerably to the cost of the system. Second, the SQUID
switches in the time-domain system dissipate a small but significant amount of power on
the cold stage (∼100 nW for an SPT-like focal plane), while the frequency-domain 250 mK
components dissipate none. Finally, detectors biased at carrier bands are less sensitive to
low-frequency noise from vibrations and amplifier gain variations. Another attractive feature
of the fMUX system is that it band limits the SQUID noise, while the time-domain SQUID
noise is broadband and subject to aliasing. This noise would be completely subdominant in
the SPT, but it could become important in the future as multiplexing bandwidths increase.

Figure 5.5 shows a conceptual diagram of the fMUX readout system. In the SPT, seven
detectors are read out by a single SQUID array. Each of the detectors is wired in series
with an inductor and a capacitor, and the RLC resonator sets the carrier frequency and
bandwidth. Typical bias frequencies for the SPT range from 300 kHz to 1 MHz. The
resonance widths ∆f = R/2πL are <∼ 10 kHz, which meets the stability criterion discussed
in Chapter 4 for τ ∼1 ms detectors, and resonances are separated in frequency by ∼ 75 kHz
to keep crosstalk < 1% and bias and noise leakage low. The “bias comb” is generated by
seven direct digital synthesizer (DDS) chips4. These bias currents are summed and sent to
the system ground across a 30 mΩ bias resistor at 4 K, which sets up the required voltage
bias across the bolometers, and the bolometer currents are summed at 250 mK before being
sent back to the 4 K SQUID array input coil. By summing the biases before the cold stage
and the output currents on the cold stage, we reduce the cold wiring heat load by a factor
of seven.

The SQUID array output voltage is amplified at room temperature by a high gain-
bandwidth operational amplifier5, set to roll off with a single RC pole at 1 MHz. This
bandwidth, along with the required frequency separation, is what fixes the maximum number
of channels to ∼ 7. Signals at frequencies >> 1 MHz incur a significant phase shift over the
300 K-to-4 K wiring loop, and shorter wire lengths would compromise cryogenic performance.
Consequently, an RC shunt (lead-lag) filter is used at the op-amp input to reduce the high-
frequency gain of the amplifier chain. The op-amp output is fed back across a 10 kΩ feedback
resistor to the SQUID input coil. As previously discussed, this keeps the SQUID array linear
and stable while increasing its dynamic range and reducing its input impedance.

A “nulling comb” is also fed into the SQUID input coil in order to keep the input current
within the dynamic range of the SQUID array. The DDS chips generate both an I and a
Q output; the former is used to generate the bias comb, and the latter is mixed with the

3As discussed below, power consumption has been dramatically reduced in a subsequent generation of
fMUX electronics.

4Analog Devices part number AD9854.
5Burr-Brown part number OPA847.
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Figure 5.5. The Berkeley fMUX system. Each bolometer Ri is wired in series with an
inductor Li and a capacitor Ci. A “bias comb” of AC currents is generated by seven Direct
Digital Synthesizer (DDS) chips (condensed to one unit in the diagram), and is connected
to the (room temperature) system ground through the bias resistor Rbias. The bolometer
currents are summed at 250 mK and fed through the SQUID array input coil, and the
SQUID output is amplified and fed back. The DDSes are also used to generate an inverted
“nulling comb” that cancels out most of the current at the input coil. Seven demodulators
(again condensed to a single DEMOD unit) produce output currents at base band from the
amplifier output and the DDS signals.

inverted I component to generate the nulling comb with the amplitudes and phases necessary
to cancel ∼ 99% of the bolometer current. Without carrier nulling, 1-2 typical bolometer
carriers would be enough to exceed the limits of the SQUIDs, even under shunt feedback.
Since the bolometer currents stay roughly constant (except for the small perturbations that
constitute the signal), the nulling comb amplitudes and phases need only be recomputed on
roughly an hourly basis, barring large slews in the telescope elevation angle.

The amplifier output is brought back to base band by a set of seven custom demodula-
tors6. Each demodulator is clocked by its corresponding DDS, and outputs data at 400 Hz.
An active 8-pole Butterworth filter bandwidth limits the demodulated signal to avoid alias-
ing. The base band signals are then transfered to a computer using a high-speed digital I/O
(DIO) card7, downsampled to 100 Hz by way of a finite impulse response (FIR) filter, and
stored to disk in 1 ms samples.

6Implemented with Texas Instruments part number 74CBT3253.
7National Instruments part number NI-PCI-6534
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5.2.1 Cold Components

RLC Resonators

The 250 mK components of the fMUX system are limited to the inductors and capacitors
that form the RLC resonators (Figure 5.6). Since all of the bolometers have an operating
resistance of ∼ 1Ω, the inductors must also have the same value for every channel in order
to maintain a constant width. We use 15.8 µH superconducting lithographed inductors
provided by TRW8. Each inductor chip contains eight inductors, so twenty are required for
a wedge of detectors. The resonant frequencies are set by 1/2π

√
LC; we use commercially-

available ceramic NP0 chip capacitors, with 1-4 components stacked in parallel to produce
the required frequencies. Both the inductors and capacitors are mounted on a circuit board
to which the bolometer leads are wire bonded. This board has a flexible portion that bends
180◦, bringing the summed bolometer signals to connectors on the back of the focal plane.
Two wires run from 250 mK for each multiplexed chain: one to the bias resistor, and one to
the SQUID array input coil.

Figure 5.6. Inductors and capacitors at 250 mK. Each of the rectangular chips on the left
contains eight inductors, and the stacks of surface-mount components are the capacitors.
Capacitors and inductors are mounted on both the top and the bottom of the board that is
wire bonded to the detector wedge.

SQUID Cards

The 250 mK wiring is connected to cards at 4 K, each of which contains eight SQUID
arrays and eight 30 mΩ bias resistors (Figure 5.7). These cards are enclosed in Cryoperm9

shields to attenuate magnetic fields. The SQUID arrays are mounted on 9 mm square pads

8Now a part of Northrop Grumman Corp.
9http://www.amuneal.com

60

http://www.amuneal.com


of superconducting Niobium foil, which pins magnetic flux and thus reduces time-dependent
field variations. The two shields together cut down magnetic pickup by a factor of 2.5× 104.
Since the detectors are biased at 100s of kHz, magnetic fields changing at low frequencies
(due, for example, to the receiver cabin moving with respect to the earth’s magnetic field)
do not introduce noise as long as the SQUID performance remains nominal. I tested the
shielding in the lab by applying a field with an external coil, and found that this design was
sufficient to avoid adverse effects on the SQUIDs.

If the SQUID array is cooled in the presence of a non-uniform field, or if a sudden dis-
charge drives a large current, flux can get trapped at different levels by the superconducting
loops. This breaks the coherence of the array response and degrades the array performance.
The SQUIDs must be heated above their transition temperature to remove trapped flux, so
100 Ω heating resistors are mounted next to each array.

The SQUID cards plug into edge connectors attached to the 12 cm wire harnesses de-
scribed in Chapter 3, which run to the SQUID controller connectors on the cryostat shell.

Figure 5.7. 4 K SQUID cards. Each card contains eight NIST SQUID arrays (right) and
eight bias resistors (left), and is enclosed in a Cryoperm magnetic shield (top).

5.2.2 Warm Components

SQUID Controllers

The SQUID controller cards (Figure 5.8) are responsible for biasing the SQUID arrays
and setting up the flux-locked loops. They plug directly into connectors on the cryostat
shell, and are enclosed in RF-tight aluminum boxes to protect the highly-sensitive SQUIDS
against noise pickup and trapped flux. As further precautions, all of the digital components
on the board are isolated in an RF shield, and the digital and analog grounds are separated.
Current biases and flux biases are provided to each SQUID array using digital to analog
converters (DACs). A third set of DACs provides voltages to power the 100 Ω heaters, and
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a fourth set provides offset voltages to the op-amps inside the flux locked loops. The SQUID
controllers also house the op-amps and feedback resistors, switches to open and close the
flux locked loops and power the op-amps, and various signal-conditioning filters. A field-
programmable gate array (FPGA) and associated IC’s are used to command these various
components.

Figure 5.8. SQUID controller cards. Each SQUID controller corresponds to one SQUID
card. The digital components are housed in an RF shield to avoid noise pickup by the analog
components.

Oscillator-Demodulator Boards

A second set of warm readout boards is responsible for generating the bias and nulling
combs, and for demodulating and digitizing the output signals. Each of the 60 oscillator-
demodulator boards is responsible for 14 detectors. Since the demodulation and digitiza-
tion scheme recovers only one component of the detector output, an additional oscillator-
demodulator chain is provided for each set of seven to serve as an orthogonal-phase “helper
channel” when necessary. Thus, 16 oscillator-demodulator chains are provided on each board.

The fMUX readout electronics are designed to be used in both non-multiplexed and
multiplexed systems, so the oscillator-demodulator boards can be reconfigured to operate
16 non-mulitplexed bolometers attached to 16 SQUID arrays. In this mode, which was
used for the APEX-SZ engineering run, each oscillator-demodulator board has two daughter
SQUID controllers. Multiplexed operation requires a factor of eight fewer SQUIDs, so for
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the SPT, 12 boards have SQUID controllers that power eight arrays and another six have
SQUID controllers that power four. In non-multiplexed mode, each of the 16 chains has two
outputs: a post-demodulator (AC) signal10; and a pre-demodulator (DC) signal low-pass
filtered at frequencies much less than the carriers, which is used to monitor the SQUIDs for
flux jumps. Multiplexed operation reduces the number of outputs to 16 AC channels (14
bolometers and two helpers) and two DC channels (one per SQUID array).

As with the SQUID controller, a FPGA is used to command the configurable components
on the oscillator-demodulator boards. These components include the DDSes, potentiome-
ters that attenuate the bias and nulling combs, the signal digitization chain, switchable bias
and nulling gain resistors, another switchable gain for the demodulator output, and oth-
ers; the FPGA also provides a mechanism for communications with the SQUID controllers.
The boards communicate with the receiver control computer via a bidirectional RS485 se-
rial interface using the Modbus11 protocol, and commuicate with each other, the SQUID
controllers, and the DIO using low-voltage differential signaling (LVDS).

Figure 5.9. An oscillator-demodulator board. The 16 chains (14 detectors plus two helpers)
run horizontally across the board.

10No provision is provided to measure the orthogonal phase of the output in non-multiplexed operation.
11http://www.modbus.com
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Crates, Clocks, and Power

The oscillator-demodulator boards are housed in VME crates located in the receiver
cabin, and shielded cables—two per oscillator-demodulator board and one per SQUID con-
troller board—run from the boards up to the cryostat. Each of the three VME crates con-
tains 20 oscillator-demodulator boards plus another board that distributes the clock signals.
In total, the system dissipates about 3 kW of power during normal operation—49 W per
oscillator-demodulator board, and 5 W per SQUID controller. A new all-digital generation of
the fMUX electronics, developed at Berkeley and McGill University, utilizes fast ADCs and
FPGAs in place of the power-hungry DDS chips. In addition to reducing power consumption
by an order of magnitude, the digital fMUX has a number of operational enhancements, and
is expected to be used for future SPT receivers.

In total, the warm components of the SPT readout system consist of 18 SQUID controllers
and 60 oscillator-demodulator cards, which are responsible for controlling 120 SQUIDS and a
maximum of 840 bolometer channels. Just in terms of the sheer number of components, the
SPT receiver is a step up in complexity from previous generations of CMB instruments; the
relatively intricate tuning requirements of the TES bolometers and SQUID arrays add further
complications. The receiver control system described in the next chapter was designed to
make these problems tractable.
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Chapter 6

Receiver Control and Operation

The SPT receiver control system is responsible for monitoring and operating the SQUIDs,
bolometers, sorption fridge, and readout boards. In order to efficiently manage the 960 AC
readout channels (840 bolometers plus 120 helpers) and 120 DC channels (120 SQUIDs), it
must be highly optimized. It also must provide a well-defined interface both to users and to
the SPT telescope control system. Since it is also utilized for laboratory testing, the software
must be flexible and poweful enough to handle a wide range of user demands. Finally, it
must be sufficiently automated during normal operations so as to place few demands on
observers.

The suite of software that handles these tasks was written over the course of several years
by APEX-SZ and SPT collaborators. Its structure is straightforward: daemons written in
C++ mediate all communications with the hardware, and a set of Python objects provides a
scriptable interface. High-level operations are performed by scripts, while low-level tasks—as
well as certain common and highly-optimized algorithms—are performed by the daemons.
With the exception of timestream data transfer, all inter-process communication takes place
via XML over TCP sockets. The software can be split across multiple machines, but in
practice, all of it runs on a single board computer under Linux.

Its structural simplicity notwithstanding, the receiver control system is functionally com-
plex, with various interdependent units performing a wide variety of tasks. In this chapter,
I will describe these components and their interaction, and will also explain how the system
was refined to improve the performance of the SPT. The technical details of the Hardware
Manager Daemon, the Fridge Daemon, and their scripting interfaces—which may be of in-
terest to future observers—are relegated to Appendix A.

6.1 Receiver Control System

6.1.1 Overview

The SPT software architecture is outlined in Figure 6.1. The telescope control system,
based on software written for the Sunyaev-Zel’dovich Array (SZA), is responsible for com-
manding and monitoring the instrument subsystems and storing the data. Each subsystem is
managed by its own software, which is responsible for executing commands from the control
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system and for collecting and distributing relevant data. From the telescope control system
perspective, the receiver is just another subsystem, albeit a relatively complicated one.

Receiver Control

Scripts

Hardware Manager

DIO Daemon

Fridge Daemon

Mux UI

Fridge UI

SPT Control

Pointing

Weather Station

Optics Cryostat

Users

Figure 6.1. The SPT software architecture. The SPT control system maintains a link to
each telescope subsystem, including the receiver. Users interact with the subsystems via the
control system, and can also interact with the receiver directly via the scripting interface.

At the most basic level, the receiver control system simply issues commands to, and reads
data from, the hardware: the SQUID controller and oscillator-demodulator boards, and the
sorption fridge controller electronics. The sorption fridge controller receives commands via a
DIO and outputs data via an analog-to-digital converter (ADC); the oscillator-demodulator
boards and SQUID controllers receive commands and return data via a serial interface,
and output timestream data via a seperate high-speed DIO. Though there are 60 oscillator-
demodulator boards in three VME crates, and 18 SQUID controller cards, only one serial port
is used for the entire readout system. The oscillator-demodulator boards are addressed over
the serial line using the Modbus protocol, and the SQUID controller board communication
is mediated by the oscillator-demodulator boards. We use a fast RS485 serial connection,
but this link still represents a significant bottleneck in the system.

Inside the receiver control software, each piece of hardware corresponds to a C++ object
of the appropriate class—a SQUID controller board corresponds to a SquidController object,
a thermometer to a Thermometer object, and so on. In some cases, subcomponents of the
hardware are split off into their own subclasses—each SQUID controller, for example, has
eight SquidChannel objects. This structure makes the code modular and reusable, so that if
one component of the hardware is changed or upgraded, only its corresponding class needs
to be revised.

All of the C++ objects representing the receiver hardware are instantiated by dae-
mons running on the receiver control computer. These daemons act as gatekeepers to the
hardware—anyone needing to control the receiver, or to access receiver data, must send
requests to the daemons over TCP/IP sockets. Three programs split up the job:
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• the fridge daemon is responsible for the sorption fridge and the housekeeping ther-
mometry,

• the DIO daemon is responsible for the AC and DC timestream data,

• and the hardware manager daemon is responsible for the oscillator-demodulator and
SQUID controller boards.

The DIO daemon was written by Martin Lueker, and I wrote the other two. All three can
operate without the presence of the telescope control system, as is necessary in the lab.

Each of the daemons has a single TCP port over which it accepts connection requests.
Once a daemon has received a request, it sets up a dedicated TCP port for communications
with the requesting client, over which commands and data are then sent. Most of the TCP
communications take place via XML-formatted commands and responses. The exception is
the DIO daemon, which moves too large a quantity of data for XML to be practical. Clients
requiring timestream data initially request a data connection to the DIO daemon via an
XML command, but subsequently receive the requested data in a compact binary format.

Since XML commands and responses are cumbersome for users to deal with directly, we
provide a powerful scripting interface written in Python. Most of the C++ hardware objects
have lightweight Python counterparts, which simply construct commands for the daemons
and parse their responses. Higher-level functionality is also provided, as is a graphical user
interface for use in laboratory testing. Over the years, a collection of Python and shell scripts
has been developed to make use of these interfaces. Except for a handful of routines that
were implemented in C++ for optimization, most of the day-to-day receiver control logic is
implemented at this level. Offloading this logic into scripts ensures that the daemons need
not be recompiled and restarted every time the receiver tuning process changes.

6.1.2 Daemons

Hardware Addressing

One of the most fundamental tasks that the receiver software must handle is the iden-
tification and addressing of the receiver hardware resources. Each bolometer has a serial
number, a focal plane location, a readout chain, and a SQUID associated with it; and some
mechanism must be provided for users to configure and command all of these components.
The addressing scheme used in the SPT receiver is outlined in Figure 6.2. Within the
Hardware Manager daemon, three sorts of identifiers are stored—serial numbers, physical
locations, and logical readout addresses—and commands are available to translate between
them.

The serial numbers of the bolometers, SQUIDS, and readout boards are all stored in
XML configuration files. The numbering schemes for the SQUIDs and readout boards are
straightforward. The bolometer serial numbers encode information about the wedge and the
pixel location: each wedge has an identifying string (X1, for example), each chain of eight
detectors is identified by a letter (A-T), each detector is assigned a number within its chain
(1-8), and the serial number is constructed from these components (for example, X1(A1)).
Since the layout of the bolometers is fixed from wedge to wedge, detectors with the same

67



letter and number (e.g. A1) are always at the same physical location relative to the center
of the wedge. An XML file called WedgeMap SPT records the correspondence between the
pixel locations and names.

200

SQUID W1(A1)   
SQUID card 1

SQUID Controller 21:sa

Wedge X1

Readout Channel 21:ra1

Readout Board 21:

Readout Channel 21:ra2

SQChannel 21:sa1       

205

X1(A1)
X1(A2)

Figure 6.2. Resource addressing in SPT. Each pixel location on the focal plane has a number
associated with it, and each bolometer has a serial number. The readout components have
addresses associated with them, and the correspondences between pixels, bolometers, and
readout components are handled by the Hardware Manager.

A second set of configuration files, one per wedge (Wedge-X1, for example), specifies
the resonant frequencies corresponding to each bolometer. The same file also specifies the
physical position of the wedge on the focal plane, allowing a correspondence to be made
between bolometer serial numbers and focal plane position. The possible bolometer locations
on the focal plane each have an integer (0-959) associated with them, and timestream and
configuration data are indexed by this integer in the archive.

The correspondence between bolometers and readout hardware is determined by yet a
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third configuration file, this one called HardwareMap. Within this file, and throughout the
rest of the software, the readout hardware resources are identified by strings in the form mod-
bus address:channel address. The modbus addresses are two-digit hexidecimal numbers—
one per oscillator-demodulator board—and the channel addresses specify a specific readout
channel or SQUID controller channel associated with the board. An oscillator-demodulator
board has two sets of eight readout channels (ra1-ra8, rb1-rb8) and communicates with up
to two SQUID controllers managing up to 8 SQUIDS each (sa1-sa8, sb1-sb8). As an exam-
ple, in order to issue a command to the third SQUID managed by controller A attached to
oscillator-demodulator board 0x21, one would use the address 21:sa3.

Data Management

Other than the timestream data, each value that finds its way to the data archive is
represented by the telescope control system as a “register.” The FPGAs on the oscillator-
demodulator boards actually do have registers (for gain settings and the like), but in other
pieces of hardware, the notion is purely abstract. The low-level objects in the receiver control
system provide this layer of abstraction by associating register addresses with all values that
can be set or read out, and by providing a GetAllRegisters method that returns a list of
these addresses and values. The telescope control system periodically issues this command
and stores the response in the data archive.

Most of the registers in the receiver control system change only rarely, and communi-
cation with the hardware is slow and can introduce noise into the timestreams. Register
values are therefore cached by the daemons where possible. In the special case of the fridge
controller thermometry values, the daemon maintains a cache that updates periodically in
the background.

In the scripting interface, users need not keep track of register addresses or obscure
hardware byte codes, as the Python objects have usefully-named data members that can be
refreshed and interpreted on command. Similarly, among the first steps in all of the various
data archive readers is the conversion of register values to sensible units and of register
addresses to useful names.

Conflict Resolution

In principle, multiple users can simultaneously send commands to the same readout
hardware address, introducing the potential for resource conflicts. The serial communication
line is protected by a mutex in order to prevent collisions at a low level, and a locking
mechanism gives users exclusive access to specific resources. Since resource conflicts seldom
occur once the receiver is installed on the telescope, the locking mechanism is disabled for
convenience in the version of the software running at the South Pole.

Commands and Algorithms

Most of the communication between clients and the hardware manager and fridge dae-
mons comes in the form of commands and responses. In keeping with the philosophy that
runtime logic should be implemented in scripts, these commands are very low level: set or
get a register value, power up a component, reset a board, etc. Internally, commands are
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represented as minimalistic objects that are instantiated for each connection, and that define
a method that is executed upon request. All of the command classes inherit from a single
command base class with helper functions to deal with argument parsing and the like, so
implementing a new command is relatively straightforward. A list of hardware manager and
fridge daemon commands is provided in Appendix A.

The hardware manager daemon also accepts requests to run more complicated sets of
code, which are referred to internally as algorithms. Like commands, all algorithms inherit
from a single base class, and each algorithm defines a startup, execute, and cleanup method.
The execute method often consists of high-level code that would ordinarily be implemented
in scripts, but that can be run more efficiently from within the daemons. Typical exam-
ples include network analyses and bolometer I-V curves performed in parallel on multiple
channels.

6.1.3 Scripting Interface

The scripting layer of the receiver control system consists of two libraries of Python
objects, a set of Python scripts that use these objects to perform certain tasks, and a handful
of “wrapper” shell scripts.

Libraries

The Python library that provides the interface objects for the readout system is called
MuxUI, and the simpler interface to the sorption fridge and receiver housekeeping is called
FridgeClient. In the former, interface classes are provided for the entire readout system
(implementing global commands), the oscillator-demodulator boards, the SQUID channels,
the readout channels, and vectors of channels; the fridge scripting library provides just one
object corresponding to the controller box. Since the scripting layer operates at a higher level
of abstraction, the object heirarchy is simpler and less comprehensive than in the daemons.
Vectorized objects are offered because they simplify coding, and because they reduce the
amount of network traffic by bundling multiple commands into one block of XML. A set of
utility functions is also provided to automate common tasks.

The readout and fridge objects contain both data members and methods. When an
object is instantiated, the data members are not filled automatically; neither are the data
members updated when the hardware values change. Users must explicitly call the object’s
fetch values method in order to initiate the necessary data transfer. This is done in order
to avoid unnecessary hardware access, and to ensure that the daemons do not get bogged
down attempting to communicate with unresponsive clients. Most of the methods in the
scripting library objects have a one-to-one correspondence with commands and algorithms
implemented in the daemons, but the readout objects also have the capacity to contact the
DIO and obtain (usually small) chunks of timestream data.

Scripts

The readout and fridge scripts range from simple (e.g. lookup addr gets the readout
address corresponding to a bolometer ID number) to complex (cycle season3 sets up the
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receiver in preparation for observations, using the logic developed for the 2009 focal plane).
Most are written in Python, but a handful require extensive file manipulation and are there-
fore implemented as shell scripts. The graphical user interfaces for the readout system, and
the text-based command interface for the sorption fridge and housekeeping, are in principle
no different from the other scripts. Most of the scripts start by creating the necessary set of
objects and fetching the required values from the daemons. They then perform their task,
and write any output to the console and to a data log directory.

Execution

Though the scripts may be called directly by users logged into the control computer (as
is done in the lab), the preferred method is to initiate them through the telescope control
system via a secure shell (ssh) session. This allows the script name, the time stamp, and any
errors or output to be stored in the main system logs. A simple protocol is used to transmit
error, status, and output messages back to the control system for logging: the messages
are written to the standard error stream along with header information, and the telescope
control software uses the headers to redirect the messages to appropriate log files. A list of
commonly-used scripts and a description of the receiver-control system protocol are provided
in Appendix A.

6.2 Operating the SPT Receiver

Most of the readout and fridge scripts are used exclusively for debugging, testing, and
characterizing the receiver. Only a handful are necessary during normal operation, and most
of these are straightforward (e.g. change the demodulator gain setting, fine tune the carrier
nulling, and so on). The exception is the receiver setup script, which is responsible for cycling
the fridge, tuning the SQUIDs, biasing the bolometers, and preparing for observations. The
details of this setup routine have a significant impact on the duty cycle and performance of
the receiver.

6.2.1 Receiver Setup

The receiver setup routine is outlined in Figure 6.3. Once the sorption fridge 3He cycle
ends and the cold stage temperature starts rising, the observer parks the telescope at a
∼ 45◦ elevation angle and launches the receiver setup script. It begins by executing fridge
commands that initiate the sorption fridge 4He cycle. While the 4He cycle is in progress, the
script proceeds with the receiver setup. During the first stage of this process, the oscillators
and first stage amplifiers are turned off and the flux-locked loop is opened—all of the readout
hardware is essentially deactivated so that there is no flux running through the SQUID input
coil. The SQUIDs are then heated to remove trapped flux, and are given ∼ 15 minutes to
return to base temperature. Once this time has elapsed, the first stage amplifiers are powered
back on and the SQUIDs are tuned.

The SQUID tuning algorithm begins by applying a nominal current bias to the SQUIDS,
measuring the V-Φ response, and picking out the points that correspond to nΦ0 and nΦ0/2.
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Once these flux bias points have been identified, the SQUID I-V response is measured at
both points, and the current bias is set to the level at which the difference between the
I-V response curves is the greatest. Another V-Φ response measurement is used to pick out
the optimum flux bias (near 3Φ0/4). In order to speed the tuning process, the response
curves are measured simultaneously on all SQUIDs, so that the voltages can be measured
concurrently. Once the SQUID current and flux bias levels are set, the amplifier offsets are
zeroed and the flux-locked loops are closed.

After the SQUIDs are set up, biases are applied to the bolometers in order to keep them
in the normal regime once the focal plane cools to base temperature. Since the SQUID
dynamic range would be exceeded by seven un-nulled carriers, this step can be only partially
parallelized. The bolometers are divided into eight groups based on the last digit of their
readout addresses, so that a maximum of one detector per readout chain is in each group.
The first group is then biased and nulled in parallel, followed by the second group, and so
on.

During the SQUID tuning and biasing, the script periodically checks to see if the 4He
cycle is complete. If it is, the tuning process is aborted and restarted once the 3He cycle
has begun. This ensures that the 3He pumps are never left hot for a long period of time
while the 4He cycle is complete, which could compromise the 3He hold time. Fortunately,
the SQUID tuning and biasing routines are fast enough that they consistently are able to
finish during a typical 4He cycle.

After the bolometers are biased, the setup script waits for the 4He cycle to end, at which
point the 3He pumps are cooled and the cold stages are allowed to drop to base temperature.
Due to the heat capacity of the focal plane, this process takes about two hours.

Once the base temperature is reached, the telescope is moved to an elevation angle near
that at which observing will take place. The thermal and optical loading conditions can
change depending on the receiver cabin temperature, the elevation angle, and atmospheric
conditions; consequently, the detector operating points are re-determined each day under the
appropriate loading conditions. This is done by measuring the bolometer I-V response up to
the point where the desired R/Rn (a proxy for bolometer loop gain) is achieved. The same
parallelization scheme used in biasing the bolometers normal is implemented at this step, and
the carriers are re-nulled after each group has been biased. When the biasing is complete,
the demodulator gains are set to a higher level. This ensures that the digitization step does
not result in any loss of information, at the expense of reducing the range of currents that
can be read out. The carrier nulling is then fine-tuned to bring the demodulator outputs
away from the rails, and any ill-behaved readout chains are disabled. At this point, the
receiver is ready to begin observing.

6.2.2 Normal Observing

During normal observing, the receiver requires little intervention: the carrier nulling
is fine-tuned on approximately an hourly basis, and the detectors and temperatures are
monitored for problematic behavior. If any bolometer drops below its transition and begins
superconducting, its entire readout chain is disabled, as the slews and oscillations in a low-
impedance loop can lead to elevated noise in other readout chains. In rare cases, changes in
loading conditions can necessitate the re-biasing of the bolometers. If the fridge temperatures

72



begin to rise before the 3He cycle ends, it is usually a sign that a power event has occurred
and that intervention by the observer is required.

A set of automatic data processing tools is used to monitor receiver performance from
cycle to cycle. These tools create web pages which provide an overview of detector “liveness,”
fridge temperatures, and so on, so that observers can watch for trends in performance. For
example, the slow buildup of contamination in the pulse tube cooler can lead to a rise
in main plate temperatures over a period of many weeks, requiring the pulse tube cold
head to be purged and refilled on rare occasions. With the exception of such occurrances,
the performance of the system has remained remarkably stable through the 2008 and 2009
seasons.

6.2.3 Refinement and Optimization

In order to achieve this operational stability, we made a number of improvements to the
receiver control system as originally designed. The lessons that we learned in the refinement
and optimization process have led to gains in recieiver performance, and have informed the
development of the readout electronics that will be used for future SPT receivers.

I/Q Output

Since the bolometer bias voltages are AC, the output currents have both in-phase (I)
and out-of-phase (Q) components. During the design stage of the fMUX electronics, it was
believed that phase shifts in the system would be small, and so the boards were only given
the capacity to read out the I component of the demodulated signals. Our belief turned out
to be mistaken for two reasons. First, the phase shifts due to the warm electronics and to cold
stray inductances are larger than expected. Second, the bias voltage at a given detector’s
resonant frequency also sends small but non-negligible currents through the other resonators
in the readout chain, which are off-resonance and thus mostly reactive. The combination of
these two effects results in phase shifts that depend on both the carrier frequencies and the
operating resistances of the bolometers.

Two techniques were developed to deal with this issue. In the first, two oscillators
on a given board are locked 90◦ out of phase with each other, allowing the corresponding
demodulator channels to recover both the I and Q outputs. This technique is useful only
when the stage temperature is above Tc, since the phase locking process requires that the
bias voltage briefly be turned off. If the cold stage is below Tc, the pause in the bias will
often allow the bolometer in question to enter its superconducting state. Since no power can
be applied to an R = 0 bolometer, a large optical load or a burst of heat must be applied to
the detector in order to bring it back into its transition. The SPT system has no provision
for reliably providing the former, and the latter is far too time-consuming to be practical.

The second technique does not allow both components to be recovered, but instead pro-
vides a way to measure the amplitude (

√
I2 +Q2), which is often the most relevant quantity.

The amplitude of the signal on a given bolometer can be determined by operating a second
DDS at ∼ 0 amplitude1, and at a frequency f +∆f slightly offset from the carrier frequency

1Some small amplitude must be set in order to fire the demodulator, but with the appropriate settings,
the resulting voltage across the bolometer can be made negligible.
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f . The beating of the two frequencies will produce a signal in the second demodulator out-
put at frequency ∆f with an amplitude corresponding to the bolometer current. Since this
technique does not require phase locking, it can be used even when the focal plane is at base
temperature.

We find that measurements of the I and Q components—or at least of the amplitude—are
necessary to determine the resonance frequencies, to interpret the bolometer I-V curves, and
to null the carriers at an acceptable level. Unfortunately, both of our techniques require a
second “helper” oscillator-demodulator channel, which restricts each 16-channel oscillator-
demodulator board to operating 14 detectors and two helpers. In principle, this reduces
the maximum number of pixels on the SPT focal plane by a factor of 7/8—from 960 to
840. The cost is somewhat lower in practice, since few wedges have perfect detector yield.
Nevertheless, the the next generation of the fMUX readout electronics was designed with
the ability to measure both components without sacrificing potentially useable detectors.

Carrier Frequencies

The phase shifts and leakage currents in the system also introduce some ambiguity into
the choice of bolometer bias frequencies. First, care must be taken in order to find the
frequency that is on resonance for a given bolometer RLC resonator, as leakage currents
through adjacent channels can shift the peaks in the network analysis. Second, a balance
must be struck between putting the carrier directly on resonance—which maximizes the
amplitude of the current and tunes out the cold phase shifts—versus putting the carrier
at the frequency that maximizes the demodulator response. Until recently, we generally
opted for the former, since the bolometers have the truest voltage bias directly on resonance;
current biased TES bolometers are unstable because they are under positive feedback, and
introducing even a small component of current bias can negatively impact detector stability.
The higher time constants of the 2008 and 2009 detectors offer us the chance to compromise
on this point, and efforts are underway to find the optimum balance.

Nuller Leakage Current

Another subtlety in the fMUX system involves the nulling comb. The nuller currents for
a given set of detectors are fed directly into the SQUID input coil, but have two parallel
paths to ground: through the input coil, or through the bolometers and bias resistor. If
the input impedance of the SQUID were truly zero under shunt feedback, all of the current
would follow the former path. In reality, the SQUIDs have some small input impedence
(since the loop gain of the flux-locked loop is finite), and the currents are divided between
both paths. Consequently, the carrier nulling reduces the bolometer bias powers by feeding
current through the resonators that are 180◦ out of phase with the carriers.

This presented a serious problem for the 2007 detectors, which were only stable and
responsive over a narrow range of bias powers. We increased the SQUID loop gain as much
as possible, but eventually the gain at high frequencies—where the phase shift is large—
approached one, resulting in oscillations that required that the loop gain be cut back down.
The bolometers therefore had to be biased slightly above the desired operating point so that
they behaved properly after nulling. This issue became essentially moot once we deployed
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detectors that were stable over a wider range of bias powers, but this effect must nevertheless
be taken into account if the detector operating points are to be determined precisely.

Bias Schedules

Since TES bolometers are highly responsive over a narrow range of temperatures, the
amount of bias voltage applied to the detectors must be chosen wisely to maximize respon-
sivity, stability, and dynamic range. We had originally hoped that the detectors could be
biased to the same voltage after every fridge cycle and left to operate at that bias throughout
the observing day. Instead, we find it necessary to re-measure the I-V characteristics of the
bolometers after every cycle. These measurements allow us to choose biases that situate
the detectors near a specified value of R/Rn, which we find to be a good proxy for the
loop gain. In 2007, this was necessary because even small changes in loading could move
some detectors into an unstable regime. Subsequent detectors were more stable, but were
also more responsive—due to their lower G values, small changes in loading translated into
larger changes in operating temperature. The bias schedule for a given observing day is
therefore determined using measurements under actual loading conditions.

Detector properties tend to be relatively constant across a given wedge, so we assign a
default operating point—usually around 0.8Rn—to each bolometer based upon its wedge.
We then iterate on a list of exceptions to these default values, increasing the fraction of Rn

for unstable detectors and decreasing it for less-responsive detectors. The level of voltage
required to hold each bolometer in its normal regime is handled similarly. During the re-
ceiver setup process, the setup script consults the lists of exceptions to formulate normal
and operating bias schedules. The fine-tuning of these schedules led to significant gains in
detector yield and responsivity in 2007 (see Section 4.3.1), and incremental gains in 2008
and 2009.

Receiver Setup Optimization

Since our bolometers and SQUIDs must be re-characterized during every round of receiver
setup, the measurement process must be optimized in order to maximize the receiver duty
cycle. The SQUID I-V and V-Φ curves are all measured in parallel, which saves time by
simultaneously sampling from the DIO for all channels. This speeds up the SQUID tuning
process enough that it can be completed during the relatively brief 4He cycle, which would
have otherwise been dead time for the receiver. Since most readout chains have only a
single helper channel to assist in bolometer I-V curves and carrier nulling determinations,
the bolometers cannot all be set up in parallel, but must instead be broken up into at least
seven groups. Even this partial parallelization yields a significant increase in speed.

A useful figure of merit for the setup process is the amount of time taken up by SQUID
and bolometer tuning that could otherwise have been spent observing. Our optimizations
reduced this time from about 2.5 hours in early 2007, to about 0.5 hours in 2009. Upgrades
to the receiver cryogenics—including the switch from the PT410 to the PT415 pulse tube
cooler—have also increased the hold time of the sorption fridge from ∼ 24 hours in 2007 to
∼ 36 in 2008 and 2009. The cumulative improvements in duty cycle and hold time have
increased the observing efficiency of the SPT by nearly a factor of two.
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6.2.4 Status

In this chapter and the three preceeding it, I have described the design, implementation,
and operation of the South Pole Telescope and its SZ receiver. By the end of the 2009
observing season, the instrument will have been used to survey over 800 deg2 to 18µK r.m.s.
(or better) per arcminute pixel at 150 GHz. The survey fields have also been mapped to
variable depths at 95 GHz and 220 GHz. The first four of what will be many serendipitously-
detected galaxy clusters have been published in Staniszewski et al. [2009]. The receiver now
consists of ∼ 700 stable, sensitive detectors operating in three bands, and will continue to
be improved as the SZ survey continues.

In the next chapter, I will discuss a series of targeted cluster observations that complement
the survey data, and that can be used to study both cosmology and cluster physics.
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Wait for sorption fridge
3He cycle to end

Start new 4He cycle
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Turn off readout
hardware
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cool to base temperature

Turn on readout
hardware

Tune SQUIDs

Close flux-locked loops

Bias bolometers above
their transitions and 

null carriers

Start new 3He cycle

Wait for cold stage to
reach base temperature

Measure bolometer I-V
curves, stopping at
desired bias points,

and null carriers

Fix flux jumps and
increase demodulator

gain settings

Perform
observations

Figure 6.3. Outline of the receiver setup process.
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Chapter 7

Cluster Observations

As discussed in Chapter 2, galaxy clusters are the largest known gravitationally collapsed
objects. They are believed to have taken nearly a Hubble time to form, and their abundance
as a function of redshift is crucially dependent on the composition and expansion history of
the universe. A sufficiently large and well-understood sample of galaxy clusters can therefore
be used to constrain cosmological models. Several survey campaigns using a variety of
techniques are currently underway. Precision measurements of individual clusters can be
used to study the mass-observable relations of these surveys, as well as to study the structure
of the intra-cluster medium (ICM).

In this chapter, we describe a set of deep SZ cluster observations at 150 and 220 GHz
undertaken with the South Pole Telescope (SPT) during the austral winter of 2008. Data
from the 150 GHz band are used to measure the thermal SZ signal, and concurrent data
from the 220 GHz band—which is near the thermal SZ null—are used to reduce the effect
of astrophysical contamination. The 220 GHz data are too noisy to allow a detection of the
kinetic SZ effect, so in this analysis we focus exclusively on the thermal SZ effect.

Of the 13 highest-luminosity REFLEX clusters [Böhringer et al., 2004] in the range of
elevation angles accessible to the SPT, 11 make up the primary sample for this work; a
supplemental sample of four additional clusters is also included. Both samples are listed
in Table 7.1. Taking advantage of the SPT’s wide field imaging capabilities, we make a
model independent estimate of the radial profiles of each cluster and place constraints on
the integrated pressure out to large radius. We also fit the profiles both to the β−model
and to the generalized NFW model proposed by Nagai et al. [2007] (hereafter the GNFW
model). Using a stacked analysis, we estimate the slope of the pressure profile in the cluster
outskirts. Finally, we estimate the integrated y parameters for each cluster and compare to
X-ray results.

7.1 Observations, and Data Reduction

7.1.1 Observations

The clusters discussed in this work were observed using constant-elevation scans, which
entail sweeping the telescope at constant angular velocity in azimuth across the field and
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back, stepping in elevation, and repeating. This observing strategy is similar to that de-
scribed in Staniszewski et al. [2009], but over a much smaller field—approximately 1 deg2.
The azimuthal scan speed is set such that ∼ 0.25◦ on the sky is scanned in one second, and
each elevation step is 0.005◦. A complete set of scans across the entire region, which we
refer to as one observation, takes approximately 55 minutes to complete. The observations
are then combined to produce a single map in each band for each field. The inner region of
each 150 GHz map, approximately 0.5◦ by 0.5◦ on the sky, has even coverage to within 10%.
Coverage is less uniform at 220 GHz due to the spatial distribution of the detectors on the
focal plane.

One of the clusters in the primary sample, AS 0520, overlaps with the survey field de-
scribed in Staniszewski et al. [2009]. We reprocessed the 2008 150 GHz and 220 GHz survey
data with filtering equivalent to that described in Section 7.1.2, and split the survey data into
subsets, each with a weight per pixel equal to that of the targeted observations. This allows
the survey data to be treated in a similar manner to the data from the targeted observations
for the purposes of calculating noise estimates. Adding the survey data effectively doubles
the number of targeted observations of this cluster.

Between individual observations, we perform a series of short calibration measurements
described in more detail in Carlstrom et al. [2009]. These include measurements of a chopped
thermal source, ∼ 2◦ elevation nods, and scans across the galactic HII regions RCW38 and
MAT5a. This series of regular measurements allows us to identify detectors with good
performance, assess relative detector gains, and monitor atmospheric opacity.
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7.1.2 Data reduction

The data reduction process used for this analysis is similar to the preliminary survey
pipeline described in Staniszewski et al. [2009], with some minor differences noted below.

Data selection and filtering

The first step in the processing pipeline is to identify the data that will be included in
each single-observation map. For every observation, a set of well-performing detectors is
identified by applying a set of noise and sensitivity criteria. On average, 302 detectors at
150 GHz and 165 at 220 GHz pass this initial cut. The data are then divided into individual
azimuth scans. 0.7% of scans have large instantaneous pointing offsets or data acquisition
problems, and are omitted from further processing. A further set of selection criteria is then
applied to detectors on a scan-by-scan basis (excluding, for example, data contaminated by
cosmic rays). Data from detectors passing these cuts, an average of 291 detectors at 150 GHz
and 162 at 220 GHz for each scan, are included in the final maps.

The receiver exhibits some sensitivity to the pulse-tube cooler used to cool it to ∼ 4 K,
resulting in occasional lines in the detector noise power spectra, so a small amount of band-
width (< 0.4%) is notch filtered out of the detector timestreams. The timestreams are further
processed by deconvolving the effect of the detector time constants. We also low-pass filter
at 25 Hz, well above the signal bandwidth.

For every scan, each detector’s timestream is then fit simultaneously to a number of tem-
plate functions, and the best fit to each template is subtracted out. This time-domain filter
reduces the effect of low-frequency noise in the detector timestreams due to readout noise
or to atmospheric fluctuations. For the analysis presented here, we use as our templates a
second-order Legendre polynomial and a common mode constructed from the wedge-averaged
timestreams, resulting in a characteristic filter scale of roughly one half degree. This light fil-
tering is sufficient to remove much of the low-frequency noise, due in part to the outstanding
atmospheric conditions at the South Pole.

The common mode template is constructed from the mean across all of the well-
performing detectors in a given wedge using a nominal relative calibration. In Staniszewski
et al. [2009], by contrast, the common mode template was constructed from the mean across
the entire array for each band. Since the 2008 SPT receiver contains three 150 GHz and two
220 GHz wedges, the detectors in the two bands have significantly different distributions on
the focal plane; thus the array common mode removes signals on different spatial scales for
each band. Since the common mode templates for individual wedges are relatively similar
to one another, the wedge common mode preserves signals on similar spatial scales for each
band, simplifying comparisons between the 150 GHz and 220 GHz maps.

Calibration and beams

We take advantage of the superb WMAP5 absolute calibration and calibrate the SPT
data through a direct comparison of 150 GHz SPT maps with WMAP5 V and W-band maps
[Hinshaw et al., 2009]. The SPT performed dedicated calibration scans of five large fields
totaling 1250 deg2 of sky during 2008. The WMAP5 maps were then resampled with the
SPT pointing information, and the resulting timestreams were passed through a simulated
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SPT analysis pipeline to capture the filtering applied during the SPT map-making algorithm.
The ratio of the cross-spectra of the SPT maps and the filtered WMAP maps after correcting
for the instrumental beams provides an estimate of the relative calibration factor between
the two experiments. This procedure, similar to that used for the analysis of ACBAR data
and detailed in Reichardt et al. [2009], results in an absolute calibration accurate to 3.6% at
150 GHz.

The 150 GHz calibration is transferred to 220 GHz by making use of the overlapping
coverage on SPT’s high signal-to-noise maps of CMB fluctuations in large survey fields. We
calculate the ratio of the cross-spectra of the map at each frequency band to the auto-spectra
of the CMB-dominated 150 GHz map after correcting for the beam and filtering differences.
The calibration uncertainty of the 220 GHz maps is found to be 7.2%. Because the thermal
SZ signal in the 220 GHz map is small, the higher calibration uncertainty only marginally
increases the errors on the cluster profiles discussed in this chapter.

The 2008 SPT beams were measured by observing bright sources and averaging the
response for all detectors in a given band. The sidelobes of the beam were estimated from
observations of planets, and—since the detectors show signs of nonlinearity when pointed
directly at planets—the main lobes were estimated from observations of quasars. The main
lobes are reasonably approximated by 2D elliptical Gaussians with average full widths at half
maximum (FWHM) of 1.2 and 1.1 arcminutes for 150 and 220 GHz. These are larger than
would be naively calculated from the aperture diameter and observing wavelength due to
the combination of an underilluminated primary (to reduce spillover) and telescope pointing
uncertainty; see Padin et al. [2008] for details. The sidelobes fall off from ∼ −30dB at a
radius of 5′ to < −45dB at 30′, and account for about 15% of the degree-scale beam response.
Errors in this beam estimate contribute to the overall calibration uncertainty, and also add
small additional uncertainties to the best-fit model parameters.

We model the response of the instrument to an astronomical source by constructing
a simulated map of a point source, convolving it with the beam, constructing simulated
timestreams using telescope pointing information, and then running the timestreams through
our processing pipeline. The output map normalized to the input signal is referred to as
the transfer function, and is used to subtract bright point sources from the cluster maps.
Representative transfer functions are shown in Figure 7.1. The negative stripe at constant
elevation is due to the polynomial template subtraction, and results in temperature incre-
ments to the east and west of the cluster SZ decrements. This effect can be ameliorated by
masking the cluster before applying the time domain filtering (see Figure 7.2), but doing so
reduces the effectiveness of the atmospheric noise removal. Since we account for the effects
of the time domain filtering on the profiles as described in Section 7.3.1, we avoid degrading
the signal-to-noise of our results by analyzing the unmasked data.

Mapmaking and astrophysical background cleaning

For every observation, a map is made for each observing frequency using the processed
data for all detectors in that band. Pointing information (R.A. and decl.) is calculated for
each detector using focal-plane offsets measured in observations of the galactic HII regions,
and boresight pointing calculated using data from the telescope pointing readout system,
with a set of corrections described in Staniszewski et al. [2009] that result in a pointing
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Figure 7.1. Point source transfer functions at 150 GHz (left) and 220 GHz (right). Units
are percent of maximum. The stripe through the center of the maps is the result of the
polynomial template removal.

RMS of 7′′. These coordinates are then converted to pixel number using a Sanson-Flamsteed
projection [Calabretta and Greisen, 2002] with 0.25-arcminute pixels. All measurements of
a given pixel’s brightness are averaged using inverse-variance weighting based on the mean
of each detector’s processed and relative-gain-scaled power spectrum between 1 and 3 Hz,
which for our scan speed is a frequency range well-matched to the scale of SZ cluster signals.

All of the single observation maps for a given cluster in a given band are then coadded
to produce a set of single-band maps, which we denote as M150 and M220 for the 150 GHz
and 220 GHz bands. Each single-band map consists of signals from several astrophysical
sources: the SZ effect, which is at arcminute scales and is much stronger at 150 GHz;
the primary CMB anisotropy, which dominates at large spatial scales and is the same in
both bands; and a background of typically faint dusty point sources, which are at small
angular scales and are stronger at 220 GHz. We wish to produce a “band subtracted map”
M sub, in which the 220 GHz map is used to remove a fraction of the CMB and point source
background while leaving the SZ signal intact. Since the 2008 SPT receiver was less sensitive
to CMB fluctuations at 220 GHz than at 150 GHz, and since the atmospheric noise is worse
in the higher frequency band, this background removal must be handled carefully to avoid
introducing excess noise into the band subtracted map.

Using our knowledge of the spatial scales of the CMB and point source signals, we apply
a matched spatial filter ψ to the 220 GHz map, which we construct by requiring that the
variance in the band subtracted map be minimized [Haehnelt and Tegmark, 1996, Herranz
et al., 2002a,b, Melin et al., 2006]. Since the signal and noise are more easily characterized in
the spatial frequency domain, we adopt the flat sky approximation and construct the filter
as a function of multipole moment `. Denoting the Fourier transform of X as X̃, we can
express the value of the band subtracted map at a given multipole moment as:

M̃ sub
` = M̃150

` − ψ`M̃
220
` . (7.1)
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Figure 7.2. Maps of 1ES 0657-56 at 150 GHz, with the cluster region unmasked (left) and
masked (right) for time domain filtering. Units are µKCMB. In the masked map, data from a
circular region 8′ in radius centered on the cluster is not included in the polynomial and wedge
common mode construction. This map gives a clear picture of the shape and amplitude of
the SZ emission, but has slightly higher noise. The artifacts of the time domain filtering in
the unmasked map are taken into account in the cluster profiles by the algorithm described
in Section 7.3.1.

The variance at a given `, V`, is then given by

V` =
(

1 −ψ`

) (
S̃CMB

` + S̃PS
` + Ñ150

` S̃CMB
` + αS̃PS

`

S̃CMB
` + αS̃PS

` S̃CMB
` + α2S̃PS

` + Ñ220
`

) (
1
−ψ`

)
(7.2)

where S̃CMB
` is the CMB signal, S̃PS

` is the point source signal, ÑX
` is the noise in band X,

and α is a factor corresponding to the spectral index of the point sources. The filter that
minimizes this variance is given by

ψ` =
S̃CMB

` + αS̃PS
`

S̃CMB
` + α2S̃PS

` + Ñ220
`

. (7.3)

Note that both the signal and the noise terms are anisotropic with respect to azimuth and
elevation due to the scan strategy employed in these observations, necessitating a 2D filter
function. Errors in either the signal or noise terms will result in a slightly sub-optimal filter,
and will thus increase the errors in the results, but will not lead to systematic mis-estimations
of the profiles or cluster parameters.

The signal covariances of the primary CMB anisotropies and undetected point sources
are estimated using simulations based on the best-fit WMAP5 CMB power spectrum [Nolta
et al., 2009] and the Borys et al. [2003] model for dusty point sources. We assume that the
point sources are Poisson distributed and have a spectral index of 2.7. The power spectrum
of the source count distribution is computed using the formalism in White and Majumdar
[2004], and is inflated by a factor of 40% to account for lensing by our massive cluster
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Figure 7.3. 150 GHz 1ES 0657-56 masked map with X-ray plasma density (white) and weak
lensing surface mass density (black) contours overlaid. Units are µKCMB. This cluster is an
ongoing merger, and the electron gas is not in equilibrium within the gravitational potential
well. The SZ signal tracks the X-ray plasma density more closely than the surface mass
density.
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targets [Lima et al., 2009]. Even with this enhancement, the dusty sources are predicted
to contribute an r.m.s. of ∼4 µK to the band subtracted maps, well below the map noise
level. We disregard contamination due to radio sources, as explicit simulations demonstrate
[Sehgal et al., 2009] that they are not likely to significantly fill in the 150 GHz SZ decrements
of massive z <∼ 0.4 clusters. For both the CMB and the dusty point sources, we generate
300 simulated maps and apply the same time domain filtering that was applied to the SPT
maps. We find S̃CMB

` and S̃PS
` by taking the mean of the 2D spatial power spectra over the

simulated maps.
The instrumental and atmospheric noise properties of the maps are estimated using the

two-dimensional power spectra of noise maps [Sayers et al., 2009, Halverson et al., 2008].
Under the assumption of stationarity in the map basis, the noise covariance matrix in band
X, ÑX

noise, is diagonal in the spatial frequency domain and equal to the noise power spectrum.
For each observation, we produce one map using only data from the left-going scans, and one
map using only data from the right-going scans. We then multiply one half of the 2n maps
by −1 and coadd to produce a jackknife noise map. We repeat this process for m >> n
combinations of observations, computing the 2d spatial power spectrum for each individual
jackknife map. The average of these power spectra is our estimate of ÑX

noise.
Sayers et al. [2009] and Halverson et al. [2008] use this noise estimate to construct a covari-

ance matrix and to fit models directly to their cluster maps. However, since we have relatively
few independent observations of each cluster, our noise estimate is less well-constrained. We
cannot combine data from different clusters to improve the noise estimate due to the fact
that the noise is non-stationary between the observations. The amplitude of the atmospheric
noise varies with time and as a function of elevation angle, and the clusters in this sample
are at a wide range of elevation angles. We circumvent this limitation by computing the
projected radial profiles of the clusters, for which the covariance matrix has fewer degrees of
freedom and is thus better constrained by our data.

7.2 Sample selection and cluster maps

During the austral winter of 2008, the SPT observed 11 of the 13 highest-luminosity
clusters in the REFLEX survey within the range of declination angles observable by the SPT
(−30◦ >∼ decl. >∼ − 70◦). These clusters form the primary sample used in this work. One of
the two REFLEX clusters that were omitted, RXCJ1253.6-3931, is associated with a radio
bright PMN source that would have been difficult to remove from the SZ maps. The other,
RXCJ1234.2-3856, was omitted due to time constraints. Of the next three brightest REFLEX
clusters, RXCJ0532.9-3927 is a part of the supplemental sample; RXCJ2011.3-4037, was
found by Maughan et al. [2008] to have an electron temperature of just 3.8 keV, and was not
detected at greater than 3σ by the SPT; and RXCJ1317.1-3821 is associated with a bright
radio source. From the remaining 2008 SPT targeted cluster observations, four additional
clusters were selected to form our supplemental sample. These clusters were chosen because
of the availability of archived X-ray satellite data, which will be relevant for future work.
They also contribute to our understanding of pressure profiles, and demonstrate the ability
of the SPT to make high signal-to-noise maps of clusters with lower X-ray luminosities.

The positions and depths of the final coadded maps are listed in Table 7.2, and the images
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can be found in Appendix B. Four maps are shown for each cluster: the 150 and 220 GHz
single-band maps, the band subtracted map, and a jackknife band subtracted map computed
by multiplying half of the observations by −1 before coadding. Each map is smoothed by a
Gaussian with a full width at half maximum (FWHM) of 1′. All clusters are detected with
high significance. Since the maps each have distinct noise properties, we do not expect the
detection significance to provide quantitative information about cluster parameters.

As discussed in Section 7.1.2, the time domain processing creates large-scale distortions
in the maps visible as temperature increments to the east and west of the clusters. No mask
has been applied to the data used to construct the maps in Appendix B. Figure 7.3 shows
the 1ES 0657-56 SZ map constructed from data with the cluster masked before time domain
filtering. Shown as contours in Figure 7.3 are publicly-available X-ray plasma surface density
and weak lensing surface density data1. As expected, once the effects of the beam and time
domain filtering are mitigated, the SZ signal closely tracks the electron plasma density.

7.2.1 Source contamination

A point source within 10′′ of quasar J001341.2-300926 was detected at > 5σ significance
in the map for A 2744, 16.5′ from the cluster center, and has been removed from the maps
by subtracting the point source transfer function scaled to the best-fit amplitude. The SPT
measured fluxes for this source are 17.7 mJy at 150 GHz and 27.8 mJy at 220 GHz. In the
AS 0592 map, a point source was removed at an R.A. of 06h38m19s and a decl. of −53◦57′29′′.
The fluxes at 150 GHz and 220 GHz were 21.8 mJy and 13.4 mJy, respectively. This source
is 6.8′ from the cluster center, and has not been previously identified by surveys.

Wilson et al. [2008] report a dusty point source approximately 1′ to the east of 1ES
0657-56, with flux density of 13.5± 0.5 mJy at 270 GHz. Assuming a spectral index of 2.7,
we would expect to see 7.8 and 2.8 mJy in the 220 and 150 GHz SPT maps. The SPT does
not make a significant detection of a source at these coordinates in either band. We measure
a temperature increment of 34± 33 µKCMB in our 220 GHz map (smoothed by a 1′ FWHM
Gaussian). By finding a best-fit amplitude for our point source transfer function, we infer
a 220 GHz flux density of 4.2 ± 4.5 mJy. At 150 GHz, the strong SZ decrement near the
source position prevents us from determining the source flux. We find from simulations that
a source with the predicted fluxes at these coordinates would have a < 5% effect on the
corresponding bins in the band subtracted cluster profile.

7.3 Projected radial profiles

7.3.1 Profile computation

To proceed with measurements of global cluster properties from the maps, it is useful to
approximate the clusters as azimuthally symmetric and to calculate their projected radial
profiles, which are expected to take a universal form [Arnaud et al., 2009]. We do so by
computing transfer functions for a set of concentric annuli with inner and outer radii set to
the boundaries of the radial bins for which we wish to estimate an average SZ decrement.

1http://flamingos.astro.ufl.edu/1e0657/public.html
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These transfer functions are then used to compute a profile transfer function matrix, which
is inverted and applied to the maps in order to account for the effects of the beam and the
time domain filtering. This technique also allows us to characterize the correlated errors
between bins.

The cluster center coordinates must be determined in order to generate radial profiles.
We define the center position by fitting a β-model with β = 0.86 to the map with the
center R.A. and decl., central temperature decrement, and core radius free to vary. We then
marginalize over the central decrement and core radius to determine the cluster center. The
fit uncertanties on the center position vary from 1′′ to 4′′, indicating very high signal-to-noise
detections, and the results are consistent when the generalized NFW model is used in place
of the β−model. The difference between the X-ray centroid (which depends primarily on
density) and the SZ center position (which depends on integrated pressure) is small for most
clusters, but reaches 40 − 50′′ for RXCJ0232.2-4420, MACSJ0553.4-3342, and A 3888. An
X-ray-derived pressure map for RXCJ0232.2-4420 is shown in Finoguenov et al. [2005], and
the SPT centroid falls within the elongated central high-pressure region.

For each band subtracted cluster map M sub, we divide the 0.5◦ by 0.5◦ region surrounding
the center position into radial bins bi. The bin spacing is defined so as to measure the profile
of the cluster center with beam-scale resolution, and to keep the number of bins small
enough so that the noise properties can be well-constrained. Each bin is then assigned
a radius ri by finding the average radius over all pixels within the bin. For bin bi and
band X, we define Ti to be the mean SZ temperature decrement on the sky within the bin.
We construct a set of simulated maps corresponding to each bin in each band, in which
the “temperature” for map i is set to 1 inside bin bi and 0 elsewhere. These maps are
then convolved with the appropriate beam. To account for the effect of the time domain
filtering, we construct simulated timestreams from these maps using the telescope pointing
data from each observation, and apply to them the same polynomial and common mode
filtering that was applied to the data. We then produce from these filtered timestreams a
set of nbins processed maps—the annular transfer function maps F sub

i (see Figure 7.4 for an
example)—which show the response of the instrument at each pixel location to an annulus
of constant temperature corresponding to bin bi. Finally, these maps are Hanning apodized,
Fourier transformed, and represented as vectors F̃ sub

i of length npixels. From these vectors,
we construct an npixels × nbins matrix

B̃sub
ji = (F̃ sub

i )j, (7.4)

the annular transfer function matrix, where B̃sub
ji gives the response in the jth Fourier mode

of the band subtracted map to an impulse in bin bi.
Using this formalism, we can write a set of equations relating the Fourier transform of

the Hanning apodized measured SPT map M̃ sub
j to the sky temperatures Ti:

M̃ sub
j = B̃sub

ji Ti. (7.5)

Since there are many more map pixels than radial bins, this is an overconstrained system of
linear equations, for which the least-squares solution is given by

T = (B̃T W̃ B̃)−1B̃T W̃M̃, (7.6)
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Figure 7.4. Bin b3 (left) and its 150 GHz annular transfer function map (right). Units are
percent of maximum. The annular transfer function map represents the response of the SPT
to a corresponding annulus of constant temperature, taking into account the beam and the
time domain filtering.

where we have supressed the superscript denoting band subtracted quantities and where
W̃ is the weight matrix. The weights are given by W̃ = 1/(Ñ + S̃CMB + S̃PS), where Ñ
is the detector and atmospheric noise and S̃CMB and S̃PS are the CMB and dusty point
source signals. These terms are all computed for the band subtracted map using the method
described in Section 7.1.2. Weighting the Fourier modes by their noise reduces the profile
errors by 20-30% compared with uniform weights. The covariance matrix for the profile
is given by (B̃TWB̃)−1, plus small additional terms to account for calibration and beam
uncertainties. Figure 7.5 shows the importance of this procedure: the amplitudes and shapes
of the profiles are badly mis-estimated if the beams and time domain filtering are not taken
into account.

Since the SPT measures temperature differences, the cluster maps have arbitrary constant
offsets. These manifest themselves as offsets in the profiles, and could bias the model fits
if they were not taken into account. We include a constant offset as a parameter in our
model fitting, and marginalize over this parameter in order to determine the quoted central
decrements and angular scale radii. The profiles shown in Appendix B are plotted with the
offset fixed such that the temperature decrement in the outermost radial bin is zero.

7.3.2 Model fitting

We make use of the cluster profiles and their noise covariance matrices to perform max-
imum likelihood fits to proposed models of the ICM. Our likelihood function is given by

L(T |M) =
1√

(2π)ndet(Nnoise)
exp

(
−χ

2

2

)
, (7.7)
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Figure 7.5. AS 1063 profile with and without beam and time domain filtering correction.
The uncorrected profile is computed by averaging the pixels in the band subtracted map
within the radial bins, and the corrected profile is computed as described in Section 7.3.1.

where n = 10 is the number of radial bins, T is the measured profile, M is the proposed
model, and χ2 is given by

χ2 = (M− T )T (Nnoise)
−1(M− T ). (7.8)

We will consider two models: the β-model and the GNFW model.
The β−model for thermal SZ cluster signals is motivated by the widely used β−model

parameterization of the 3-dimensional electron number density:

ne(r) = ne0

(
1 +

r2

r2
core

)−3β/2

, (7.9)

where ne is the electron number density, ne0 is the number density at the cluster center, r
is the radius from the cluster center, rcore is the core radius of the gas distribution, and β is
the power law index at large radii. Using this density function and assuming isothermality,
Equation 2.21 can be integrated along the line of sight through the cluster to give a simple
analytic formula for the SZ decrement:

∆TSZ = ∆T0

(
1 +

θ2

θ2
core

)(1−3β)/2

, (7.10)

where θ is the angular distance from the cluster center, given by θ = r/DA where DA is
the angular diameter distance (computed assuming that (ΩM ,ΩΛ, h) = (0.3, 0.7, 0.7)), ∆T0

is the central temperature decrement, and θcore is the angle corresponding to rcore. Although
we do not necessarily expect the clusters in our sample to be isothermal, we nevertheless
adopt Equation 7.10 as a convenient parameterization of the SZ signal.
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Two of the β−model parameters, β and rcore, are highly degenerate and difficult to
constrain with SZ data alone [Grego et al., 2001]. We fix β at 0.86, the overall best-fit
value for our sample (see Section 7.4.2). Typical X-ray cluster analyses yield values of β
between about 0.6 and 0.8 [LaRoque et al., 2006, and citations therein], but while the X-ray
surface brightness is relatively insensitive to ICM temperature [Mohr et al., 1999], the SZ
signal is proportional to the integrated pressure of the ICM. Therefore, any radial trend in
temperature would lead to systematic differences between X-ray and SZ profiles. Our finding
of β ∼ 0.86 suggests that the ICM temperature tends to decrease with increasing radius, in
qualitative agreement with direct measurements of cluster temperature profiles [e.g. Pratt
et al., 2007] and with hydrodynamical cluster simulations. Hallman et al. [2007] find that
β values for SZ profiles are systematically higher than X-ray β values by a factor of 1.21,
consistent with the SPT results.

We also fit to the GNFW model, which parameterizes the 3-dimensional electron pressure
as

Pe(r) =
Pe0

(r/rs)γn (1 + (r/rs)αn)(βn−γn)/αn
, (7.11)

where Pe0 is the pressure at the cluster center; r is the radius from the cluster center;
rs = r500/c500 is a scaling radius set by r500, the radius within which the average cluster
density falls to 500 times the critical density of the universe at the cluster redshift, and
c500, a parameter characterizing the gas concentration; and αn, βn, and γn set the slope
at intermediate (r ∼ rs), large (r > rs), and small (r < rs) radii, respectively. We fix
(αn, βn, γn, c500) to (1.0, 5.5, 0.5, 1.0), the parameters found to be the best fit to our stacked
cluster profile (see Section 7.4.2). These values are very similar to those found by Nagai
et al. [2007] when fitting to Chandra data, (αn, βn, γn, c500) = (0.9, 5.0, 0.4, 1.3)2. As the SZ
effect is directly proportional to integrated pressure, we calculate ∆TSZ given the pressure
profile by numerically integrating the above function along the line of sight. As before, we
define θs = rs/DA. Note that fitting for rs with c500 fixed is equivalent to fitting for r500.
However, because the quality of the GNFW fit varies across our sample, we will later make
use of a scaling relation to estimate r500.

Both models thus contain two free parameters: a central temperature decrement, and
a scaling radius (θcore for the β−model and θs for the GNFW model). As discussed in
Section 7.3.1, an offset parameter is also included.

7.3.3 The effect of CMB and atmospheric noise

The model fitting technique described in Section 7.3.2 makes use of the full profile noise
covariance matrices, including off-diagonal terms that describe correlations. This is impor-
tant because the noise in the SPT maps can introduce spurious structure in the profiles
that is highly correlated between bins. Most of these correlations arise from primary CMB
anisotropies and atmospheric noise, the combination of which dominates the uncertainties
in the profiles.

2These values are taken from Mroczkowski et al. [2009], and are updated from the results in Nagai et al.
[2007].
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The large angular scale confusion due to primary CMB anisotropies represents a fun-
damental limitation for single-band measurements of SZ radial profiles. The SPT 220 GHz
data allow us to reduce the level of confusion; however, the 220 GHz maps have significantly
more atmospheric noise than do the 150 GHz maps. Timestream filtering can help to mit-
igate atmospheric noise, but filtering too heavily will remove CMB signal. We chose our
level of time domian filtering by balancing these two effects, in order to maximize the CMB
signal-to-noise at 220 GHz.

The matched spatial filter described in Section 7.1.2 is constructed to downweight noise-
contaminated modes in the 220 GHz maps, and thus to increase the effectiveness of the CMB
subtraction. Other spatial filters can be applied to the 220 GHz maps in order to change
the balance between CMB and atmospheric confusion in the band subtracted map. We
constructed several alternative filters which improved the CMB subtraction at the expense
of introducing atmospheric noise. In all cases, the resulting profiles and fits were found to be
consistent but the errors were increased: by construction, the matched filter yields the best
signal-to-noise in the band subtracted maps. Optimal band subtraction reduces the large
angular scale confusion by a factor of two or more, depending on the depth of the 220 GHz
map.

Nevertheless, large scale correlated noise due to atmospheric fluctuations and unsub-
tracted CMB remains present in the band subtracted maps. Figure 7.6 shows the effect of
this confusion on one band subtracted profile with particularly low 220 GHz signal-to-noise.
While this cluster is an extreme example, the same issue persists across the entire sample.
As in earlier SZ works, we find that model fits are in some respects more robust indicators of
global cluster properties than are the measured profiles, since the choice of a realistic model
imposes sensible constraints on less well-constrained modes. We therefore make extensive
use of model fitting when interpreting the SPT profiles and integrated Componizations.

7.4 Results

7.4.1 Profiles and model fits

The projected radial profiles of the band subtracted maps can be found in Appendix B.
Dashed vertical lines in the profile plots denote estimates of the cluster virial radii given by√

500/∆cr500, where ∆c is calculated using the approximation in Bryan and Norman [1998],
and where r500 is determined from the temperature-radius scaling relation in Vikhlinin et al.
[2006]. Beyond these radii, the models are not expected to be reliable. The error bars on
the profiles are determined using Monte Carlo methods, and as discussed in Section 7.3.3,
are strongly correlated between bins.

The best-fit central decrement and scaling radius for each cluster are listed in Table 7.3,
along with the minimum χ2 and the logarithmic ratio of the marginal likelihoods of the
GNFW and β−models:

R ≡ log10

(∫
LGNFWdθsd∆T0/

∫
Lβdθcored∆T0

)
(7.12)

where LGNFW is the likelihood function for the GNFW model and Lβ is the likelihood
function for the β−model. This quantity can be interpreted as a likelihood ratio, with a
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Figure 7.6. The measured profile (black) and best-fit β-model (red) for RXCJ2031.8-4037.
The noise level in the 220 GHz map for this cluster is among the highest in the sample,
so the noise correlations between bins are large. Shown in gray are the results of varying
the first component of the measured profile by 1, 2, and 3 σ in the eigenbasis of the noise
covariance matrix.

value of 10 corresponding to a 10:1 preference for the GNFW model. For the recent mergers
1ES 0657-56 and A 2744, neither model is a good fit, though the β-model is strongly favored.
The β−model yields a larger marginal likelihood for over half of the sample, but the SPT
data do not definitively favor one model over the other.
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7.4.2 Stacked profiles

Each individual cluster profile contains too little information to place a tight constraint
on the pressure behavior at large radius. We proceed by scaling the profiles to r500, as deter-
mined from the temperature-radius scaling relation in Vikhlinin et al. [2006], and analyzing
the data set as a whole—by constructing a stacked profile, and by fitting models to the
sample. The stacked profile, shown in Figure 7.7, is determined by averaging the scaled
profiles weighted by their noise. Each radial bin in the stacked profile is assigned a radius
and a temperature from the average of the scaled profiles, and an uncertainty is assigned by
the standard error on the mean.

We fit models to the sample by evaluating the likelihood function for each individual
cluster at each point in a grid of parameter space, and then by multiplying the cluster
likelihoods together to produce a joint likelihood. This allows us to determine average
values for the structure parameters in our two models. For the β-model, we allow β and
rcore/r500 to vary. We allow the central decrement and overall constant offset of each profile
to vary as well, and we marginalize over these parameters. The cluster center position is held
fixed, leaving six remaining degrees of freedom per cluster. We find that for the full sample,
the marginalized values of β and rcore/r500 are 0.86 ± 0.09 and 0.20 ± 0.05. Excluding the
supplemental sample from the fit does not appreciably change the results. The minimum
χ2 for the fit is 338 for 90 degrees of freedom, indicating a relatively poor fit. If β is fixed
to a typical X-ray value of 2/3, the minimum χ2 is 362. If 1ES 0657-56 is excluded from
the fit, the minimum reduced χ2 changes from 338/90 = 3.76 to 296/84 = 3.52, and the
marginalized values of (β, rcore/r500) change to (0.78± 0.08, 0.17± 0.04).

For the generalized NFW model, we fit for the structure parameters αn, βn, γn, and
c500, again fixing the center positions and marginalizing over the central decrements of all of
the clusters. The likelihood-weighted mean values are (αn, βn, γn, c500) = (1.0, 5.5, 0.5, 1.0)
and the marginalized values are (1.2 ± 0.5, 5.0 ± 2.0, 0.7 ± 0.3, 1.3 ± 0.5). The minimum
χ2 for the fit is 468, compared to 472 for the Nagai et al. [2007] parameter values of
(αn, βn, γn, c500) = (0.9, 5.0, 0.4, 1.3)—the change in χ2 is small due to strong degeneracies
between the parameters. If 1ES 0657-56 is excluded from the GNFW fit, the marginal-
ized parameter values do not change appreciably, but the minimum reduced χ2 drops from
468/75 = 6.24 to 318/70 = 4.54.

In Figure 7.8, the SPT maximum likelihood GNFW model with (αn, βn, γn, c500)=(1.0, 5.5, 0.5, 1.0)
is compared to the (0.9, 5.0, 0.4, 1.3) model found by Nagai et al. [2007] and the
(1.05, 5.49, 0.31, 1.18) model found by Arnaud et al. [2009]. Nagai et al. [2007] use a
sample of nearby relaxed clusters, while Arnaud et al. [2009] use the REXCESS sample of
z < 0.2 clusters. Two systems—A 3888 and A 3856—are in both the SPT and REXCESS
samples. On average, however, the samples are quite different, with the SPT clusters tending
to be hotter and more distant. The similarity between the resulting profiles is encouraging
for future applications of self-similar pressure models.

The SPT best-fit β-model and GNFW model are shown in Figure 7.7. Since the models
are very similar, the fits are of roughly equal quality. The logarithmic ratio of marginal
likelihoods (see Equation 7.12) for the GNFW model compared to the β-model is R = −322,
indicating a preference for the latter. This preference is due primarily to 1ES 0657-56, and
to a lesser extent to A 2744. Both of these clusters are major mergers. Excluding the former
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Figure 7.7. Stacked radial profile and maximum likelihood β-model and GNFW model fits.
The plot extends to 2r500, which is approximately equal to the average virial radius for the
sample. The best-fit model profiles are computed from simulated processed maps in the same
way that the cluster profiles are computed (see Section 7.3.1), and are shown as a continuous
line only for the purpose of visualization.

brings the marginal likelihood ratio to R = −51, and excluding both brings the ratio to
R = −0.6.

7.4.3 Integrated y parameter and scaling relations

The integrated Compton-y parameter YSZ is expected to serve as a good proxy for mass,
and to be related to other physical properties of clusters by scaling relations. YSZ can
be computed either using the model fits discussed in Section 7.3.2, or using the model-
independent radial profiles. Since the large angular scale noise contributes strongly to the
model-independent estimate, we consider the model-dependent results to be slightly more
robust. The average ratio across the sample of YSZ computed from the β-model fit, to YSZ

computed from the GNFW model fit, is 1.06± 0.08 at r2500 and 1.19± 0.20 at r500. This is
due to the fact that a β = 0.86 model falls off more gradually at intermediate radius than
does the GNFW model with our best-fit structure parameters. Since the β-model is slightly
preferred over the GNFW model across our sample, we use the β-model fits to compute our
model-dependent results.

Both the model-dependent and the model-independent estimates of the integrated
Compton-y parameter are given in Table 7.4. Uncertainties are determined via Monte Carlo
methods, and the apertures are again determined from the temperature-radius scaling re-
lation. Since the slope of the temperature-radius scaling relation is relatively shallow, the
aperture radii vary only by ∼ 10% across our sample. We find that integrating out to a fixed
radius of order 1 Mpc does not significantly increase the scatter in the scaling relations.

The β-model and model-independent estimates at r2500 are in relatively good agreement,
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Figure 7.8. GNFW models with best-fit slope and concentration parameters from Nagai
et al. [2007], Arnaud et al. [2009], and this work. Note that the samples in each work differ
in characteristic redshift, morphology, and temperature. These results are indicative of the
consistency between X-ray and SZ pressure measurements.

with a ratio of model-dependent to model-independent YSZ of 0.99±0.22. Significant scatter
is seen at r500, where the ratio is 1.30 ± 0.56. The model-independent SZ signal is less
well-constrained at larger radius due to its lower amplitude and to the large angular scale
confusion discussed in Section 7.3.3. The model-dependent estimates are less affected by
confusion, as noisier modes are down-weighted in the model fitting process. We therefore
use the β-model estimates to explore scaling relations with X-ray values, which are also
derived in a model-dependent manner.

Halverson et al. [2008] have recently observed 1ES 0657-56 with the APEX-SZ exper-
iment, and have fit an ellipsoidal β-model to their 150 GHz SZ map. Since we assume
azimuthal symmetry and fit models to the radial profiles rather than the maps, we cannot
perform a directly comparable fit. However, we can compare our respective estimates of YSZ.
The APEX-SZ best-fit ellipsoidal model yields (YSZ,2500, YSZ,500) = (30±5, 66±18)×10−11 sr,
which is consistent at the ∼ 1σ level with both the model-dependent and model-independent
SPT results.
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The β-model estimates of YSZ,500 are plotted versus X-ray estimates of gas mass and YX

in Figure 7.9. YX = MgaskTe is an X-ray observable analogous to YSZ [Kravtsov et al., 2006],
which we convert to units of steradians as in Bonamente et al. [2008]. Only clusters with
published values of gas mass and electron temperature from the references in Table 7.1 are
included in the plots. Several clusters have multiple published X-ray estimates of electron
temperature and gas mass. For our plots in Figure 7.9, we chose to adopt the Zhang et al.
[2006, 2008] results where available, since these samples had the largest overlap with our
own. For different choices of published X-ray values, we find scaling relation parameters
that are consistent at the 2σ level.

YSZ is also expected to scale with electron temperature and total mass. However, the
reported errors in the X-ray estimates of electron temperature vary widely across our sample,
and different analyses of the same clusters often produce inconsistent results. The X-ray
total mass estimates are determined under the assumption of hydrostatic equilibrium, and
the errors are quite large. For this reason, we do not include the total mass and electron
temperature scaling relations in this work. In a future work, we will pursue a joint SZ and
X-ray analysis which can more appropriately incorporate these uncertainties.

The YSZ-gas mass plot is in a form readily comparable to the scaling relation given in
Bonamente et al. [2008]:

YSZD
2
A ∝ f−2/3

gas M5/3
gas E(z)2/3 (7.13)

where DA is the angular diameter distance, fgas is the gas mass fraction (which we assume to

be constant), E(z) is given by
√

ΩM(1 + z)3 + ΩΛ, and Mgas is the cluster gas mass. We fit
for the gas mass scaling relation in log-log space using the method described in Marrone et al.
[2009], assuming a scaling in the form Y = α+βX and allowing for intrinsic scatter. We find
α = −5.73± 0.43 and β = 2.12± 0.45. The best-fit intrinsic scatter in this scaling relation,
in terms of a percentage change in Mgas at fixed YSZ , is 14± 10%. If we substitute YSZ,2500

for YSZ,500, we find a similar scaling relation with Mgas,500: α = −5.92±0.41, β = 1.97±0.44,
and a scatter of 15± 11%.

The gas masses of two clusters in our sample, 1ES 0657-56 and RXCJ0232.2-4420, are
estimated both from Chandra data in Maughan et al. [2008] and from XMM data in Zhang
et al. [2006]. In both cases, the Maughan et al. [2008] estimates (2.31+0.01

−0.01 × 1014M� for
1ES 0657-56 and 1.20+0.01

−0.02 × 1014M� for RXCJ0232.2-4420) are larger than the Zhang et al.
[2006] results we have adopted. If we instead adopt the larger values, we find β = 1.85±0.43,
consistent with the self-similar expectation.

The YSZ-YX relation is expected to have a small scatter and to have a slope of 1.0.
Our best-fit power law parameters are α = 2.42 ± 0.87 and β = 1.56 ± 0.21, with an
intrinsic scatter of 12± 12% in YX . Substituting YSZ,2500 for YSZ,500 gives a scaling relation
of α = 1.69±0.78, β = 1.46±0.20, and a scatter of 9±9%. While these slopes are inconsistent
with the expected value of 1.0, the discrepancy is largely due to the three lowest signal-to-
noise data points: A 3856, AS 0520, and A 3404. In the gas mass scaling relation, we found
that adopting independent published values of gas mass introduced significant variations
in the slope and offset. Since YX is computed from the same Mgas estimates, comparable
systematic uncertainties and offsets are expected. We therefore hesitate to draw conclusions
before performing a more uniform X-ray analysis.

We consider these YSZ-gas mass and YSZ-YX scaling relations to be reasonably consistent

100



with the self-similar values, and we find no measurable scatter within the limits of our
statistical and systematic errors. Previous studies [e.g., Mantz et al., 2009, Kravtsov et al.,
2006] have found that Mgas and YX scale with the total cluster mass with low scatter, and
these results indicate that YSZ as measured with the SPT should behave similarly. Future
joint analyses of X-ray and SZ data will further constrain these scaling relations, and will
provide better limits on any departure from self-similarity.

Figure 7.9. Comparisons between SZ and X-ray measurements within r500: YSZ −Mgas (left)
and YSZ − YX (right). X-ray values are taken from the references in Table 7.1, and clusters
without published values in these sources are omitted. SZ values are taken from the β-model
estimates in Table 7.4. The dashed lines represent the best fit power laws, and the dotted
lines represent the best bit powers law with the slopes fixed to the expected self-similar
values of 5/3 (left) and 1 (right).

7.5 Conclusions

In this chapter, I have summarized Sunyaev-Zel’dovich observations of 15 bright galaxy
clusters taken with the South Pole Telescope. The SZ signals were measured at 150 GHz,
and concurrent 220 GHz measurements were used to remove astrophysical contamination.
Radial profiles were computed for each cluster using a technique that accounts for the effects
of the beam and the time domain filtering, and simultaneously characterizes the correlated
errors due to detector and atmospheric noise.

The profiles were fit both to a β−model and to a generalized NFW model [Nagai et al.,
2007]. By scaling and stacking the SPT profiles, and allowing the structure parameters of
the models to vary, we obtained self-similar pressure profiles that agree closely with previous
X-ray and SZ results. For the β−model, we found β = 0.86±0.09 and rcore/r500 = 0.20±0.05.
For the GNFW model, we found (αn, βn, γn, c500)=(1.0, 5.5, 0.5, 1.0), similar to the parameters
found by Nagai et al. [2007] and Arnaud et al. [2009]. The SPT data do not strongly prefer
one model over the other. Our measurements show no significant difference between the
stacked SZ profile and the models out to the the virial radius. This is the first SZ-measured
constraint on cluster pressure profiles at such large radii.
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We also estimated the integrated Compton-y parameter YSZ for each cluster using both
model-dependent and model-independent techniques. The scaling relations between YSZ

and the X-ray-determined Mgas and YX were found to be reasonably consistent with the
self-similar values. We find no measurable scatter in the scaling relations, indicating that
the intrinsic and systematic scatter are likely to be low. Previous studies have indicated
that gas mass and YX scale with low scatter to the total cluster mass. These results indicate
that YSZ as measured with the SPT should behave similarly, which is encouraging for the
ongoing SPT cluster SZ survey.

The data presented in this chapter demonstrate the utility of SZ measurements for char-
acterizing the ICM out to large radii. In future works, we will expand the SPT sample of
X-ray luminous clusters, and will include 95 GHz data in addition to 150 and 220 GHz. The
addition of a third frequency band will allow us to better remove astrophysical backgrounds
such as the CMB, thus improving our estimates of thermal SZ signals at large radii. Future
analyses will also combine SZ measurements with X-ray cluster observations in order to sep-
arately estimate the temperature and density of the ICM, and to determine the cluster gas
mass fractions.
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Appendix A

Hardware Manager and Fridge
Daemon Documentation

The hardware manager and fridge daemons are two of the major components of the
receiver control system described in Chapter 6. Both are multithreaded applications written
in C++, and both can be run either with or without the presence of the telescope control
system. The fridge daemon is the simpler of the two, but both programs are similar in their
design and implementation.

A.1 Fridge Daemon

The fridge daemon application runs on the receiver control computer, and communicates
with controller hardware originally designed for the ACBAR experiment. It is responsible for
operating the sorption fridge and associated housekeeping thermometry. Two PCI boards
are required to interface with the controller: an analog-digital converter (ADC), model
PCI-DAS6402/16 from Measurement Computing; and a digital input-output (DIO), model
PCI-7248 from ADLink.

All of the fridge software is stored in a CVS archive called fridge. The required Comedi
device interface software1 is included in the software subdirectory of the repository, and a
custom DIO driver written by Martin Lueker can be found in the heater driver subdirectory.
The low-level fridge hardware access code, much of which was written by former Berkeley
undergraduate Billy Mallard, is in the inc and src subdirectories. The configuration and
calibration files are in info, and the high-level daemon and scripting code discussed here can
be found in tools.

Upon startup, the fridge daemon process launches two threads: an updater thread and
a listener thread. The updater thread queries the ADC card for thermometry information
every n seconds, where n = 3 by default2. If necessary, it also issues commands over the
DIO card to adjust the gains of the GRT readout circuits. The listener thread accepts
TCP connections on port 57128, and upon receiving a request, launches a connection thread

1http://www.comedi.org
2The update interval can be changed by overriding the default value of updatetime in the FridgeManager

constructor; the FridgeManager is a helper object instantiated in the main() function of FridgeDaemon.cpp.
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with its own dedicated TCP connection. Many connection threads can exist simultaneously.
Each of these threads creates a set of commands, which clients can execute by sending an
appropriate block of XML over the TCP socket. XML command blocks take the following
form:
<Cmd type=”container”>
<Name type=”string”> command name </Name>
<parameter1 type=”parameter1 type”> parameter1 value </parameter1>
<parameter2 type=”parameter2 type”> parameter2 value </parameter2>
...
</Cmd>
If command name matches the identification string of any of the connection’s command
objects, then the execute method of that command object called, and is passed a copy of
the XML block to be parsed for parameter values.

Three types of hardware resources are handled by the daemon: thermometers, which
may be either diodes or germanium resistance thermometers (GRTs); heaters; and gas gap
heat switches. The hardware is capable of controlling 12 diode thermometers, four GRT
thermometers, and 8 heaters; a switch counts as one diode thermometer and one heater. Each
resource has a name associated with it, and the daemon maintains a mapping between the
name strings and the physical hardware addresses. This mapping, along with the calibration
files for the thermometers, is specified in the info/FridgeConfig default.xml configuration file.
In the name strings, we refer to the 3He cold head as the UC (ultra cooler) and the 3He buffer
head as the IC (inter cooler). The SPT fridge controller resources are listed in Table A.1.
Some heaters and thermometers have the same name, but this does not introduce ambiguity
into any of the commands.

It is not expected that users will ever need to interact directly with the fridge daemon,
so the XML commands are not enumerated here. Instead, I describe the Python scripting
library used to send and interpret the commands. The fridge Python library consists of a
class called FridgeClient used for writing scripts and interfaces. A command line interface
(manual controller.py) and a curses-based monitoring program (monitor.py) are also pro-
vided, along with a number of scripts. The command line interface contains an online help
mechanism, and the monitoring program is not interactive.

The script tools/auto cycle.py, which runs a complete sorption fridge cycle without paus-
ing for any SQUID or bolometer tuning, is an instructive example of how to use the
FridgeClient class. Other useful scripts, including logger.py, bring uchead abovetc.py and
bring uchead tobasetemp.py, can also be found in the tools subdirectory of the CVS repos-
itory. Note that since the SPT telescope control system handles the data archiving on the
telescope, the fridge daemon itself does not store a record of temperatures; in laboratory
testing, the logger.py script is used to generate flat text log files.

The FridgeClient class provides the following methods:

IsAlive() Pings the daemon to see if it is running.

AllThermos(), AllHeaters(), AllSwitches() Gets lists of the resource names present in
the system.

GetTemp(name,raw=False) Get the most recently-read temperature measured by ther-
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Table A.1. Hardware resources managed by the SPT fridge controller.

Name Description ADC line DIO line

ICHEAD 3He buffer head GRT AdcGRT0 DioGRT0
UCHEAD 3He cold head GRT AdcGRT1 DioGRT1
ICSTAGE 3He buffer stage GRT AdcGRT2 DioGRT2
UCSTAGE 3He cold stage GRT AdcGRT3 DioGRT3
UCPUMP 3He cold pump diode AdcDiode0
4HEPUMP 4He pump diode AdcDiode1
ICSW 3He buffer pump switch diode AdcDiode2
DIODEB1 Auxiliary diode AdcDiode3
DIODEB2 Auxiliary diode AdcDiode4
DIODEB3 Auxiliary diode AdcDiode5
ICPUMP 3He buffer pump diode AdcDiode6
HEX Heat exchanger diode AdcDiode7
4HESW 4He pump switch diode AdcDiode8
DIODEB4 Auxiliary diode AdcDiode9
MAINPLATE Main plate diode AdcDiode10
UCSW 3He cold pump switch diode AdcDiode11
UCPUMP 3He cold pump heater AdcHeater0 DioHeater0
ICPUMP 3He buffer pump heater AdcHeater1 DioHeater2
4HEPUMP 3He buffer pump heater AdcHeater2 DioHeater1
UCSW 3He cold pump switch heater AdcHeater3 DioHeater3
ICSW 3He buffer pump switch heater AdcHeater4 DioHeater4
4HESW 4He pump switch heater AdcHeater5 DioHeater6
4KHEATER Main plate heater AdcHeater6 DioHeater5
STAGEHEATER 3He cold stage heater AdcHeater7 DioHeater7
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mometer name. By default, the calibrated temperature in Kelvin is returned. If the
raw parameter is set to True, the function will instead return the diode voltage in Volts
or the GRT resistance in Ohms.

GetHeater(name) and SetHeater(name,value) Get and set the current through heater
name in milliamps.

GetSwitch(name) and SetSwitch(name,value) Get and set the state of heat switch
name to conducting (True) or non-conducting (False).

GetExcitation(name) and SetExcitation(name, value) Get and set the excitation
level of GRT name. The excitation settings (0,1,2,3) correspond to (3 mV, 1 mV,
0.3 mV, 0.1 mV).

SetAutorange(name) Set GRT name to automatic ranging. This is the default behavior,
but it can be overridden by the SetGain command.

GetGain(name) and SetGain(name,value) Get and set the gain level of GRT name.
The gain settings (0,1,2,3) correspond to GRT resistance ranges of (1-10 Ω, 10-200 Ω,
200-4000 Ω, 4-80 kΩ). Normally, the software automatically selects the appropriate
gain setting; SetGain will override this behavior.

Calibrate() Forces the daemon to re-read the thermometer calibration files specified in
FridgeConfig default.xml.

FetchValues() Calls the GetAllRegisters XML command used by the SPT control system,
and returns the XML response. Useful for debugging only.

FetchDict() Fetches a Python dictionary of values corresponding to the temperatures,
heater currents, and so on. Used by the monitoring program.

These methods provide access to all of the fridge controller functionality.

A.2 Hardware Manager Daemon

The hardware manager daemon too is a multi-threaded application, with a listener thread
to accept TCP connections (on port 5207), and separate connection threads for each client.
Another thread maintains a queue of commands to be sent to the hardware over the serial
connection, issues them in the order in which they were enqueued. Like the fridge daemon,
the hardware manager daemon implements a number of low-level commands, a set of which
is associated with each connection thread. In addition, the hardware manager daemon also
has the ability to run certain higher-level algorithms, each of which runs in its own thread.
A TCP connection is maintained to the daemon controlling the high-speed DIO card, so
that commands and algorithms have the ability to acquire timestream data if necessary.

The source code for the hardware manager and DIO daemons is stored in a CVS reposi-
tory called MuxReadoutSoftware. The ReadoutHardware subdirectory in the repository con-
tains the low-level hardware objects and the hardware manager itself, and the code for the
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algorithms and commands is in the Algorithms and Commands subdirectories. MultiThread
and DIOUtils contain the DIO daemon and interfaces, which were written by Martin Lueker.
Config contains files that specify the addressing and configuration of resources within the
readout system, as described in Chapter 6. The remaining subdirectories contain various
utilities and drivers. Since the readout Python interface is relatively complex, it is broken
out into its own CVS repository called MuxUI. As before, I will defer discussion of the XML
command and algorithm framework in favor of the Python interface.

A number of Python objects are provided by MuxUI, most of which inherit from a base
ReadoutObject base class. This class, along with the MuxTCPClient and CommandFactory
helper classes, handles the XML communication with the daemon over TCP. Each Read-
outObject has a readout address (see Chapter 6), a TCP socket, and a client identifier string
associated with it; the client identifier is used for resource locking, which is disabled in the
SPT version of the fMUX software.

The classes derived from ReadoutObject are:

ReadoutSystem This object implements functions and algorithms that can be applied to
subsets of the readout system (such as mnetanal, which takes a network analysis on
many channels in parallel) or to the system as a whole (such as get all registers). It
also includes address resolution methods (such as get addr from bolo id), that scripts
can use to figure out which other ReadoutObjects to instantiate.

ReadoutBoard This object is used to directly set or get register values on the oscillator-
demodulator boards. It can also be used to power up or down any attached SQUID
controller boards.

ReadoutChannel This is the most frequently-used object in the MuxUI library. It is used
to get and set values associated with the bias, signal demodulation, and carrier nulling
of the detectors. Short bursts of AC and DC timestream data can be obtained from
ReadoutChannel objects and used for tuning or monitoring. A few simple algorithms
like I-V curves are also implemented as member functions.

SquidChannel Analogous to the correspondence between detectors and ReadoutChannel
objects, SquidChannel objects provide control and monitoring of the SQUID amplifiers.
These objects can be used to set or get biases, heater voltages, amplifier offsets, and
flux-locked loop states, and so on; member functions also provide access to simple
algorithms like V-Phi curves.

ReadoutChannelVec and SquidChannelVec These classes are vectorized versions of
the previous two classes, and are used to set or get the same value from several channels
in parallel.

Graphical user interface objects are provided for the ReadoutSystem, ReadoutBoard,
ReadoutChannel, and SquidChannel classes. These objects can be packaged together to
create useful control and monitoring interfaces such as MuxReadoutUI.py, which are often
used in laboratory testing. The graphical user interfaces notwithstanding, most interaction
with the readout system takes place via scripts, which can be run from the receiver computer
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command line or from the telescope control system. Most of these scripts take as an argu-
ment a list of readout addresses (defined in Chapter 6). The address parsing is done using
a common helper routine, so all scripts understand a variety of shortcuts and wildcards:

• 61:ra1 61:ra2 specifies two readout channels.

• 61:ra specifies a chain of eight readout channels.

• 61: specifies all 16 readout channels on board 61.

• 61-64:ra8 specifies channel a8 on four readout boards.

• 61:r?8 specifies channels 61:ra8 and 61:rb8.

• -f ChannelList specifies a file containing a list of channels.

Scripts with significant amounts of input and output store their data in timestamped
log directories. If a script is executed from the telescope control system, its output also
propagates into the telescope log files via the redirection of the standard output and error
streams. Each script ends by writing a status message to standard error in the form
%%%BEGIN STATUS
SUCCESS success
%%%END STATUS
where success is 1 when the script completes successfully, and 0 otherwise. If any errors or
messages are to be propagated to the main log file, a similar protocol is used over standard
error, with ERROR or MESSAGE in the place of STATUS, and with arbitrary strings in
the place of the SUCCESS field. Finally, the standard output stream is redirected to its own
log file.

Some useful readout scripts include:

summary.py This often-used script outputs a human-readable summary of a set of readout
channels, including oscillator-demodulator parameters and AC and DC output levels.

set oscdemod parameter.py This script uses ReadoutChannelVec to set oscillator-
demodulator parameters for a set of readout channels. The parameters include gain
settings, oscillator amplitudes and frequencies, and carrier and nuller potentiometer
levels.

set squidctrl parameter.py Similarly, this script sets SQUID channel parameters using
vectorized commands.

offset boloiv.py This script takes a bolometer I-V curve for a single channel using an offset
channel to measure the current amplitude. The I-V curve can be set to stop at a given
potentiometer value or a given fraction of Rn.

tune squids parallel.py The SQUID tuning algorithm is executed via this script, and the
output is stored in a format that can be examined using show tuning.py.
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biasup bolos.py This script biases a set of bolometers in the normal regime. Exceptions to
the default bias levels can be specified on the command line, or in exceptions files—tab-
separated text files containing lists of readout addresses and their desired amplitude
or potentiometer settings.

operate bolos.py Similarly, this script biases a set of bolometers into their transitions. The
transitions are identified by taking bolometer I-V curves in parallel for eight groups
of detectors, where each channel is assigned a group based on the last digit of its
readout address. The default values can again be overridden on the command line or
in exceptions files.

netanal.py Network analyses can be taken in parallel using this script.

fix flux jumps cold.py SQUIDs that have jumped to stable but sub-optimal operating
points can be recovered using this script.

null bolos.py and null fine.py These scripts perform coarse and fine carrier nulling rou-
tines on sets of readout channels.

While the existing library of scripts is sufficient to set up and operate the receiver during
normal operations, users are encouraged to write their own routines for testing and debug-
ging in the lab. The operate bolos.py script is particularly useful as a model, since it takes
advantage of many (if not most) of the readout scripting library features.
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Appendix B

Cluster Maps and Profiles

Shown below are the SPT maps and profiles for each of the clusters in this sample. Four
maps are shown for each cluster: the 150 GHz map (upper left), the 220 GHz map (upper
right), the band subtracted map (lower left), and a jackknife band subtracted map (lower
right). The pixel size is 0.25′, and each map is smoothed with a Gaussian with a full width
at half maximum of 1′. The 220 GHz maps contain more noise than the 150 GHz maps due
to lower sensitivity and higher-amplitude atmospheric fluctuations in the 220 GHz band.
The band subtracted map is calculated by applying a matched filter to the 220 GHz map
and subtracting the result from the 150 GHz map. The jackknife band subtracted map is
calculated by multiplying half of the single observation maps by −1 before coadding. The
locations of bright point sources that were removed are marked by crosses. The visible
structure to the east and west of the brighter clusters is due to the timestream polynomial
subtraction (see text), and is accounted for in the radial profiles.

The profiles are computed from the band subtracted maps using our knowledge of the SPT
beams and time domain filtering. Each profile point represents the average SZ temperature
decrement within a given radial bin. The dashed vertical line is an estimate of the cluster
virial radius given by

√
500/∆cr500, where ∆c is calculated using the approximation in

Bryan and Norman [1998]. For the lowest-redshift clusters, this radius is larger than 15′.
The algorithm used to derive the profiles is described in Section 7.3.1.
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Figure B.1. A 2744 maps (left) and profile (right). The four maps are 150 GHz (upper left),
220 GHz (upper right), band subtracted (lower left), and jackknife (lower right). Units are
µKCMB.

Figure B.2. RXCJ0217.2-5244 maps (left) and profile (right). Units are µKCMB.

Figure B.3. RXCJ0232.2-4420 maps (left) and profile (right). Units are µKCMB.
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Figure B.4. RXCJ0336.3-4037 maps (left) and profile (right). Units are µKCMB.

Figure B.5. AS 0520 maps (left) and profile (right). Units are µKCMB.

Figure B.6. RXCJ0528.9-3927 maps (left) and profile (right). Units are µKCMB.
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Figure B.7. RXCJ0532.9-3701 maps (left) and profile (right). Units are µKCMB.

Figure B.8. MACSJ0553.4-3342 maps (left) and profile (right). Units are µKCMB.

Figure B.9. AS 0592 maps (left) and profile (right). Units are µKCMB.
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Figure B.10. A 3404 maps (left) and profile (right). Units are µKCMB.

Figure B.11. 1ES 0657-56 maps (left) and profile (right). Units are µKCMB.

Figure B.12. RXCJ2031.8-4037 maps (left) and profile (right). Units are µKCMB.
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Figure B.13. A 3856 maps (left) and profile (right). Units are µKCMB.

Figure B.14. A 3888 maps (left) and profile (right). Units are µKCMB.

Figure B.15. AS 1063 maps (left) and profile (right). Units are µKCMB.

124


	List of Figures
	List of Tables
	Acknowledgements
	Introduction
	Overview
	Historical Context
	Thesis Outline
	Personal Contributions

	Cosmology
	The Standard Cosmological Model
	The Friedmann Equations
	Inhomogeneities

	Galaxy Clusters and the Sunyaev-Zel'dovich Effect
	Galaxy Clusters
	The Sunyaev-Zel'dovich Effect

	Cosmology and Cluster Physics with the SZ Effect
	The Structure of the ICM
	SZ Cluster Surveys
	Requirements for an SZ Survey Instrument


	The South Pole Telescope
	Observing Site
	Mechanical Design
	Optics
	Mirrors
	Lens
	Band-defining Elements

	Cryogenics
	Pulse Tube Coolers
	Sorption Fridge
	Cryostats


	Detector Array
	A Model Bolometer
	Operation
	Noise

	SPT Detectors
	Detector design
	Testing and characterization

	Focal Plane Performance
	2007
	2008
	2009
	Summary


	Readout System
	SQUIDs
	Principles of Operation
	SPT SQUID arrays

	The fMUX Readout System
	Cold Components
	Warm Components


	Receiver Control and Operation
	Receiver Control System
	Overview
	Daemons
	Scripting Interface

	Operating the SPT Receiver
	Receiver Setup
	Normal Observing
	Refinement and Optimization
	Status


	Cluster Observations
	Observations, and Data Reduction
	Observations
	Data reduction

	Sample selection and cluster maps
	Source contamination

	Projected radial profiles
	Profile computation
	Model fitting
	The effect of CMB and atmospheric noise

	Results
	Profiles and model fits
	Stacked profiles
	Integrated y parameter and scaling relations

	Conclusions

	Bibliography
	Hardware Manager and Fridge Daemon Documentation
	Fridge Daemon
	Hardware Manager Daemon

	Cluster Maps and Profiles



