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Role of Signal Transduction Domains in Histidine Kinase Evolution and Activity 

Bruk Mensa 

Abstract 

The process by which various upstream sensor and signal-transduction domains of 

bacterial histidine kinases (HKs) modulate the activity of the conserved autokinase domain 

remains poorly understood. Specifically, why do most HKs contain modularly inserted signal 

transduction domains? How do HKs robustly evolve and finetune the coupling between stimulus 

sensor domains and the conserved autokinase domain, which are often separated by 10s of 

nanometers? What is the role of these intervening domains in fine-tuning signaling parameters 

such as the minimum/maximum responsiveness, mid-point, and steepness of signal transition of 

an HK? In this work, we examine signal transduction through model E. coli HKs, PhoQ and CpxA, 

which contain one of the most abundant signal transduction domains in HKs, the HAMP domain. 

We first generate a large set of single-point mutants of PhoQ, and simultaneously measure the 

signaling state of the ligand-binding sensor and the kinase activity of the autokinase in vitro, at 

several inducing ligand concentrations to assess the coupling between these two domains. We 

demonstrate that point mutants in the HAMP signal transduction domain significantly modulate 

the coupled behavior of the sensor and autokinase, producing markedly varied ligand-dependent 

responses. We further use the insertion of poly-glycine motifs (Gly7) to decouple domains from 

one another and qualitatively show that, intrinsically, the sensor domain has a drastically poor 

ligand-dependent state transition propensity, and similarly, the autokinase domain has a 

drastically high basal kinase activity. The HAMP domain strongly couples to both domains and is 

sufficient to adjust these propensities to what is observed in the full length PhoQ. We suggest 
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that signal transduction in PhoQ occurs by an allosteric coupling mechanism, in which the HAMP 

domain strongly couples to and acts in opposition the underlying signaling state equilibria of 

PhoQ such that it is maximally responsive to physiologically relevant ranges of stimuli. We 

demonstrate the same phenomenon in two other E. coli HAMP containing HKs, CpxA and BaeS, 

and suggest this may be a common theme in the evolution of signal transduction domains in HKs. 

In order to quantitatively examine the feasibility of modulating various ligand-dependent 

properties that inform HK function through evolution, we next establish and experimentally fit a 

three-domain, two-state equilibrium allosteric signaling model. We demonstrate that small 

changes to the HAMP domain sequence allow for robust modulation of the signaling ensemble 

and provide quantitative measures for the strong modulation of both sensor and autokinase 

domains by the HAMP, as well as the effects of point-mutations and Gly7 insertions.  

We more fully examine the ability of the HAMP to couple strongly and influence the 

sensor and autokinase domains of PhoQ by introducing a large library of variants in the HAMP 

four-helix bundle hydrophobic core, as well as the junction between the HAMP and autokinase 

domains (the S-Helix) and selecting for variants with high PhoQ activity. We find that destabilizing 

the HAMP four-helix bundle hydrophobic core does indeed lead to higher kinase activity. 

Furthermore, we find that the wild-type S-Helix sequence is enriched in the high-activity 

population, along with sequences with comparable polarity or poor helical propensity. Taken 

together, these observations lend credence to the hypothesis that the thermodynamically 

preferred signaling state of the HAMP behaves as a negative allosteric regulator of the 

autokinase, and that this regulation is alleviated by destabilizing the core helical bundle structure 

as well as the alpha-helical motif that connects it to the autokinase. We investigate this 
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relationship further using a deep learning method to establish sequence-activity predictive 

relationships and extract structural features that are essential for this behavior. Finally, we 

examine the question of whether the HAMP domain exists in two distinct structural states, or 

rather conformational ensembles that can be classified into one of two functional states. We 

examine signaling through the HAMP domain of an E. coli histidine kinase, CpxA, by constructing 

a small library of structurally diverse inputs into the HAMP domain and evaluate the resulting 

autokinase activity as a function of several S-helix point mutations. This analysis allows us to 

discern the relationship between different signal inputs into the HAMP domain as the linkage to 

the output domain (autokinase) is varied. We find that the HAMP seems to have a 

multiconformational landscape that is not explained by 2 unique structural conformations. 

In this thesis, we show that the insertion of signal transduction domains in HKs can 

significantly alter both the intrinsic behaviors of sensor and autokinase domains, as well as the 

coupling between them. These properties can be well-described through a coupled two-state 

allosteric mechanism, and easily finetuned through simple mutations to the signal transduction 

domain and its linkage to adjacent domains to achieve the desired physiologically relevant 

activity profile. 
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Chapter 1: Examining the role of signal transduction domains in 
Histidine Kinase function and evolution 

 

Introduction 

Sensor Histidine Kinases (HKs) are a conserved signaling module in bacteria responsible 

for sensing a myriad of environmental stimuli and orchestrating transcriptional responses along 

with their cognate transcription factors (Response Regulator, RR) (1, 2). These sensors are 

implicated generally in environment sensing, and have been implicated in multi-drug resistance 

(3–5) and as master regulators of virulence programing in pathogenic bacteria (6, 7). While a lack 

of a full-length HK structure has hampered our understanding of the mechanism of signal 

transduction in these proteins, cytoplasmic domain structures have shed light particularly on the 

enzymatic core of this class of kinases. Several recent crystallographic snapshots of the 

autokinase domains of multiple HKs in various conformations (8–14), particularly CpxA and DesK, 

have shown distinct conformations involved in autophosphorylation, phosphotransfer and 

dephosphorylation that may be conserved across this family. While these works offer a 

conserved view of the catalytic cycle of the autokinase domain (15), the question of how these 

proteins couple a sensory event often several nanometers away to the modulation of this 

underlying activity remains unanswered. This question is especially perplexing in light of the 

various modular architectures of HKs, involving the insertion of one or more signal transduction 

domain between sensors and the conserved autokinase domain. It is abundantly clear that the 

same conserved autokinase domain that defines this protein class can be regulated by a myriad 

of structural inputs, ranging from short alpha-helical dimeric coiled coils, to well-folded tertiary 
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folds, such as HAMP, PAS and GAF domains (16, 17) (Figure 1.1). Moreover, it is clear from the 

representation of these folds in diverse protein classes that these domains evolved 

independently of HKs and were co-opted pervasively into functioning HK architectures. 

Therefore, they are likely to serve a generalizable function that is robust to evolutionary 

selection, and the construction of physiologically relevant sensors optimally positioned to 

respond to environmental changes. 
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Figure 1.1 - Modular architecture of histidine kinases. Various protein folds and numbers of 
signal transduction domains are found inserted between sensor (blue) and autokinase (purple), 
including simple coiled-coils (NsaS), HAMP (AF1503), PAS (VicK), GAF (Nlh2), Tandem HAMP 
(Aer2) and HAMP/PAS domain (VicK). Pdb codes are provided in figure, except for NsaS (NMR 
structure). 
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In this work, we create and evaluate the activity of a large set of single-point mutants and 

poly-glycine insertions in a model Gram-negative HK, PhoQ(18), whose sensor and autokinase 

domains are separated by an intervening HAMP signal transduction domain. The PhoPQ two-

component system is composed of a canonical transmembrane sensor HK that senses the 

presence of divalent cations (19, 20), and polycationic species such as antimicrobial peptides (21, 

22), and a cognate response regulator, PhoP (18, 23), which controls regulons pertinent to cation 

transport and outer-membrane remodeling (24–33).  The electrostatic repulsion between an 

acidic patch in the sensor domain and the negatively charged bacterial inner membrane in the 

absence of cations, and the bridging of these electrostatic interactions in their presence, is 

hypothesized to be the mechanism by which the sensor functions (34, 35). The kinase activity of 

PhoQ is repressed by divalent cation binding, whereas it is enhanced by the presence of 

antimicrobial peptides. PhoQ is additionally implicated in low pH sensing (36) via an interaction 

with the membrane protein UgtL (37), and has recently been suggested to respond to changes in 

osmolarity (38), although the mechanism is unclear. In previous work, our group generated 

distance restraints from disulfide scanning of the alpha-helical dimeric interface of the sensor 

and transmembrane domains of PhoQ. Using Bayesian inference, a two-state sensor 

conformational equilibrium was determined as the most parsimonious description of the 

population ensemble (39). Thus, PhoQ serves as an ideal system for investigating how the 

changes in the two-state conformational equilibrium of the sensor are propagated to modulate 

the kinase-phosphatase output of the autokinase domain. 

We create a set of 35 different PhoQ constructs, containing either single point-mutations 

or poly-glycine insertions away from the ligand-binding site of the sensor and the autokinase 
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domain, and simultaneously evaluate the sensor signaling-state and autokinase activity at 5 

different concentrations of Mg2+. This allows us to thoroughly interrogate signal coupling 

between the sensor and autokinase, and how it may be modulated by the intervening HAMP 

domain. We show that small changes to the HAMP domain, such as point mutations, can produce 

large changes in the coupling between sensor and autokinase. Furthermore, we use poly-glycine 

insertions between domains to uncouple the sensor and autokinase domains from the HAMP and 

show that the intrinsic behavior of these domains is considerably different from that in the fully 

coupled HK. Specifically, the sensor domain of PhoQ has a drastically reduced ability to transition 

to a Mg2+ bound signaling state when uncoupled from the HAMP. Similarly, the autokinase 

domain has high basal kinase activity when uncoupled from the HAMP. Coupling to the HAMP 

domain by itself is sufficient for restoring the behavior of the sensor and autokinase to that 

observed in the fully coupled HK. These experimental observations suggest that the HAMP 

domain significantly alters the underlying equilibria of the sensor and autokinase domains such 

that the fully coupled HK is maximally responsive to a physiologically relevant range of stimuli. 

The modular insertion of the HAMP allows for a robust modulation of PhoQ activity without 

changing the ligand-binding or enzymatic functions of the HK, providing a possible explanation 

for the ubiquity of similarly inserted signal-transduction domains in HK evolution. 

Finally, we develop an equilibrium model to demonstrate how the HAMP domain robustly 

modulates PhoQ signaling and allows for the facile evolution of different ligand-dependent 

behaviors. This model describes PhoQ as an allosterically connected three-domain protein, in 

which each domain samples a two-state equilibrium. We use our single-point and poly-glycine 

insertion experimental data to mathematically fit this allosteric coupling model and demonstrate 
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how the thermodynamically favored state of the HAMP couples strongly to both sensor and 

autokinase domains in the phosphatase state, producing an overall bistable sensor with a greater 

affinity for its ligand and lowered kinase activity. Changes in the intrinsic equilibrium of the 

HAMP, and its coupling strength adjacent domains dynamically adjusts the basal and maximal 

responsiveness of HK. 
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Figure 1.2 - PhoQ structure and function. (A) Molecular dynamics model of PhoQ highlighting 
the sensor (blue), signal transduction HAMP (white) and autokinase (purple) domains. Acidic 
patch residues involved in stimulus sensing in the sensor domain are shown in spheres. The 
catalytic residue (His277) is shown in spheres in the autokinase domain. Upon phosphorylation 
by PhoQ, the response regulator, PhoP (grey) can modulate the activity of its cognate 
promoters, which can be monitored using a beta-galactosidase reporter fusion. (B) PhoQ 
autokinase has high reporter activity at low divalent ion concentrations, which is turned off by 
high concentrations of Mg2+. Different point mutations of PhoQ produce various Mg2+ 
dependent response, including ‘locked’ phenotypes (red), enhanced kinase (green), enhanced 
phosphatase (blue) and wild type-like (black). (C) PhoQ sensor domain has Y60C high cross-
linking efficiency at low [Mg2+], which is reduced by Mg2+ binding. Different point mutants can 
shift Mg2+ dependent behavior to more (blue) or less (green) sensitive to ligand-based state 
transition.  
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Results 

Concerted vs. Allosteric signal transduction mechanism 

Binding of Mg2+ to the sensor domain of PhoQ results in the turning off of kinase activity 

in the autokinase in a ligand concentration dependent manner. In one limiting regime, signal 

transduction in PhoQ can be described in terms of a concerted structural rearrangement of the 

entire dimer that results from structural changes in the sensor domain due to ligand binding. In 

this regime, any structural changes in the sensor are necessarily propagated to the remainder of 

the HK, obligatorily tying the response behavior of the two domains. On the other end of this 

spectrum, signal transduction can occur not as concerted changes over the whole HK, but rather 

the mutual “coupling” of underlying two- or multi-state equilibria in adjacent, distinct domains. 

In this scenario, ligand binding would alter the conformational ensemble of the sensor, which in 

turn couples to the energetics of the conformational ensemble of the adjacent domain, the 

HAMP, with varying efficiencies. This in turn couples the intrinsic equilibrium of the autokinase, 

again with varying efficiencies. The modulation of the strength of these couplings would dictate 

the relative transition in activity of the autokinase in response to the ligand-driven transition of 

the sensor. Indeed, a concerted signaling mechanism is an extreme manifestation of an 

“allosteric coupling” model, in which a high degree of coupling results in, for all intents and 

purposes, a single conformational transition throughout the protein. If we are able to 

simultaneously observe the signaling states of the sensor and autokinase domains at various 

concentrations of ligand, we can assess where PhoQ lies in this spectrum of allosteric coupling. 
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Evaluating the activity of PhoQ sensor and autokinase domains 

In order to effectively study the coupling in structural transitions between the sensor and 

catalytic domains of PhoQ, we needed to establish robust experimental methods to evaluate 

these 2 domains. The activity of the autokinase of PhoQ goes from a high kinase activity state 

which phosphorylates the cognate response regulator PhoP at low Mg2+ (‘K’ state) to a low 

kinase/high phosphatase activity state which dephosphorylates PhoP at high Mg2+ (‘P’ state). The 

phosphorylation of PhoP was measured using an established reporter gene assay, in which a 

beta-galactosidase gene was appended immediately downstream of a PhoP regulated promoter 

(pmgtA, a magnesium transporter). Phosphorylated PhoP drives higher transcription of the 

reporter gene from the mgtA promoter, and serves as a proxy for the overall kinase activity of 

the PhoQ autokinase.  

The binding of ligand to the periplasmic domain is difficult to evaluate experimentally due 

to the complex binding mode of divalent cations in between the negatively charged surface of 

the bacterial inner membrane and the acidic patch residues of PhoQ. Fortunately, in the course 

of previous work (39), we identified multiple residues in the periplasmic domain of PhoQ that 

when mutated to cysteine showed Mg2+ dependent crosslinking efficiency. In particular, the 

mutant Y60C showed near-100% crosslinking efficiency at low Mg2+ concentrations and no 

detectible crosslinking at high Mg2+ concentrations. Therefore, Cys-60 crosslinking was used as a 

means of quantifying the two-state population partition of the PhoQ sensor domain. The ligand 

free ‘K’ state of the sensor has high Cys-60 crosslinking efficiency (and corresponds to high kinase 

activity), and the ligand-bound ‘P’ state of the sensor has low Cys60 crosslinking efficiency (and 
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corresponds to low kinase/high phosphatase activity), and these two states can easily be 

quantified by western blot. 

Equipped with a means of evaluating the functional states of both the sensor and 

autokinase domains of PhoQ, we are able to address the fidelity with which changes in the 

sensor-state are propagated to the autokinase. Initial comparison of the Mg2+ dependent activity 

of PhoQ suggest a strong coupling between the sensor- and autokinase- functional states, as seen 

in the similar Mg2+-dependent transitions between states for both domains in ‘wild type’ (Y60C) 

PhoQ (Figure 1.2B-C). However, we can modulate the basal and maximal activity of phoQ at high 

and low Mg2+ as well as the midpoint of transition between the K and P states of the autokinase 

through the introduction of various single point-mutations within the HAMP domain or at the 

sensor-HAMP interface (Figure 1.2B). Since these mutations are not affecting the ligand binding 

surface of the PhoQ sensor or the catalytic domains of the autokinase, they must be modulating 

the extent to which the sensor is coupled to autokinase response. Similarly, we see that 

mutations in the HAMP can alter the favorability of the Mg2+ binding dependent transition of the 

sensor from the K to the P state without altering the ligand binding surface itself (Figure 1.2C). 

The range of possible behaviors strongly suggests that signal propagation occurs by an allosteric 

coupling mechanism in which the HAMP can buffer or potentiate the ligand binding-dependent 

K to P transition of PhoQ in a tunable manner.  

Disrupting coupling between domains in PhoQ 

Having established a seemingly strongly allosterically coupled wild-type HK, we sought to 

examine the effect of purposefully uncoupling the sensor from the autokinase at various domain-

domain junctions. Since the sensor and HAMP domains are connected by a dimeric alpha helical 
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coiled-coil between transmembrane helix 2 of the sensor and helix 1 of the HAMP, we inserted a 

7-Glycine sequence which has very poor helicity at this junction (between PhoQ res. 219 and 220, 

“Sensor-HAMP Gly7”). This allows us to observe the intrinsic ligand-dependent transition of the 

sensor domain when structurally decoupled from the HAMP and autokinase of PhoQ. We find 

that the Gly7 insertion strongly destabilizes the ‘P’ state of the sensor, as indicated by its high cys-

60 crosslinking even at high [Mg2+] (Figure 1.3A). We then migrate the Gly7 motif to the HAMP-

autokinase junction (between PhoQ res. 260 and 261, “HAMP-autokinase Gly7”), thereby 

restoring the alpha-helical coupling between the sensor and the HAMP. This is sufficient to 

restore the Mg2+ binding dependent transition of the sensor to the ‘P’ state, as indicated by the 

low Cys-60 crosslinking efficiency at high [Mg2+] (Figure 1.3A). This suggests that the sensor 

domain is intrinsically very stable in the ‘K’ state, to the point that it becomes Mg2+ insensitive. 

The HAMP structurally couples to act in opposition to this preferred sensor ‘K’ state sufficiently 

strongly such that it can now become sensitive to Mg2+ again. 

We next evaluated the effect of these two Gly7 insertions on the activity of the autokinase 

domain. The HAMP-autokinase Gly7 insertion disrupts the helical Signaling Helix (‘S-Helix’) motif 

that couples the HAMP to the autokinase, again due to poor helicity. When the autokinase is 

uncoupled in this manner, it has a high, ligand independent kinase activity, as indicated by high 

reporter gene transcription at both low and high [Mg2+] (Figure 1.3B). This indicates that the 

autokinase prefers to be in the ‘K’ state when uncoupled from the sensor + HAMP. When the Gly7 

insertion is migrated to the sensor-HAMP junction, thereby restoring the alpha-helical coupling 

between the HAMP and the autokinase, the autokinase now has low kinase activity, as indicated 
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by low reporter activity at both low and high [Mg2+] (Figure 1.3B). It appears the HAMP domain 

again couples to act in opposition to the intrinsic activity of the adjacent autokinase domain. 
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Figure 1.3 - Effect of disrupting allosteric coupling between domains. (A) Measured 
crosslinking of sensor at low and high Mg2+. Sensor is Mg responsive in wild type PhoQ. The 
sensor in isolation remains at high crosslinking efficiency even at high [Mg2+], but the addition 
of the HAMP domain back to the sensor is sufficient to restore wild type Mg2+ responsiveness. 
(B) Measured kinase activity at low and high [Mg2+]. Kinase is responsive to Mg2+ in wild type 
PhoQ. The Kinase domain in isolation has high kinase activity, which is repressed by the 
addition of the HAMP domain. Error bars are ±standard deviation for indicated biological 
replicates.  



 14 

Structural perspective of HAMP coupling to sensor and autokinase 

The HAMP domain is a well-folded globular domain that has been co-opted in the many 

classes of proteins, for which it is named (40), rather than a structural motif that has repeatedly 

convergently evolved in various histidine kinases. In the few multidomain structures and high-

resolution models of histidine kinases containing a HAMP, the sensor-HAMP junction features 

disruptions to the coiled-coil geometries of the region (39, 41–43). Previous work from our lab 

has shown that the crosslinking efficiency of cysteine mutants in the TM2 helices of PhoQ show 

a canonical coiled coil heptad repeat pattern of crosslinking that is disrupted at the TM helix2-

HAMP helix1 junction, presumably due to local disorder or splaying apart of the coiled coil (39). 

Earlier work has also suggested the presence of a polar hydrated hemi-channel in the c-terminal 

end of the PhoQ TM bundle, coordinated by a buried polar residue in the TM bundle (Asn202) (44). 

Furthermore, structures of sensory rhodopsin II transducing complex (HtrII) also show potential 

hydration of the c-terminal end of the TM bundle (45). Lastly, the strong sequence conservation 

of a proline residue in the transmembrane-HAMP junction (46, 47), as well as poly-glycine motifs 

similarly situated in chemotaxis proteins (43, 48, 49) suggest a local disruption of the helical 

junction. Indeed, the recently determined multi-domain structure of NarQ in apo and holo states 

shows a rigid body hinge-like motion about a conserved proline between the sensor-TM and 

HAMP domains (50). Similarly, the junction between the HAMP and autokinase domains is a 

conserved motif called the Signaling Helix (S-Helix), which is characterized by an apparent 

insertion of 1, 3 or 4 residues into the otherwise canonical coiled coil dimeric interface (51). This 

motif is found to be often rearranged structurally to allow for the symmetric-asymmetric 

transitions observed in several auto-kinase structures. 
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Allosteric coupling mechanism for signal transduction in PhoQ 

Our data indicate that the sensor and autokinase domains of PhoQ have intrinsic 

equilibria that strongly favor the ‘K’ state but are destabilized by unfavorable coupling to the 

HAMP domain. This presumably results in a strained full-length protein that can sufficiently 

transition to the ‘P’ state through ligand binding. In order to further evaluate the effect of the 

HAMP domain in the bistability of PhoQ as a whole, we established a simple allosteric model for 

signal transduction, in which PhoQ is represented as 3 domains: the “sensor” comprising of the 

periplasmic and transmembrane domains, the “HAMP” signal transduction domain, and the 

catalytic “autokinase” domain, with each domain allowed to sample a two-state equilibrium 

(Figure 1.4). Each domain equilibrium is then energetically coupled to the adjacent domain with 

varying efficiencies. The choice of a three-domain, two-state mechanism is informed both by 

experimental evidence for two-state equilibria in many HK domain structures, as well as the 

granularity of the question posed in this work. By definition, some change must occur in each 

domain for signal propagation, thus requiring a minimum of two signaling states in each domain, 

while additional states can be allowed. From a functional standpoint, a two-state definition offers 

intuitive classifications of what could be multiple structural states in a signaling ensemble; a 

sensor domain can be described as an apo ‘K’ state or holo ‘P’ state as discussed above, and 

similarly, a kinase domain can be described as high kinase-activity ‘K’ state or low kinase high 

phosphatase-activity ‘P’ state. The two functional states of the PhoQ sensor in particular map 

over well to the two-state structural equilibrium of the sensor that have been elucidated by 

Bayesian inference modeling of disulfide crosslinking efficiencies of the periplasmic and TM2 

bundles (39). The autokinase domain of HKs has several distinct structural states and has been 
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elucidated in more than 2 distinct conformations, but many of these states are part of the 

enzymatic cycle necessary to generate one of two functional outcomes: a phosphorylated 

response regulator, or a dephosphorylated response regulator. This provides a function based 

two-state definition, in which ensembles that promotes ATP binding, autophosphorylation and 

phosphotransfer can be classified as ‘K’ state, and ensembles that promote the 

dephosphorylation of the response regulator as ‘P’ state. Our model is further evaluating the 

coupling of the sensor and autokinase domains to the signal transduction HAMP domain and how 

this allows for the modulation of the ‘K’ to ‘P’ state transition of PhoQ on an ensemble level. Since 

the HAMP domain doesn’t have a direct experimentally determined output for its signaling states 

similar to the ‘K and ‘P’ states of the sensor and autokinase, we simply refer to the two signaling 

states as ‘H1’ and ‘H2’. 

With these definitions, each of the 3 domains of PhoQ is allowed to sample two signaling 

states within the full-length protein with an intrinsic equilibrium constant, Ki, and a 

proportionality of difficulty in this structural transition based on the signaling state of neighboring 

domains, αi (Figure 1.4B). The sensor interconverts between the high-Mg2+ affinity ‘P’ state, and 

a low-Mg2+ affinity ‘K’ state with an equilibrium constant K1, and similarly, the autokinase 

transitions between the low-kinase/ high phosphatase activity ‘P’ state and the high kinase-

activity ‘K’ state with an equilibrium constant of K3. The intervening HAMP domain can 

interconvert between signaling states H1 and H2, with an associated equilibrium constant, K2. α1 

describes the relative strength in coupling between the sensor and the two states of the HAMP, 

and α2 the difference in coupling strengths between the autokinase and the two states of the 

HAMP. Finally, we allow Mg2+ to bind to the two sensor states, ‘P’ and ‘K’, with two affinities (KdP, 
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KdK) and alter the phoQ signaling ensemble state. Altogether, this scheme defines an equilibrium 

population of 8 distinct conformational states, each with a Mg2+-bound and Mg2+-free form, 

which can be partitioned according to a phenotype of interest (sensor crosslinking competency 

or PhoP phosphorylation/transcriptional activity) (Figure 1.4B). Four of these states have 

correlated sensor and autokinase activities (both kinase or phosphatase, K-H1-K, K-H2-K, P-H1-P, 

P-H2-P), whereas the remaining four allow for uncoupled responses. 

In order to overcome the over-parameterization of our model, which is necessitated by 

the nature of the question we are answering, we used several single-point mutations in the 

sensor and HAMP domains to perturb signaling in the protein in a variety of manners while 

staying away from residues directly involved in Mg2+ binding (acidic patch residues) and kinase 

activity (the entire catalytic domain) (Figure 1.7). We also combined selected HAMP mutants with 

Gly7 disconnections to further constrain the parameter space. All together, we provided 55 

independent pairs of Mg2+-dependent sensor-crosslinking and kinase-activity curves that were 

simultaneously determined from the same samples at 5 different [Mg2+] for a total of 55 x 2 x 5 

= 550 measurements of kinase activity and sensor crosslinking fractions, representing 35 types 

of unique sequence perturbations throughout the PhoQ sequence. 
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Figure 1.4 - Two-state allosteric coupling model for PhoQ signaling. (A) Model of PhoQ 
showing domain structure. “Sensor” (PhoQ1-219, blue), “HAMP” (PhoQ220-260, white) and 
“Autokinase” (PhoQ261-494, purple) domains are allowed to exist in two-state equilibria and 
couple allosterically (B) Allosteric coupling scheme describing all possible transitions for a two-
state, three-domain equilibrium. Each domain is allowed to sample a two-state equilibrium with 
equilibrium constants K1, K2, K3 for sensor, HAMP and autokinase respectively. Neighboring 
domains are allosterically coupled with efficiencies α1 (sensor-HAMP) and α2 (HAMP-
Autokinase). The sensor is allowed to bind Mg2+ in both signaling states with dissociation 
constants KdK (low affinity, “kinase on” state) and KdP (high affinity, “kinase off” state). Fraction 
of PhoQ with kinase in active state, or sensor in cross-linking competent state are calculated as 
shown and elaborated in the methods section.  
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Fitting crosslinking and activity of PhoQ and mutants 

In order to fit our experimental data to our model, we partition our model populations 

according to the desired experimental outcomes; sensor crosslinking and autokinase activity. 

Populations with the sensor in the ‘K’ state represent high crosslinking efficiency populations, 

and similarly, populations with the autokinase in the ‘K’ state represent kinase-active populations 

(Figure 1.4B). These populations are summed up and divided by the total ensemble to yield 

[Mg2+] dependent expressions of crosslinked and kinase-active fractions, as detailed in the 

methods section. Experimentally, we provide simultaneously determined sensor-crosslinking 

fraction and kinase activity data at 5 different concentrations of Mg2+ to fit using our model. In 

cases where replicate experimental data is available, replicates are treated independently in an 

effort to give proportional representation, and therefore weight, to such data in our global fitting. 

The 7 parameters in our model, K1, K2, K3, α1, α2, KdK and KdP, as well as a global Vmax 

parameter for kinase activity, ‘S’, are fit to our 550 experimental observations, allowing all 

parameters to be constrained globally across all datasets, with parameters describing the effect 

of a point mutation allowed to float locally to account for its effect. Mutations in a domain that 

are away from domain-domain junctions are allowed to perturb the equilibrium constant of the 

domain they reside in (i.e. K1, K2, K3). Mutations near domain-domain junctions are additionally 

allowed to perturb the relevant allosteric coupling constant (α1, α2). The remaining parameters 

are restrained globally across all datasets. The identity of parameters varied for each PhoQ 

construct is listed in Figure 1.6. 
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Results of allosteric coupling model fitting 

Our fitting resulted in non-linear overall R2 correlation of 0.88, with most datasets 

showing remarkably good fits, given the constrains of our fitting algorithm (see methods for 

details of fitting). The most stringent test for the quality of fitting is the fit of the “wild type” 

(Y60C) PhoQ activity and crosslinking data. Every parameter for these two curves is fit globally 

across all datasets, and is therefore constrained to satisfy the entire dataset, whereas point 

mutations/ Gly7 disconnections allow for one or more parameters to be locally fit to account for 

the mutation itself. As shown in Figure 1.5A, we obtain good global fits for both the activity and 

crosslinking of wild type PhoQ.  The fit for activity shows a shallower transition from high to low 

activity than the data, perhaps owing to the unknown stoichiometry and cooperativity of Mg2+ 

binding by the sensor, which we have simplified to 1 binding site per monomer in our model. Fits 

for all 35 point mutants and Gly7 disconnections are shown in Figure 1.8. Our model shows good 

fits to a vast majority of our experimental inputs. Parameter fit quality and confidence intervals 

of parameter values is discussed in proceeding sections.  

In general, the results of our fit are consistent with the observations made in Figure 1.3 

that a bistable full-length molecule results from strained connections through the HAMP. The 

sensor domain has a large equilibrium constant, K1 = 950, reflecting the strong propensity of the 

domain to be in the high crosslinking ‘K’ state. However, due to the unfavorable coupling (α1 = 

0.003) to the thermodynamically preferred ‘H2’ state of the HAMP (K2 = 22), the sensor 

equilibrium is ameliorated to a modest K1.α1 = 5.04. Similarly, the autokinase has a propensity to 

be in the high-kinase activity ‘K’ state, with a moderate equilibrium of S.K3 = 1.02. However, when 

coupled to the preferred ‘H2’ state of the HAMP, this propensity is greatly reduced by a factor of 
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α2 ≤ 10-3. Further description of the results of this allosteric fit, including quality of fit, and the 

interpretation of parameter values is discussed at length in the proceeding sections. 

In order to visualize the [Mg2+]-dependent population transition of the population 

ensemble, we plotted the fraction of each of the 8 signaling states as a function of Mg2+, as 

colored by fraction of crosslinking or kinase activity arising from each signaling state. All four 

crosslinking-competent species, KH1P, KH1K, KH2P, KH2K are depleted due to the [Mg2+] 

dependent transition of the sensor from ‘K’ to ‘P’ state, as expected, with almost all of the 

observed population ensemble crosslinking transition resulting from the transition of KH1P to 

PH2P states, with minor contributions from KH2P to PH2P transition (Figure 1.5B). The activity of 

the autokinase is also depleted due to Mg2+ binding as expected, coming almost entirely from 

the depletion of the KH1K to PH2P state (Fig 1.5B). The PH2P state accumulates in all these 

transitions with increasing Mg2+ concentrations and is the primary species at high Mg2+ (93%), 

with minor accumulation of the PH1P state (4%). Again, the relative abundance of these PH1P and 

PH2P states is dictated by the stability of the HAMP, K2 = 22. Figure 1.6 shows how select point 

mutations which affect HAMP coupling modulate this population ensemble transition. We can 

see that the basal and maximal activities of PhoQ can be modulated by leveraging the change in 

HAMP coupling due to mutation to adjust the abundance of population species that are normally 

minor contributors to observed sensor crosslinking and autokinase activity. 
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Figure 1.5 - Fitting of WT activity and crosslinking. (A) Total sensor crosslinking fraction (top) 
and kinase activity (bottom) as a function of [Mg2+]. Fits are shown in dashed lines. Data error 
bars are +/-SD. (B) [Mg2+] dependent contribution to total sensor crosslinking and autokinase 
activity for all 8 singling states of the PhoQ ensemble. Note that two species, KH1K and KH2K 
have both sensor crosslinking and kinase activity. 
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Figure 1.6 - Fitting of activity and crosslinking for select mutants. Autokinase activity and 
sensor crosslinking efficiency fits for wildtype (Y60C) and 5 point-mutants with a breakdown of 
the population fractions contributing to observed activity and crosslinking shown below.  
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Figure 1.7 – Location of PhoQ mutants used in fitting. Parameters that were varied to fit 
mutations are indicated above.  
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Figure 1.8 - Fitting of mutant and Gly7 constructs. Measured kinase activity (red circles), kinase 
activity fit (red line), measured crosslinking efficiency (blue triangles) and crosslinking fit (blue 
line) are shown for entire PhoQ mutation dataset. Error bars are +/-SD where applicable. 
Position of mutants is shown on PhoQ model (left) and color coded by locally varied parameters 
so as to match Figure 7.   
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We were also able to obtain good fits to data from the vast majority of single point 

mutants and Gly7 disconnections by locally varying the pertinent parameter (Figure 1.8). Figure 

1.7 shows the location of each mutation in a model of PhoQ color-coded by the identity of the 

locally varied parameter, and values for each parameter fit are described in Table 1.1. While the 

vast majority of our datasets were fit nicely with our allosteric model, some data-sets had poor 

fits, particularly in the prediction of sensor fraction(crosslinked) and are highlighted in Figure 

1.10. For I221F, L224A and A225F point mutants, there is a tendency for the model to predict 

higher crosslinking efficiencies at low [Mg2+] as compared to the data (Figure 1.10A-C); we expect 

this is in part due to potential over-estimation of un-crosslinked PhoQ in our experiments as a 

result of contamination by cytoplasmically expressed, but not yet membrane-inserted protein, 

which would be expected to remain un-crosslinked. There are also cases where the mid-point of 

transition is poorly fit (L254A, L258A), potentially owing to our choices of parameters to locally 

float for these mutants (Figure 1.10D-E). Indeed, significantly better fits were obtained by 

altering the parameters varied for these mutants from K2 + α2 to K3 + α2. This may suggest that 

these residues are involved in the underlying equilibrium of the autokinase domain itself due to 

their proximity to the S-helix (PhoQ 261-270). We also observe that both K3 and α2 drift to their 

lower parameter-bounded limits for these two mutants. This may explain why the mid-point of 

transition is still poorly fit, despite marked improvement compared to K2 + α2 fits. Some 

combinations of mutants also had poor fits to crosslinking fraction (S217W + HAMP Gly7, N255A 

+ HAMP Gly7, Y265A + Sensor Gly7, Figure 1.10F-H). These may benefit from varying additional 

parameters that may be affected locally by the Gly7 insertion, such as K2 for ‘+ HAMP Gly7’ 

constructs and K1 for ‘+ Sensor Gly7’ constructs. While these mutationss can possibly benefit from 
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additional local variation of parameters, some mutations can be fit with fewer local parameters 

than were allowed in the fit, as the values for some of these locally fit parameters remain close 

to the globally fit value. K1 (A225F), K2 (I221F, A225F, E233A, R245F), and K3 (N255A) are likely 

dispensable for the fit and are highlighted in Table 1.1 (green). Despite this, the overall quality of 

fits is excellent given the global constraining of parameters and shows that it is possible to explain 

the various activities of PhoQ using a three-domain, two-state allosteric model and localizing the 

perturbation to a domain, rather than the entire protein. While iterative improvements to overall 

fit are possible by refining the choice of globally and locally fit parameters, we opted to remain 

with the classification of parameters that results from the expectation due to position of 

mutations on PhoQ structure. 
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Figure 1.9 - Confidence intervals for fit parameters. Bootstrapped confidence intervals for the 
63 parameter sets fit in allosteric model. Parameter values and affected mutations are listed in 
Table 1.2.  
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Figure 1.10 - Poor fits in allosteric model fitting. Poor fits were obtained for crosslinking at low 
[Mg2+] for (A) I221F, (B) L224A and (C) A225F. Poor midpoints of crosslinking transitions were fit 
for (D) L254A and (E) L258A. Some combinations of mutations had poor crosslinking fits (F) 
S217W + HAMP Gly7, (G) N255A + HAMP Gly7 and activity fits (H) Y265A + sensor Gly7   
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Covariability and sensitivity analysis of parameters in allosteric model 

Parameters of an allosteric model are expected to have strong correlations due to the 

nature of allostery itself. For instance, the parameter for Mg2+ affinity to the sensor domain 

should compensate effectively for the parameter of the intrinsic equilibrium of the sensor 

domain itself, K1. To a first approximation, the effect of lowering the affinity of Mg2+ for the sensor 

‘P’ state is the same as lowering the equilibrium towards the ‘P’ state. Similarly, the parameter 

‘S’ can largely compensate for K3, as higher kinase activities can be a result of increased 

fraction(active kinase) or higher catalytic efficiency. This covariability is also inherent to the 

equilibrium and coupling constants themselves. An adjacent domain can have a strong intrinsic 

equilibrium which couples weakly to a neighboring domain (large Ki, small αi), or a weak intrinsic 

equilibrium which couples strongly to a neighboring domain (small Ki, large αi) and result in 

similar modulation of the equilibrium of that neighboring domain. In other words, sometimes, 

the product of variables is better defined than the individual variables themselves. This 

phenomenon is common in linked equilibria, such as equilibria describing monomer-multimer or 

folding-unfolding transitions, where often, intermediate equilibrium constants for lowly-

populated species are poorly defined, while the overall equilibrium constant is well-defined.  

In Figure 1.11, we analyze the independence of each parameter in multiple ways. Each 

panel shows the effect of varying a given parameter as all other values are held constant for the 

Y60C wildtype kinase activity and sensor crosslinking fits. To the right of these fits, two metrics 

showing the overall convergence of the parameter fit are displayed. We calculate a bootstrapped 

confidence interval for each global parameter, as well as the effect of varying the indicated 

parameter while holding all other parameters constant on the global fit-quality across the entire 
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dataset is shown (see Methods). 7 of the 8 global parameters have well defined confidence 

intervals and minima in their global fit residuals when varied individually. The exception is the 

‘α2’ parameter, which drifts to one end of the explored parameter range. α2 describes the relative 

abundance ‘sensor-H2-P’ and ‘sensor-H2-K’ state. Since H2-P is a strongly coupled state, α2 must 

be small so as to prevent uncorrelated activation of the autokinase. As α2 gets lower, this weakly 

coupled ‘sensor-H2-K’ state population fraction asymptotically approaches 0. Thus, while we can 

provide an upper bound for α2 based on experiment sensitivity of autokinase activity as 

determined by gene-reporter assays, we cannot fit the fraction of this very low-abundance 

population to arbitrary precision. As can be seen in Figure 1.11, the quality of the global fit is 

insensitive to α2 lower than ~10-3 and does not produce any changes to the calculated Mg2+ 

response activity or crosslinking curves at these values, but nonetheless continues to drift lower 

due to infinitesimal improvements to overall fit quality.  

While some covariability is apparent between K3 and S parameters, we find that all 8 

parameters are truly independent and can only compensate for each other adequately in a small 

subregion of the overall explored parameter space. As can be seen in the top left panels, both 

‘KdP’ and ‘K1’ parameters similarly vary the midpoint of Mg2+ response as well as the asymptotic 

values of activity and crosslinking at high Mg2+ when varied. However, they vary in their ability to 

modulate the steepness of activity and crosslinking transition and are therefore well defined. 

Similarly, both ‘S’ and ‘K3’ largely raise or lower thresholds of kinase activity (Figure 1.11, 3rd row). 

However, only K3 can additionally modulate sensor crosslinking activity, as well as change the 

shape of the Mg2+ - responsive curve itself as the ‘S’ parameter is absent from the crosslinking 

fitting equation. Figure 1.12 demonstrates how the covariability between K3 and S shifts as we 
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explore the parameter space. In regions of parameter space where S is small and K3 is large, ‘K3’ 

and ‘S’ adequately compensate for one another, and as such the product, S.K3 is better defined. 

But this ability to compensate is compromised as the K3 parameter gets high enough.  

We also generated confidence intervals and parameter sensitivity analyses for each of the 

54 other parameters in our fit pertaining to locally fit parameters (Figure 1.9). As shown, a vast 

majority of the local parameters have well defined confidence intervals and residual minima. α2 

parameters for E233A, L254A, R256A, L258A and R269L drift to a minimum value as described 

above (also highlighted in Table 1.1, red). Additionally, K3 parameter drifts to the minimum range 

for 2 mutants, L254A and L258A as mentioned previously. We believe the purpose of this 

exercise, the exploration of possible ligand-dependent behaviors of PhoQ through an allosteric 

signaling mechanism that involves a signal-transduction domain, and the robustness with which 

it reproduces observed PhoQ function, is adequately accomplished with the obtained fit quality. 
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Figure 1.11 - Effect of varying parameters on WT fit. Predicted activity (red) and F(crosslinked) 
(blue) for wild type (Y60C) PhoQ. Parameters are varied to indicated range while holding all 
other parameters fixed in the global fit (WT fit value in bold font). Arrows show the behavior of 
curves as parameter value increases. Bootstrapped confidence intervals (top right) and sum of 
squared residuals for the entire global fit (bottom right) are plotted as a function of varying the 
indicated parameter. The parameter fit value is indicated with a red hash (|) on confidence 
intervals and a red cross (x) on fit sensitivity plots and summarized in Table 1.1.   
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Figure 1.12 – Effect of varying parameters ‘S’ and ‘K3’ while holding S.K3 constant. Both (A) 
autokinase activity and (B) sensor crosslinking (B) fits for wild type PhoQ do not change as ‘S’ 
gets smaller and ‘K3’ get larger (red traces) but are sensitive for smaller values of ‘K3’ and larger 
values of ‘S’ (blue traces).  
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Two-state allosteric signaling model fails to explain dataset 

Given the overparameterization of our allosteric model and the local covariability of 

variables within the parameter space, we examined whether simpler signaling models could be 

used to describe the activity of PhoQ and mutants. As mentioned in the previous section, global 

parameters ‘KdP’, ‘KdX’, and ‘S’ can be adequately folded into the core allosteric parameters K1 

and K3 respectively. However, that does not simplify the underlying allosteric model of signal 

transduction itself. Similarly, a 2-state definition is the minimum number of states required for a 

signaling protein. Therefore, to simplify the model, we must reduce the number of domains that 

are treated as distinct allosterically coupled entities. A single-domain model in which the entire 

PhoQ model is treated as one concerted domain is immediately discounted due to its inability to 

accommodate sensor and autokinase functions that are not perfectly correlated as a function of 

Mg2+ as discussed earlier; many mutants of PhoQ have such uncorrelated activities. However, a 

two-domain allosteric model could potentially explain our dataset, as it can produce every type 

of PhoQ sensor crosslinking-activity pair behavior in isolation. In such a model, PhoQ would be 

divided up into two domains, the “sensor” which encompasses the periplasmic, transmembrane 

and HAMP domains of PhoQ all together (PhoQ res. 1-260), and the autokinase (Figure 1.13A). 

These 2 domains are allowed to sample two-state equilibria with equilibria constants K1 and K3, 

as previously described, and have a single allosteric coupling constant, α, between them. As such, 

the model encompasses 3 instead of 5 allosteric parameters (K1, K3, α) as well as the global non-

allosteric parameters, KdP, KdK and S. When such a model is used to fit our entire dataset, we do 

not obtain good fits, particularly for the activity of the autokinase. Figure 1.13B shows the results 

of the two-state two-domain model on the Y60C dataset, in which all parameters are globally fit. 
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Due to the convergence of α = 0.94 globally, we observe effectively Mg2+ blind activities across 

the majority of our fits and it is not possible to simultaneously fit sensor crosslinking and 

autokinase activities simultaneously. As such, we propose that a minimum of 3 domains is 

necessary to explain the activity of PhoQ, given the two-state assumption. 
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Figure 1.13 - Results of two-state two-domain allosteric model fit. (A) PhoQ is divided into 2 
domains, a ‘sensor’ encompassing the periplasmic, TM and HAMP domains of PhoQ (1-260) and 
the autokinase (270-494). Activity and Fraction(crosslinking) are computed as shown below 
model. (B) Fit values and results for Y60C set. While adequate fits were obtained for 
Fraction(crosslinking), the model cannot simultaneously fit kinase activity data.  
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Glycine disconnections in other kinases 

The observation that the HAMP domain of PhoQ had profound impact on the intrinsic 

activities of its sensor and autokinase led us to probe the generalizability of such behavior. We 

introduced Gly7 disconnections in 2 more E. coli HAMP-containing HKs with similar architecture 

to PhoQ and used gene-reporters to evaluate the activity of these constructs. The HK CpxA 

responds to periplasmic protein misfolding stress via an accessory protein, CpxP, and upregulates 

genes to mitigate this stress, such as periplasmic proteases and chaperones and modulation of 

outer membrane porin expression (52–54). It is similar to PhoQ in that the free HK is kinase-

active, and is turned off by the binding of the periplasmic CpxP protein (55). BaeS is a closely 

related HK, which has significant overlap with CpxA, both in known inducing stimuli and genes 

regulated, although the exact stimulus and sensing mechanisms are unknown (56). We examined 

the effect of Gly7 disconnections in CpxA using a previously established reporter system using a 

plasmid encoding the CpxA variant of interest, the response regulator CpxR, and a GFP gene-

reporter driven by the CpxR-controlled pcpxP promoter. We confirm the responsiveness of the 

cpxP reporter using a sub-inhibitory concentration of a known inducer of CpxA, Brilacidin (Figure 

1.14A). The insertion of the Gly7 motifs resulted in the same behavior observed in PhoQ, with the 

autokinase domain exhibiting a very high basal kinase activity when uncoupled from the HAMP, 

and the addition of the HAMP domain alone being sufficient for inhibiting this activity. 

We also attempted to introduce histidine kinase + response regulator + fluorescent gene-

reporter constructs of BaeS into a double CpxA/BaeS knock-out strain. The double KO 

background was necessary to remove any contributions of CpxA to the gene reporter signal 
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reporting on BaeS activity. Unfortunately, these constructs were poorly tolerated in the double 

KO strain, with high-signal constructs getting inactivated by an uncharacterized mechanism. 

Similarly, the use of cytotoxic inducers of BaeS led to a selective depletion of high-signal cells, 

rather than the expected increase in reporter signal. Nonetheless, we were able to introduce Gly7 

insertions into BaeS and measure the basal activity of the kinase. Similar to both PhoQ and CpxA, 

the autokinase domain of BaeS showed very high kinase activity when decupled from the HAMP, 

and this activity was repressed by the re-addition of the HAMP domain alone (Figure 1.14B). 
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Figure 1.14 - Glycine disconnections in CpxA and BaeS. (A) The activity of CpxA constructs is 
measured in AFS51 strain (ΔcpxA) using a pcpxP::GFP reporter. Wild type CpxA is responsive to 
the antimicrobial mimetic, Brilacidin (purple histogram), although continued treatment selects 
for low signal population over time. The autokinase domain of CpxA in isolation shows very high 
kinase activity (green), which is repressed to basal levels by the addition of the HAMP domain 
alone (red). Median reporter fluorescence values are reported below labels. (B) The activity of 
BaeS constructs is measured in a ΔbaeS ΔcpxA strain using a pspy::mCherry reporter. The 
autokinase domain of BaeS shows high kinase activity (green), which is repressed by the 
addition of the HAMP domain alone (red). Average fluorescence values for each sample ±STE 
are reported.  
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Discussion 

 In this work, we sought to examine the rationale for the presence of modularly inserted 

signal transduction domains by examining the role of one such domain, the HAMP, in modulating 

the signaling population ensemble of a model HK, PhoQ. By using Gly7 insertions, we show that 

the HAMP domain is strongly coupled to both sensor and autokinase domains in its 

thermodynamically favored ‘H2’ state and acts in opposition to the intrinsic propensities of these 

domains. The poor ligand-binding sensor is potentiated for ligand-dependent state transition by 

the HAMP, and the high intrinsic activity of the autokinase domain is repressed. This creates an 

overall bistable sensor ideally positioned to respond to ligand from domains that, in isolation, 

have intrinsic equilibria that are far from ideal for the desired activity of PhoQ – the turning-off 

of autokinase activity upon ligand binding. This phenomenon is also observed in 2 structurally 

related E. coli HKs, CpxA, and BaeS, in which the HAMP again significantly alters the activity of 

the autokinase domain in the absence of sensory events. Therefore, it is attractive to hypothesize 

that the modular insertion of HAMP, and indeed other signal transduction domains, may serve 

to adjust innate equilibrium energetics of adjacent domains to physiologically relevant ranges.  

 We next established and experimentally fit a three-domain, two-state allosteric coupling 

model to see if we could explain the ligand dependent activity of wild type PhoQ and various 

functional mutants. We were able to globally fit our allosteric parameters across a large set of 

simultaneously determined sensor-crosslinking and autokinase activity measurements at 5 

different ligand concentrations. Our results show that such a simple model, independent of any 

structural considerations, can account for the overall bistability of the sensor, and explain how 

local perturbations made by point mutations can robustly alter the signaling ensemble.  
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 In some ways, our results also address the evolution of functional HK sensors by the 

apparent modular incorporation of one or more well-folded globular domains. The presence of 

an autokinase domain defines a histidine kinase, whereas the specific activity of the sensor 

domain determines its physiological function. These functionalities are subject to many 

evolutionary constraints, be it the specificity and affinity for ligands in sensor domains, the 

specificity for membrane homodimerization of HKs (57), or the cognate specificity for response 

regulator (13, 58–61) and the ability to inhabit and switch between the various conformations 

required for a full catalytic cycle in the autokinase domain (15). Furthermore, most two-

component systems feature multiple accessory protein components involved in sensing, 

feedback regulation and cross-talk with other signaling systems, which add evolutionary 

constraints to these domains (62). In the closely related class of chemotaxis proteins, the 

analogous protein is also subject to extensive post-translational modifications that modulate 

activity. When all these evolutionary considerations are met, the resulting domain may not be 

ideally bi-stable in isolation. Indeed, in PhoQ, we found that the sensor strongly prefers to be in 

the low-affinity state when uncoupled from the HAMP domain, so much so that it remains in this 

state even at high [Mg2+] (Figure 1.3). The favorable coupling of the thermodynamically preferred 

‘H2’ HAMP signaling state with the high-ligand-affinity phosphatase ‘P’ sensor state ameliorates 

this equilibrium into one that still moderately prefers kinase activation in the absence of Mg2+, 

but can be overcome by Mg2+ binding at physiologically relevant ligand concentrations (Figure 

1.15). Similarly, the autokinase domain has high kinase activity when uncoupled from the HAMP. 

The preferred ‘H2’ HAMP signaling state strongly couples with the phosphatase ‘P’ autokinase 

state, strongly correlating a ligand-bound sensor state with a low-kinase activity autokinase state 
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as desired. Therefore, the insertion of signal transduction domains into HK architectures could 

provide the free-energy currency needed to produce an overall bi-stable HK made up of non-

bistable parts. The insertion of multiple signal transduction domains in some HKs may also reflect 

the robustness of this strategy; in the absence of any fitness costs associated with finding the 

most optimal solution to creating a bistable protein, many numbers and combinations of signal 

transduction domains can produce the same desired outcome, so long as one can easily adjust 

the strength of allosteric coupling between domains. 
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Figure 1.15 – Coupling to HAMP domain produces desired PhoQ ensemble behavior. The 
preferred signaling state of the HAMP (green) biases the ensemble to a bistable sensor that in 
the absence of Mg2+ activates with a moderately favorable equilibrium but can be driven to the 
inactive conformation by Mg2+ binding.  
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We also find in our data that point mutations close to domain-domain interfaces can 

produce large changes in ligand-dependent behavior, suggesting the alpha-helical connections 

between domains are easily tunable through simple sequence changes, enabling robust 

evolution of physiologically relevant HKs. We have shown that the insertion of a few glycine 

residues is sufficient to completely uncouple domains. On the other extreme, a well folded coiled 

coil junction can create strong allosteric coupling due to the cooperative folding and stability of 

such a motif. A range of stabilities can be achieved by various means, including the insertion or 

deletion of one or more residues to disrupt the canonical heptad pattern of hydrophobic residues 

of the dimeric core of the protein, as is often observed in the conserved S-helix motif in HKs (51). 

Schmidt et. al. recently (63) showed that crystal structures of cytoplasmic domains in different 

conformations accommodate the structural deviations of these S-Helix sequence insertions by 

diffusing the strain over different lengths of the proximal alpha-helical core. These different 

“accommodation lengths” could reflect the different strengths of allosteric coupling depending 

on the signaling states of the adjacent domains. We also find conservation of poly-glycine motifs 

and helix-disrupting proline residues in the juxta-membrane regions of  chemotaxis proteins and 

HKs respectively (46, 47, 64), which could serve as additional modulators of allosteric coupling 

strength. In some systems, domains are actually segregated to entirely different proteins, in 

which case the strength of the protein-protein interaction between components can be altered 

to vary allosteric coupling. These are all evolutionarily accessible solutions to fine-tune the 

function of a kinase. 

 Finally, this evolutionary argument may also explain the lack of a parsimonious structural 

mechanism for signal transduction, even in HKs with a specific domain architecture. Although 
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this problem is largely exacerbated by the dearth of multi-domain structures of HKs in various 

signaling conformation, several signaling hypotheses have been put forward regarding the 

structural mechanism for signal transduction in HKs, particularly in HAMP domains. These include 

the gear-box mechanism (AF1503, Aer2 multi-HAMP)(65), Piston mechanism (Tar) (66, 67), 

Scissoring mechanism (Tar, BT4663, PhoQ) (39, 68, 69), Orthogonal displacement mechanism 

(HAMP tandems, Tar) (70–72) and the dynamic HAMP mechanism (Adenylate cyclase HAMP) 

(73–75). A recently elucidated set of structures of the sensor, TM and signal transduction 

domains of NarQ remains the only representative of a multidomain transmembrane structure of 

an HK containing a signal transduction domain, and again shows a rigid-body bending transition 

of the HAMP domain about the conserved N-term Proline between apo- and holo-states of the 

sensor(50). It may be that signal transduction mechanisms in HKs are as varied as their modular 

architecture, and many structural transitions could account for the underlying concern in 

signaling, which is the allosteric modulation of multi-state equilibria of adjacent domains in 

response to structural transitions caused by a sensory event. The idea that autokinase domains 

intrinsically have high-kinase activity and are subsequently inhibited by strong coupling to up-

stream domains and the further stabilization of these inhibitory conformations by ligand-binding 

warrants examination as a generalizable signaling mechanism for histidine kinases. In subsequent 

chapters, we further examine the sequence and structural basis for one of the established role 

of the HAMP domain in this chapter, namely, its ability to turn off the intrinsically high autokinase 

activity, and how this ability is modulated both through changes in HAMP structure, and the 

frustration of its linkage to the autokinase via the S-Helix motif. 
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Materials and Methods: 

Materials: 

BW25113 and HK knockout strains were obtained from the Keio collection. 

TIM206 was obtained from Tim Mayashiro (Goulian lab) 

Inducers (Iron chloride, Copper sulfate, Sodium Nitrate, Magnesium sulfate)  

Brilacidin was obtained from Polymedix 

MOPS minimal media 

Z-buffer, ONPG, bMe, Na2CO3 

NEM, Urea, LDS, Tris-SDS gels, buffer 

Anti-PentaHis antibody, ECL substrate 

Methods: 

Cloning: PhoQ mutants were cloned into the pTrc99a plasmid MCS by restriction cloning. Point 

mutations were made by quick-change mutagenesis and confirmed by sanger sequencing. Hybrid 

HK-gene reporter plasmids were built in pTrc99a plasmid by introducing a c-terminally 6x His-

tagged HK construct into the IPTG inducible MCS, and the mCherry reporter sequence 

downstream by Gibson cloning. Sequences of the promoters used are listed in the supplement. 

Gly7 disconnections and point mutations were introduced by a blunt-end ligation strategy and 

confirmed by sanger sequencing. 

Growth of PhoQ constructs: TIM206 (genotype: ∆PhoQ, mgrB::LacZ) containing various pTrc99a-

phoQ were grown overnight at 37 ℃ in MOPS minimal media + 50 µg/mL AMP and 1 mM MgSO4. 

These overnights were then diluted 50x into 1 mL MOPS media + 50 µg/mL AMP and 1 mM 
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MgSO4, and grown at 37°C for 2 hours. These cultures were further diluted 500X into 30 mL MOPS 

minimal media + 50 µg/mL AMP containing 0.1, 0.4, 1.6, 6.4 and 25.6 mM MgSO4, and grown for 

at least 5 hours such that the density of the culture reaches log-phase (OD600 = 0.2 – 0.8). 500 µL 

of culture is removed for evaluating beta galactosidase activity, while the remaining culture is 

used for western analysis. 

Beta galactosidase activity: 500 µL of PhoQ culture was combined with 500 µL of 1x Z-buffer, 25 

µL of 0.1% SDS in water, and 50 µL of chloroform in a glass test-tube and vortexed for complete 

lysis. The lysate was then prewarmed to 37°C in a standing incubator before addition of substrate. 

0.25 mL of prewarmed 4 mg/mL ONPG in 1x Z-buffer was added to the lysate to initiate 

hydrolysis, which was then quenched with the addition of 500 µL of 1M Na2CO3 after variable 

incubation periods. The quenched hydrolysis was then centrifuged to remove any cell debris, and 

absorbance at 420 nm and 550 nm was measured in triplicate using a Biotek synergy2 plate-

reader with pathlength correction. Miller units were calculated as follows: 

Miller units = 1000*(OD420 – 1.75*OD550)/(OD600*dilution factor*incubation time) 

Membrane prep and western analysis: 30 mL of PhoQ culture was centrifuged at 4°C for 20 

minutes to collect a cell-pellet. This cell-pellet was immediately frozen in liquid nitrogen and 

stored at -80°C until analysis. Frozen pellets were first thawed, suspended and incubated on ice 

with 500 µg/mL N-Ethylmaleimide (NEM) and 1 mg/mL lysozyme in 50 mM TRIS buffer, pH 8, for 

1 hour. Cells were then lysed by 30 seconds of tip-sonication. Lysed cells were then centrifuged 

at 16000xg for 10 minutes to remove cell debris. Membrane was isolated from the supernatant 

by centrifugation at 90,000xg for 10 minutes. Membrane pellets were then resuspended in 1X 
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LDS buffer containing 8M Urea and 500 mM NEM, boiled at 95°C for 10 minutes and analyzed by 

western blot. 

Western blotting: Samples were first separated by TRIS-SDS gel electrophoresis at 200V for 70 

min, and then transferred onto nitrocellulose membranes by dry transfer (iBlot2). Membranes 

were then blocked using 1% BSA in TBS-t buffer (20 mM Tris, 2.5 mM EDTA, 150 mM NaCl, 0.1% 

Tween-20), probed using an anti-pentaHis HRP antibody, and visualized using luminescent ECL 

substrate on a BioRad imager. Bands corresponding to PhoQ monomer and dimer were 

quantified using Image-J software to yield a crosslinking efficiency between 0 and 1. 

Measuring activity of CpxA, BaeS: HK constructs were cloned into the MCS of pTrc99a plasmid, 

and the associated fluorescent reporter gene was cloned downstream. For the CpxA reporter 

plasmid, the RR, CpxR, was also cloned into the MCS and transformed into AFS51 strain 

(DcpxADpta::Kan cpxP::GFP) by heat shock transformation. For BaeS, the RR, BaeR, was cloned 

into an additional plasmid, pSEVA331 under an IPTG inducible promoter and both plasmids were 

transformed into a ∆BaeS∆CpxA double KO strain by heat shock transformation. Cultures were 

started by diluting overnights 200-500 folds into fresh LB + AMP media and allowed to grow to 

mid-log phase (OD600 = 0.4 – 0.6) before analysis by flow cytometry. The responsiveness of gene-

reporters was confirmed by treating log-phase cultures with reported inducers at various 

concentrations for 1.5 hours before analysis. Expression of HKs was confirmed by western 

analysis using the c-terminal 6x His-tag for quantification. 

Flow cytometry: LB cultures at mid-log phase were diluted 20x into 1x PBS buffer and 20,000 

cells gated by forward and side-scatter were evaluated for GFP fluorescence (pcpxP::GFP; Ex. 488 

nm, Em. 515 nm) or mCherry fluorescence (pspy::mCherry, Ex. 488 nm, Em. 620 nm) per sample 
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on a BD FACS caliber instrument. Sample average fluorescence and standard error were 

determined by standard analysis using Flo-Jo software. 

Data Fitting: Kinase active and sensor crosslinking competent states are partitioned to generate 

expressions dependent on [Mg2+] as the lone variable as shown below. The parameters are then 

fit globally across all datasets, except for those accounting for the perturbation of a mutant/ Gly7 

disconnection, which are fit locally. Locally fit parameters are kept identical between replicates 

or additive mutations. 

 

Activity and crosslinking data were globally fit by first scaling the activity data by a factor of q = 

(mean of act data) / (mean of xlink data).  The refactored data that were globally fit to a 3-state 

allosteric model was then Data(activity) / q and Data(xlink).  Each dataset was fit by a 

combination of global and local parameters. Global parameters were shared between replicates 

of the data as well as mutations that were functionally similar were grouped together for fitting 

grouped parameters. Error analysis was performed through bootstrapping the residuals to 
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calculate confidence intervals, as well as residual sweep analyses.  For bootstrapping, we 

randomly shuffled the residuals from the optimum fit (residuals were chosen at random with 

replacement) and created new synthetic datasets by adding these residuals to the activity and 

xlink values of the optimum fit.  The parameters were then optimized to fit these new synthetic 

datasets, with initial parameter values taken from the optimum fit. For residual sweep analysis, 

all but one of the parameters were fixed to their optimum values, and the variable under analysis 

was swept across its allowed numerical range, after which the sum of squares of residuals was 

calculated. The sum of squares was then plotted as a function of the parameter's numerical value. 
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Table 1.1- List of mutant parameter fits. 

 

  

Mutant K1 K2 K3 α1 α2 s KdP KdK 
Y60C 9.5 E +02 2.2 E +01 1.3 E -03 5.3 E -03 1.0 E -08 7.4 E +02 3.7 E -04 1.6 E -02 

Y60C HAMP 4 4.5 E +01 1.0 E +00 
Y60C HAMP 7 1.0 E +00 

Y60C SH7 2.1 E +01 7.7 E -04 1.7 E +00 
Y60C TM7   1.0 E +00  

Y40W 1.4 E +03  
S43W 3.8 E +02 
E55A 4.1 E +02 
E55S 1.5 E +03 

V191W 1.2 E +03 
I207A 6.9 E +02 1.1 E -01 
L210A 3.1 E -03 9.1 E +04 

A213W 4.0 E +04 1.0 E -05 
S217W  7.1 E -01 7.6 E -01 

S217W + H7 1.0 E +00 
S217W + TM7 1.0 E +00  

I221F 2.0 E +01 1.5 E -01 
L224A 1.6 E +01 1.3 E -01 
L224F 6.8 E +01 1.2 E -02 
A225F 1.0 E +03 2.4 E +01 2.3 E -01 
E232A  1.1 E +02  1.4 E +00 

E232A + H7 1.0 E +00 
E233A 2.3 E +01 1.0 E -08 
R236A 8.6 E +00  
N240A 1.7 E +01 
R245F 2.2 E +01 
L254A  1.0 E -05 1.0 E -08 
N255A 1.3 E -03 4.9 E -01 

N255A + H7 1.0 E +00 
R256A 3.6 E +01  1.0 E -08 
L258A  1.0 E -05 1.0 E -08 
E261F 3.9 E +01  9.9 E -01 
Y265A  4.1 E -04 3.2 E +00 

Y265A + TM7 1.0 E +00 
Y265A + SH7  3.8 E +00 

R269L 3.3 E -04 1.0 E -08 
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Table 1.2 - parameters used in fitting 

Par# Par. Lower 
bound 

Upper 
bound 

Fit datasets affected 

0 S 1.0E-02 1.0E+08 

A213W_2, A213W_1, A225F, E232A_1, E232A_2, E232A_HAMP_Gly7, 

E233A_1, E233A_2, E261F_1, E261F_2, E55A, E55S, I207A, I221F, L210A, 

L224A, L224F, L254A_1, L254A_2, L258A, N240A, N255A, 

N255A_HAMP_Gly7, R236A, R245F, R256A, R269L, S217W, 

S217W_HAMP_Gly7, S217W_Sensor_Gly7, S43W, V191W, Y265A, 

Y265A_SHelix_Gly7, Y265A_Sensor_Gly7, Y40W, Y60C_1, Y60C_2, 

Y60C_3, Y60C_4, Y60C_5, Y60C_6, Y60C_7, Y60C_8, Y60C_9, 

Y60C_HAMP_Gly4_1, Y60C_HAMP_Gly4_2, Y60C_HAMP_Gly4_3, 

Y60C_HAMP_Gly7_1, Y60C_HAMP_Gly7_2, Y60C_HAMP_Gly7_3, 

Y60C_SHelix_Gly7_1, Y60C_SHelix_Gly7_2, Y60C_Sensor_Gly7_1, 

Y60C_Sensor_Gly7_2 

1 K2 1.0E-05 1.0E+05 

A213W_2, A213W_1, E55A, E55S, I207A, L210A, L254A_1, L254A_2, 

L258A, N255A, N255A_HAMP_Gly7, R269L, S43W, V191W, Y265A, 

Y265A_SHelix_Gly7, Y265A_Sensor_Gly7, Y40W, Y60C_1, Y60C_2, 

Y60C_3, Y60C_4, Y60C_5, Y60C_6, Y60C_7, Y60C_8, Y60C_9, 

Y60C_Sensor_Gly7_1, Y60C_Sensor_Gly7_2 

2 α2 1.0E-08 1.0E+02 

A213W_2, A213W_1, A225F, E55A, E55S, I207A, I221F, L210A, L224A, 

L224F, N240A, R236A, R245F, S217W, S217W_Sensor_Gly7, S43W, 

V191W, Y40W, Y60C_1, Y60C_2, Y60C_3, Y60C_4, Y60C_5, Y60C_6, 

Y60C_7, Y60C_8, Y60C_9, Y60C_Sensor_Gly7_1, Y60C_Sensor_Gly7_2 

3 KdP 1.0E-08 1.0E+02 

A213W_2, A213W_1, A225F, E232A_1, E232A_2, E232A_HAMP_Gly7, 

E233A_1, E233A_2, E261F_1, E261F_2, E55A, E55S, I207A, I221F, L210A, 

L224A, L224F, L254A_1, L254A_2, L258A, N240A, N255A, 

N255A_HAMP_Gly7, R236A, R245F, R256A, R269L, S217W, 

S217W_HAMP_Gly7, S217W_Sensor_Gly7, S43W, V191W, Y265A, 

Y265A_SHelix_Gly7, Y265A_Sensor_Gly7, Y40W, Y60C_1, Y60C_2, 

Y60C_3, Y60C_4, Y60C_5, Y60C_6, Y60C_7, Y60C_8, Y60C_9, 

Y60C_HAMP_Gly4_1, Y60C_HAMP_Gly4_2, Y60C_HAMP_Gly4_3, 

Y60C_HAMP_Gly7_1, Y60C_HAMP_Gly7_2, Y60C_HAMP_Gly7_3, 

Y60C_SHelix_Gly7_1, Y60C_SHelix_Gly7_2, Y60C_Sensor_Gly7_1, 

Y60C_Sensor_Gly7_2 

4 K3 1.0E-05 1.0E+05 

A213W_2, A213W_1, A225F, E232A_1, E232A_2, E232A_HAMP_Gly7, 

E233A_1, E233A_2, E261F_1, E261F_2, E55A, E55S, I207A, I221F, L210A, 

L224A, L224F, N240A, R236A, R245F, R256A, S217W, 

S217W_HAMP_Gly7, S217W_Sensor_Gly7, S43W, V191W, Y40W, 

Y60C_1, Y60C_2, Y60C_3, Y60C_4, Y60C_5, Y60C_6, Y60C_7, Y60C_8, 

Y60C_9, Y60C_HAMP_Gly4_1, Y60C_HAMP_Gly4_2, 

Y60C_HAMP_Gly4_3, Y60C_HAMP_Gly7_1, Y60C_HAMP_Gly7_2, 

Y60C_HAMP_Gly7_3, Y60C_Sensor_Gly7_1, Y60C_Sensor_Gly7_2 
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Par# Par. lower 
bound 

Upper 
bound 

Fit datasets affected 

5 KdK 1.0E-08 1.0E+02 

A213W_2, A213W_1, A225F, E232A_1, E232A_2, E232A_HAMP_Gly7, 

E233A_1, E233A_2, E261F_1, E261F_2, E55A, E55S, I207A, I221F, L210A, 

L224A, L224F, L254A_1, L254A_2, L258A, N240A, N255A, 

N255A_HAMP_Gly7, R236A, R245F, R256A, R269L, S217W, 

S217W_HAMP_Gly7, S217W_Sensor_Gly7, S43W, V191W, Y265A, 

Y265A_SHelix_Gly7, Y265A_Sensor_Gly7, Y40W, Y60C_1, Y60C_2, 

Y60C_3, Y60C_4, Y60C_5, Y60C_6, Y60C_7, Y60C_8, Y60C_9, 

Y60C_HAMP_Gly4_1, Y60C_HAMP_Gly4_2, Y60C_HAMP_Gly4_3, 

Y60C_HAMP_Gly7_1, Y60C_HAMP_Gly7_2, Y60C_HAMP_Gly7_3, 

Y60C_SHelix_Gly7_1, Y60C_SHelix_Gly7_2, Y60C_Sensor_Gly7_1, 

Y60C_Sensor_Gly7_2 

6 K1 1.0E-05 1.0E+05 A213W_2, A213W_1 

7 α1 1.0E-05 1.0E+05 A213W_2, A213W_1 

8 K2 1.0E-05 1.0E+05 A225F 

9 K1 1.0E-05 1.0E+05 A225F 

10 α1 1.0E-05 1.0E+05 A225F 

11 K1 1.0E-05 1.0E+05 

E232A_1, E232A_2, E232A_HAMP_Gly7, E233A_1, E233A_2, E261F_1, 

E261F_2, I221F, L224A, L224F, L254A_1, L254A_2, L258A, N240A, N255A, 

N255A_HAMP_Gly7, R236A, R245F, R256A, R269L, S217W, 

S217W_HAMP_Gly7, S217W_Sensor_Gly7, Y265A, Y265A_SHelix_Gly7, 

Y265A_Sensor_Gly7, Y60C_1, Y60C_2, Y60C_3, Y60C_4, Y60C_5, Y60C_6, 

Y60C_7, Y60C_8, Y60C_9, Y60C_HAMP_Gly4_1, Y60C_HAMP_Gly4_2, 

Y60C_HAMP_Gly4_3, Y60C_HAMP_Gly7_1, Y60C_HAMP_Gly7_2, 

Y60C_HAMP_Gly7_3, Y60C_SHelix_Gly7_1, Y60C_SHelix_Gly7_2, 

Y60C_Sensor_Gly7_1, Y60C_Sensor_Gly7_2 

12 α1 1.0E-05 1.0E+05 

E232A_1, E232A_2, E232A_HAMP_Gly7, E233A_1, E233A_2, E261F_1, 

E261F_2, E55A, E55S, L254A_1, L254A_2, L258A, N240A, N255A, 

N255A_HAMP_Gly7, R236A, R245F, R256A, R269L, S43W, V191W, Y265A, 

Y265A_SHelix_Gly7, Y40W, Y60C_1, Y60C_2, Y60C_3, Y60C_4, Y60C_5, 

Y60C_6, Y60C_7, Y60C_8, Y60C_9, Y60C_HAMP_Gly4_1, 

Y60C_HAMP_Gly4_2, Y60C_HAMP_Gly4_3, Y60C_HAMP_Gly7_1, 

Y60C_HAMP_Gly7_2, Y60C_HAMP_Gly7_3, Y60C_SHelix_Gly7_1, 

Y60C_SHelix_Gly7_2 

13 α2 1.0E-08 1.0E+02 E232A_1, E232A_2 

14 K2 1.0E-05 1.0E+05 E232A_1, E232A_2, E232A_HAMP_Gly7 

15 α2 1.0E+00 1.0E+00 E232A_HAMP_Gly7 

16 α2 1.0E-08 1.0E+02 E233A_1, E233A_2 

17 K2 1.0E-05 1.0E+05 Y265A_Sensor_Gly7 

18 α2 1.0E-08 1.0E+02 Y265A_SHelix_Gly7 

19 K2 1.0E-05 1.0E+05 V191W 

20 K1 1.0E-05 1.0E+05 S43W 

21 K1 1.0E-05 1.0E+05 S217W_Sensor_Gly7, S217W_HAMP_Gly7, S217W 

22 K1 1.0E-05 1.0E+05 S217W_Sensor_Gly7 

23 α1 1.0E-05 1.0E+05 I207A 

24 K2 1.0E-05 1.0E+05 I221F 

25 α1 1.0E-05 1.0E+05 I221F 

26 K1 1.0E-05 1.0E+05 L210A 

27 α1 1.0E-05 1.0E+05 L210A 

28 K2 1.0E-05 1.0E+05 L224A 
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Par# Par. lower 
bound 

Upper 
bound 

Fit datasets affected 

29 α1 1.0E-05 1.0E+05 L224A 

30 K2 1.0E-05 1.0E+05 L224F 

31 α1 1.0E-05 1.0E+05 L224F 

32 α2 1.0E-08 1.0E+02 L254A_1, L254A_2 

33 K3 1.0E-05 1.0E+05 L254A_1, L254A_2 

34 α2 1.0E-08 1.0E+02 L258A 

35 K3 1.0E-05 1.0E+05 L258A 

36 K2 1.0E-05 1.0E+05 N240A 

37 K3 1.0E-05 1.0E+05 N255A, N255A_HAMP_Gly7 

38 α2 1.0E-08 1.0E+02 N255A 

39 α2 1.0E+00 1.0E+00 N255A_HAMP_Gly7 

40 K2 1.0E-05 1.0E+05 R236A 

41 K2 1.0E-05 1.0E+05 R245F 

42 α2 1.0E-08 1.0E+02 R256A 

43 K2 1.0E-05 1.0E+05 R256A 

44 α2 1.0E-08 1.0E+02 R269L 

45 K3 1.0E-05 1.0E+05 R269L 

46 K2 1.0E-05 1.0E+05 S217W, S217W_HAMP_Gly7, S217W_Sensor_Gly7 

47 α1 1.0E-05 1.0E+05 S217W, S217W_HAMP_Gly7 

48 α2 1.0E+00 1.0E+00 S217W_HAMP_Gly7 

49 α1 1.0E+00 1.0E+00 S217W_Sensor_Gly7 

50 K1 1.0E-05 1.0E+05 S43W 

51 K1 1.0E-05 1.0E+05 V191W 

52 α2 1.0E-08 1.0E+02 Y265A, Y265A_Sensor_Gly7 

53 K3 1.0E-05 1.0E+05 Y265A, Y265A_SHelix_Gly7, Y265A_Sensor_Gly7 

54 α2 1.0E-08 1.0E+02 Y265A_SHelix_Gly7 

55 α1 1.0E+00 1.0E+00 Y265A_Sensor_Gly7 

56 K1 1.0E-05 1.0E+05 Y40W 

57 α2 1.0E+00 1.0E+00 
Y60C_HAMP_Gly4_1, Y60C_HAMP_Gly4_2, Y60C_HAMP_Gly4_3, 

Y60C_HAMP_Gly7_1, Y60C_HAMP_Gly7_2, Y60C_HAMP_Gly7_3 

58 K2 1.0E-05 1.0E+05 
Y60C_HAMP_Gly4_1, Y60C_HAMP_Gly4_2, Y60C_HAMP_Gly4_3, 

Y60C_HAMP_Gly7_1, Y60C_HAMP_Gly7_2, Y60C_HAMP_Gly7_3 

59 α2 1.0E-08 1.0E+02 Y60C_SHelix_Gly7_1, Y60C_SHelix_Gly7_2 

60 K3 1.0E-05 1.0E+05 Y60C_SHelix_Gly7_1, Y60C_SHelix_Gly7_2 

61 K2 1.0E-05 1.0E+05 Y60C_SHelix_Gly7_1, Y60C_SHelix_Gly7_2 

62 α1 1.0E+00 1.0E+00 Y60C_Sensor_Gly7_1, Y60C_Sensor_Gly7_2 
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Chapter 2: Exploration of the sequence and signaling landscape 
of the HAMP domain 

 

Abstract 

 The HAMP domain of PhoQ has been shown to significantly alter the intrinsic behavior of 

the adjacent sensor and autokinase domains, potentiating the poor ligand-dependent state 

transition of the sensor in isolation as well as inhibiting the high kinase activity of the autokinase. 

In Chapter 1, we suggest that the thermodynamic stability of the four-helix HAMP bundle, as well 

as the strained coiled-coil connections with adjacent domains is responsible for this modulation. 

In particular, the thermodynamically favored state of the HAMP was found to be tightly coupled 

to the phosphatase state of the autokinase domain. We create libraries in which the hydrophobic 

core of the four-helix HAMP bundle, as well as the junction between the HAMP and autokinase, 

referred to as the signaling helix (S-Helix) are diversified, and select for sequences that enhance 

PhoQ kinase activity. We find that destabilizing the four-helix bundle hydrophobic core does 

indeed lead to higher kinase activity. Furthermore, we find that the wild-type S-Helix sequence 

is enriched in the high-activity population, along with sequences with high polarity/charge and 

poor helical propensity. We also detect a coiled-coil interface in the S-Helix that is out of phase 

with the HAMP coiled-coil register preceding it, and potentially frayed as it approaches the 

autokinase. Taken together, these observations lend credence to the assertion that the 

thermodynamically favored HAMP state behaves as a negative allosteric regulator of the 

autokinase. This repression of autokinase activity is modulated by a frustrated coiled-coil 

geometry in the S-Helix and alleviated by destabilizing the core HAMP helical bundle structure or 
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destabilization of the S-Helix itself. Lastly, we employ an unsupervised deep learning method, 

DeepRT(1), to establish the presence of stronger sequence-activity correlations in the HAMP and 

explore future directions in machine-learning assisted structure prediction of the HAMP and S-

Helix from these functional library screening enrichments. 

Introduction 

In the previous chapter, we showed that the HAMP domain of PhoQ significantly alters 

the undesired basal activity of the adjacent sensor and autokinase domains to create a bi-stable 

full-length protein that is ideally responsive to physiologically relevant ranges of stimuli. The 

HAMP domain was shown to potentiate the poor ligand binding-dependent state transition of 

the sensor in isolation, as well as repress the high intrinsic kinase activity of the kinase. This 

activity was due to the thermodynamically favored HAMP signaling state, ‘H2’, being highly 

coupled to the phosphatase competent ‘P’ states of the sensor and autokinase domains. 

Introducing a flexible Glycine linker between the HAMP and the S-Helix of the autokinase relieved 

this repression of the kinase activity of the autokinase domain. 

 The sequence of the HAMP suggests that it is capable of multiple parallel four-helix 

coiled-coil structures, which can be facilitated by consecutive hydrophobic residues in HAMP 

helix 2. Schmidt et. al. (2) showed that aligned HK HAMP sequences have a strong enrichment of 

hydrophobic residues at positions that can support two core-packing geometries; a canonical 

‘knobs into holes’ packing geometry with hydrophobic residues in a and d positions form well-

packed alternating layers, and a ‘complementary x-da’ packing geometry, in which the 

aforementioned consecutive hydrophobic residues (in g and e positions) swing towards the 

hydrophobic core through a 26 degree helical rotation (3). This presents a particularly attractive 
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signaling hypothesis in which the conformational states are related through a ‘gear-box’ helical 

rotation mechanism (4), and in which the relative stabilities of the two states is finetuned by the 

identity of the hydrophobic core residues. Other signaling hypotheses, which either involve 

helical translations (‘pistoning’ mechanism (5, 6)), changes in helix crossing angles (‘scissoring’ 

mechanism (7, 8)), changes in inter-helical distance (‘orthogonal displacement’ mechanism (9)), 

or changes in helical and super-helical stability (‘dynamic HAMP’ mechanism (10–12)) would also 

depend on the ability of the HAMP hydrophobic core to accommodate these multiple structures. 

As such, exploring the sequence-function landscape of the HAMP core could help differentiate 

the strongly coupled ‘H2’, and the weakly coupled ‘H1’ structural states of the HAMP. 

Schmidt et. al. (2) further show that the strong hydrophobic heptad repeat found in both 

the HAMP and the DHp helical bundle of the autokinase is disrupted at the interface between 

these two four-helix bundles, in an unusually polar linker region known as the Signaling Helix (S-

Helix (13)). This region features conserved apparent sequence insertions that put hydrophobic 

residues out of phase with one another with respect to the heptad-repeat of the coiled-coils on 

either end. It is suggested that the alternate core packing orders of the HAMP are used to 

differentially stabilize this disruption in the adjacent S-Helix. What would otherwise be a severe 

over- or under-twisting of the coiled-coil interface caused by these sequence insertions can be 

diffusely ‘accommodated’ by the HAMP domain. Therefore, the strain introduced by the S-Helix 

is intimately tied to the multi-state equilibrium of the HAMP and should be similarly explored. 

 In this work, we build three libraries that randomize the hydrophobic core of the HAMP 

parallel four-helix bundle as well as the S-helix motif that connects this bundle to the conserved 

autokinase domain. The 11-residue hydrophobic HAMP core of Val, Leu and Ile is varied in two 
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libraries; a conservative substitution library in which these positions are varied to Val, Leu, Ile and 

Phe (HAMP “ILVF” library), and a more permissive library in which these positions are varied to 

Val, Leu, Ile, Phe, Ala, Ser, Thr and Pro (HAMP “ILVFSPTA” library). The 10-residue S-helix 

sequence (‘ERERYDKYRT’) is allowed to vary to all 20 possible amino acids (and stop codons) in a 

third library (“S-Helix” library). These libraries are then introduced into a ΔPhoQ strain containing 

a chromosomal YFP gene reporter for PhoQ activity (mgrB::yfp), sorted for high-PhoQ activity 

variants, sequenced and compared to the unselected library. We find that high-activity sequence 

variants are enriched in HAMP core substitutions that destabilize the four-helix bundle, such as 

the accumulation of smaller residues, and substantial replacements of the native sequence, 

particularly to Phe, which may produce more molten globule-like conformations. These 

observations are consistent with the role of the HAMP as a negative regulator of autokinase 

kinase activity in its native thermodynamically preferred state. In the S-helix, we find that the 

native sequence is moderately preferred, and sequences of high polarity and low helical 

propensity are highly preferred. While conservative substitutions based on amino acid 

physiochemical properties can maintain high kinase activity, a vast majority of substitutions, 

particularly to apolar residues result in lower kinase activity. We also detect hallmarks of a coiled-

coil that is out of phase with the HAMP coiled-coil bundle and frayed closer to the auto-kinase 

domain enriched for activity, which further supports the assertion that uncoupling from the 

natively preferred HAMP structure is modulated by the frustrated coiled-coil geometry of the S-

Helix and leads to autokinase activation.  
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Results 

Library rationale and construction 

We built 3 separate libraries to investigate the energetics of HAMP signaling state 

equilibria and coupling to autokinase domain. The wild-type HAMP ‘core’ (x, a and d positions in 

HAMP coiled coil heptad) is composed of 8 Leucines, 2 Valines and 1 Isoleucine. The first is a 

conservative substitution library of the 11 HAMP core hydrophobic positions. We vary all 4 

positions to Isoleucine, Leucine, Valine and Phenylalanine, using ‘NTT’ codons for a theoretical 

diversity of 411 = 4,194,304 variants. This library will henceforth be referred to as the HAMP ‘ILVF’ 

library. The second library also diversifies the same 11 core positions of the HAMP, but includes 

Serine, Proline, Threonine and Alanine as additional variants using ‘NYT’ codons, for a theoretical 

diversity of 811 = 8,589,934,592 variants, and will henceforth be referred to as the HAMP 

‘ILVFSPTA’ library. The final library diversifies the 10-residue wild type sequence of the S-Helix 

(PhoQ 261-270, ‘ERERYDKYRT’) to all 20 possible amino acids and stop codon using ‘NNK’ codons 

for a theoretical diversity of 2010 = 1.024 x 1013 variants. Although the theoretical diversities of 

the ILVFSPTA and S-Helix libraries are well-beyond what can be screened in E. coli, we 

nonetheless expect a subset of the sequence space (as bottlenecked by library construction) to 

provide a good representation of the sequence-function relationship of the entire sequence 

space. After transformation into a cloning-strain intermediate, we had recoveries ranging from 2 

x 105 – 5 x 106 variants, which were deemed appropriately sized for follow-up deep FACS selection 

and evaluation by next generation sequencing. 
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Library transformation, growth and selection 

It was necessary to passage the constructed library through a cloning-strain (XL10-gold) 

before introducing it into the competent TIM100 (ΔPhoQ) strain used for sequencing. Many 

variants in our library are poorly tolerated and benefited from the annealing and super-coiling of 

the plasmid library as it is passaged through the cloning strain to achieve the desired 

transformation efficiencies in the KO strain. Transformations were recovered for 90 minutes and 

plunge frozen until selection experiment. For selection, transformations were thawed on ice, 

diluted into MOPS minimal media containing 20 mM Mg2+ and grown for 4 hours at 37°C. This 

growth condition should repress the activity of inducible (wild-type like) constructs that have low 

activity at high Mg2+ concentrations, thereby enhancing the sorting of high-activity variants in the 

selected population by FACS. Due to the relatively small dynamic range of the PhoQ response (5-

10 folds), we used a conservate top 1% gate on the mgrB-YFP reporter signal to collect 50K cells 

with high PhoQ activity from all 3 libraries, henceforth referred to as ‘selected’ libraries. We 

additionally collected 5M ungated cells from each population to enable measurement of 

sequence enrichment under as similar experimental conditions as possible (‘unselected’ 

libraries). Collected cells were grown for 4 more hours in LB at 37°C prior to sequencing library 

building and analysis. Library design and experimental selection is summarized in Figure 2.1. 
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Figure 2.1 – Schematic of PhoQ HAMP and S-Helix library selection experiment. Detailed 
description of experiment is found in the materials and methods section.  
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Global outcomes of library sequencing 

We built an Illumina paired-end sequencing library of all 3 DNA libraries and both selection 

criteria, for a total of 6 sequencing libraries, which were then multiplexed into one 100-basepair 

paired-end HiSeq4000 sequencing run. Table 2.1 summarizes statistics for the sequencing 

experiments. Briefly, sequences were paired-end mated, filtered by sequencing quality, 

translated to protein sequence, and filtered for correct length, and constant PhoQ regions. We 

recovered 30-48M sequences per sample after all filtering steps. Figure 2.2 shows the observed 

counts per unique variants in our library. A minimum sequence count of 10 in selected + 

unselected populations for each library was used in the analysis moving forward. At that cutoff, 

we recovered 173,360 unique sequences for ILVF, 134,755 sequences for ILVFSPTA, and 348,417 

sequences for S-Helix libraries respectively. 
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Figure 2.2 – Distribution of counts for unique sequence variants. The number of unique 
sequences that have a threshold count per sequence (x-axis) in selected + unselected libraries is 
shown. The S-helix library has more evenly distributed counts per variant than the HAMP 
libraries (ILVF, ILVFSPTA).   
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Table 2.2 summarizes the total number of variants observed and total for each 

substitution level (i.e 1-11 mutations for HAMP libraries, 1-10 mutations for S-Helix libraries), and 

the associated total sequence counts, whereas Table 2.3 reports the average number of counts 

per unique variants for each substitution level. As can be seen, we had a good representation of 

each number of substitutions possible in each library. Table 2.3 shows that unique variants have 

an average count >10, except for a few substitution levels in the S-Helix library. Table 2.4 

compares the coverage of the library parsed by substitution levels. While all substitution levels 

are adequately covered in the ILVF library (total variant number is 4.2M, which is on par with the 

maximum library coverage expected given experimental considerations), larger numbers of 

substitutions are poorly covered in the ILVFSPTA and S-Helix libraries, again owing to the large 

theoretical diversity of multiply substituted sequences. As such, the few numbers of possible 

unique variants with low sequence substitutions (≤3 mutations) have good counts per variant 

and overall coverage of diversity and are more appropriate for comparing to the WT sequence. 

While we have hundreds of thousands of high sequence substitution variants (≥8 mutations) with 

good counts per variant for each library, these sequences represent a very small scant sampling 

of the overall theoretical diversity at these high substitution levels (Table 2.3). 

We were able to obtain relatively uniform distribution of amino acid variants at all 

positions in the ILVF and S-Helix libraries. However, the ILVFSPTA library had a significant de-

enrichment of small residue substitutions (Ser, Pro, Thr, Ala) relative to large residue 

substitutions (Ile, Leu, Val, Phe). Table 2.5 summarizes the linkage-independent sequence counts 

for the ILVFSPTA library in both selected and unselected populations. As can be observed, 

number of small variant substitutions was ~5% that of large variant substitutions. This may have 
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to do with the mutagenesis efficiency of changing the wildtype positions (8 Leu, 2 Val, 1 Ile) into 

the similar codon architectures of I, L, V, F residues (1 codon difference) vs the rather different 

codon architectures of S, P, T, A residues (2 codons different).  

Linkage-independent sequence analysis of HAMP ILVF library 

The most direct analysis of sequence enrichment in each library is the linkage-

independent variant enrichment calculated for each position of the library, independent of 

sequence linkage. Figure 2.3B shows the enrichment of residues in the ILVF library, with wild-

type positions highlighted in grey boxes. The enrichment of WT substitutions per position shows 

good agreement with that calculated for the exact WT sequence itself (0.96-fold). Figure 2.3C 

shows the clustering of mutation variants by enrichment. The more hydrophobic sidechains, 

Phenylalanine and Isoleucine cluster together, while Leucine and Valine, with lower 

hydrophobicities and terminal methyl branches cluster separately. This clustering reflects what 

one would expect from the physiochemical properties of these variants.  

Sequences with large numbers of substitutions may start to diverge from the native 

structural fold as discussed previously. Therefore, we also repeated this analysis for subsets of 

the library encoding three or fewer mutations (Figure 2.6). The analysis of the ILVF library within 

this subset largely reflects the conclusions of the linkage-independent sequence analysis itself 

with respect to the clustering of amino-acids by enrichment. Notably, when we further cluster by 

variant position, we find that enrichments cluster cleanly by location on either HAMP helices 1 

or 2 (Figure 2.6D). We also report the linkage independent analysis of single mutants (Figure 2.4) 

and single and double mutant sets (Figure 2.5) for completeness. 
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Figure 2.3 – Linkage-independent sequence analysis of HAMP ILVF library. (A) WT sequence 
and positions of the ‘ILVF’ library variants are shown on the front monomer of the HAMP 
domain. Color coding is used in (D) and Figures 18-25 to indicate position on HAMP helix 1 
(solid circles) or HAMP helix 2 (open circles), with colors reflecting depth from N-terminus of 
bundle (B) Linkage independent enrichment was calculated for each position of the HAMP. 
Values and color scale show log2(enrichment). WT sequence counts were removed to limit bias 
due to large counts. (C) Clustering based on mutation identity shows that amino acids cluster by 
side-chain size. (D) Clustering based on mutation position shows that spatially close mutants 
generally cluster together.  
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Figure 2.4 – Enrichment of single mutants in HAMP ‘ILVF’ library. (A) Log2(enrichment) of 
single mutants is shown. (B) Enrichment clustered by mutation identity (C) Binomial p-value for 
enrichment of single mutants is shown. P-values that were too low for calculations were set to 
10-350.  
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Figure 2.5 – Enrichment of single and double mutants in HAMP ‘ILVF’ library. (A) Linkage 
independent log2(enrichment) of single mutant and double mutants is shown for each position. 
(B) Enrichment clustered by mutation identity. (C) Binomial p-value for enrichment of double 
mutants is shown. P-values that were too low for calculations were set to 10-350.  
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Figure 2.6 - Enrichment of single, double and triple mutants in HAMP ‘ILVF’ library. (A) Linkage 
independent log2(enrichment) is shown for each position for single, double and triple mutants 
combined. (B) Enrichment clustered by mutation identity. (C) Binomial p-value for enrichment 
of double mutants is shown. P-values that were too low for calculations were set to 10-350.  
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Linkage-independent sequence analysis of the HAMP ILVFSPTA library 

The vast majority of sequence substitutions in the ILVFSPTA library were to large 

hydrophobic residues (Ile, Leu, Val, Phe), as compared to smaller residues (Ser, Pro, Thr, Ala) as 

discussed above. As such, much of the analysis of this library, particularly as pertaining to large 

substitutions correlates well with that of the ILVF library. Figure 2.15A shows the sequences 

discovered in common between the ILVF and ILVFSPTA libraries at various total count cut-offs. 

As shown in Figure 2.15B, these common elements show good correlation of enrichment. 

However, the addition of smaller residue substitutions into this library revealed some interesting 

observations. Figure 2.7 shows the linkage-independent sequence enrichment analysis for the 

ILVFSPTA library. Again, WT sequence substitutions show little to no changes in enrichment, 

mirroring that observed in the ILVF library. The exact WT sequence itself had an enrichment of 

0.85-fold in the ILVFPSTA library, again similar to the 0.96 fold enrichment in the ILVF library. This 

library however shows a stark contrast between the enrichment of small and large substitutions, 

with small substitutions clearly being preferred for higher kinase activity across the entire 

sequence. With the exception of Ile-221, at which small substitutions are strongly de-enriched, 

small substitutions on both HAMP helices led to higher sequence enrichment and therefore 

kinase activity. Our clustering analysis was conducted in the presence and absence of the strong 

de-enrichment of I221T variant in the linkage-independent sequence analysis. When clustered 

by amino acid variants (in the absence of I221T), we can see a clear clustering of small and large 

sidechain substitutions (Figure 2.7C). This clustering by hydrophobic sidechain size is more or less 

maintained in the 3-or-fewer substitution subset shown in Figure 2.10. Further clustering by 

variant position in sequence largely shows that positions near the n-terminal and c-terminal 
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halves of the four-helix bundles generally cluster together (Figure 2.10F). Position I221 

consistently stands out as a position that strongly prefers Leucine, and strongly dis-prefers small 

residue substitutions, both in the linkage-independent sequence analysis as well as the lower-

substitution data subsets. Interestingly, it also often clusters next to L247 position, which is the 

other position found in the same hydrophobic packing layer. 
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Figure 2.7 - Linkage-independent sequence analysis of HAMP ‘ILVFSPTA’ library. (A) Linkage 
independent enrichment was calculated for each position of the HAMP. Values and color scale 
show log2(enrichment). WT sequence counts were removed to limit bias due to large counts. (B) 
I221T position was removed for further clarity. (C) Clustering based on mutation identity. (D) 
Clustering enrichment on mutation identity with I221T removed for clarity. Small and large 
amino acids cluster separately. (E) Clustering based on mutation position shows that spatially 
close mutants cluster together. (F) Clustering on mutation position with I221T removed.  
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Figure 2.8 - Enrichment of single mutants in HAMP ‘ILVFSPTA’ library. (A) Log2(enrichment) of 
single mutants is shown, with enrichment clustered by mutation identity. (B) Enrichment is 
further clustered by mutation position. (C) Binomial p-value for enrichment of single mutants is 
shown. P-values that were too low for calculations were set to 10-350.  
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Figure 2.9 - Enrichment of single and double mutants in HAMP ‘ILVFSPTA’ library. (A) Linkage 
independent log2(enrichment) of single mutant and double mutants is shown for each position, 
with enrichment clustered by mutation identity. (B) Enrichment is further clustered by 
mutation position. (C) Binomial p-value for enrichment of double mutants is shown. P-values 
that were too low for calculations were set to 10-350.  
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Figure 2.10 - Enrichment of single, double and triple mutants in HAMP ‘ILVFSPTA’ library. (A) 
Linkage independent log2(enrichment) is shown for each position for single, double and triple 
mutants combined, clustered by mutation identity. (B) Enrichment is further clustered by 
mutation position and show clustering by position close to the N-terminal and C-terminal halves 
of the HAMP bundle with the exception of L251. C) Binomial p-value for enrichment of double 
mutants is shown. P-values that were too low for calculations were set to 10-350.  
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Linkage-independent sequence analysis of the S-Helix library 

Figure 2.11 shows heatmaps for the linkage-independent sequence analysis of the S-Helix 

library, with colors coding for log2(enrichment) at each position. Gratifyingly, sequences 

containing stop codons are de-enriched at all positions, as is expected from constructs that are 

missing the autokinase domain altogether and therefore cannot produce enhanced kinase-

activity. Furthermore, we see a strong pattern of polar/charged substituents resulting in higher 

enrichment, and large/hydrophobic substituents resulting in de-enrichment. The WT sequence 

(ERERYDKYRT), which is also notably polar, was found to be enriched by 2.01-fold as well. Figure 

2.11D shows the clustering of amino-acid variants by enrichment, which results in 2 primary 

clusters corresponding to charged/polar and apolar substitutions. The apolar cluster is further 

subclustered into smaller and larger sized sidechain substituents. This indicates that amino acids 

with similar physiochemical properties can adequately substitute for each other across the S-

Helix sequence. 

Since the 10 positions of the S-Helix library are contiguous, we also plotted the average 

enrichment of hydrophobic and polar residues along the sequence length to detect coiled-coil 

signatures (Figure 2.12C). Generally, hydrophobic residue substitutions are de-enriched across 

the S-Helix (enrichment <1), and Polar residue substitutions are enriched (enrichment >1). We 

find opposite enrichment trends for these two groups of amino acids, as can be expected for a 

water-soluble dimer, with hydrophobic residues preferentially enriched in the dimer interface 

and de-enriched on the surface, and polar residues enriched at the surface and de-enriched at 

the interface.  Interestingly, the peaks of enrichment of hydrophobic residues, positions 262 and 

265, do not fit into the hydrophobic heptad repeat pattern of the HAMP domain, and would 
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result in an under-twisting of the HAMP coiled-coil. There is a notable increase in average 

enrichment of polar residues (and de-enrichment of hydrophobic residues) as we approach the 

autokinase. 
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Figure 2.11 - Linkage-independent sequence analysis of S-Helix library. (A) The 10-residue long 
S-helix is shown in magenta between the HAMP and DhP four-helix bundles of PhoQ. (B) 
Linkage independent enrichment was calculated for each position of the S-Helix. Values and 
color scale show log2(enrichment). Stop codons were depleted across the dataset as expected. 
(C) Average enrichment scores were calculated for subsets of amino acid types and plotted 
against S-Helix position. The S-Helix is generally enriched for polar substituents and de-enriched 
for apolar substituents. Polar and apolar residues show anti-correlated enrichments peaking at 
positions 262 and 265. (D) Clustering based on mutation identity shows that amino acids cluster 
by side-chain physiochemical properties. (E) Clustering based on mutation position show similar 
WT amino acid type positions cluster together.  
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Figure 2.12 - Enrichment of single mutants in S-Helix library. (A) Log2(enrichment) of single 
mutants is shown with enrichment clustered by mutation identity. (B) Enrichment is further 
clustered by mutation position. (C) Binomial p-value for enrichment of single mutants is shown. 
P-values that were too low for calculations were set to 10-350.  
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Figure 2.13 - Enrichment of single and double mutants in S-Helix library. (A) Linkage 
independent log2(enrichment) of single mutant and double mutants is shown for each position, 
with enrichment clustered by mutation identity. (B) Enrichment is further clustered by 
mutation position. (C) Binomial p-value for enrichment of double mutants is shown. P-values 
that were too low for calculations were set to 10-350.  
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Figure 2.14 - Enrichment of single, double and triple mutants in S-Helix library. (A) Linkage 
independent log2(enrichment) is shown for each position for single, double and triple mutants 
combined, clustered by mutation identity. (B) Enrichment is further clustered by mutation 
position. (C) Binomial p-value for enrichment of double mutants is shown. P-values that were 
too low for calculations were set to 10-350.  
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Correlation of sequence enrichment with amino acid physiochemical properties 

Our global sequence analyses show that the primary determinants of enrichment as well 

as clustering of substitution profiles by library position seem to reflect fundamental 

physiochemical properties of the amino acid variants. As such, we examined how much of the 

variance in our enrichment data is explained by simple properties, such as total number of 

mutations, sequence polarity, hydrophobicity and alpha-helical propensity. For the 2 HAMP 

libraries, we also examined both the total and layer-by-layer hydrophobic core volume, whereas 

for the S-Helix library, we additionally examined the effect of total charge. These analyses were 

conducted for sequences with total counts ³10 to reduce overestimation of correlation from low-

count sequence variants, with a subset of such sequences with 3 or fewer mutations analyzed 

separately. Property values for each amino-acid variant were simply totaled across all 20 (S-Helix) 

or 22 (HAMP libraries) variant positions in the PhoQ dimer.  

Table 2.7 summarizes the physiochemical properties and values used for each amino-acid 

type. Figures 2.16-2.19 show correlations between physiochemical properties and library 

enrichment for the ILVF library. Heatmaps are kernel density representations used to better show 

density of the scatter plots. The spearman correlation of each plot is reported above, as well as 

listed in Table 2.6, along with Pierson correlation coefficients. While we do not see any strong 

monotonic relationships to isolated properties, as indicated by low Spearman correlations, we 

can observe that larger numbers of mutations per sequence generally lead to greater effect sizes 

(Figure 2.18B). The lack of strong correlation with gross properties may be unsurprising in the 

ILVF library given the similarity of these amino acid variants  

  



 94 

 

Figure 2.15 – Correlation between HAMP ‘ILVF’ and ‘ILVFSPTA’ libraries. (A) Venn diagram 
showing the number of unique sequences discovered for ‘ILVF’ and ‘ILVFSPTA’ libraries with a 
sequence-per-count threshold of 10, 100 and 1000 counts. (B) scatter plot of enrichment for 
sequences found in common between ‘ILVF’ and ‘ILVFSPTA’ libraries with a minimum of 10 
counts per sequence in selected + unselected samples (n=20,340). Heat map shows kernel 
density of scatter plot for clarity. Spearman correlation coefficient and p-value of coefficient are 
shown above graph. (C) same plot as (B) with a minimum of 100 counts per sequence 
(n=3,041). (D) same plot as (B) with a minimum of 1000 counts per sequence (n=510).  



 95 

 

Figure 2.16 – ‘ILVF’ library sequence enrichment vs. amino acid physiochemical properties (3 
mutations or fewer). (A) WT sequence and positions  of the ‘ILVF’ library variants is shown in 
green (HAMP helix 1) and orange (HAMP helix 2) spheres. The front HAMP helix 1 has been 
removed for clarity. (B) log(enrichment) vs. number of substitutions in sequence for all unique 
variants with 3 or fewer mutations and a threshold of 10 counts in selected + unselected 
samples summed across all 11 positions on both monomer chains. Heat map shows kernel 
density of scatter plot for clarity. Spearman correlation coefficient and p-value of coefficient are 
shown above graph. (C) same plot as (B) for log(enrichment) vs alpha-helical propensity. (D) 
sample plot as (B) for log(enrichment) vs. sidechain volume. (E) same plot as (B) for 
log(enrichment) vs. side-chain polarity (Pliska scale) shows a weak correlation between 
increasing polarity and increasing enrichment. (F) same plot as (B) for log(enrichment) vs side-
chain hydrophobicity (Eisenberg scale).  
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Figure 2.17 - Side-chain volume per hydrophobic packing layer of HAMP ‘ILVF’ library (3 or 
fewer mutations). (A) The 5 hydrophobic packing layers of the HAMP domain are shown, 
including a single layer for the n-terminal 2-helix bundle (layer 1) and four layers of the 4-helix 
parallel bundle (layers 2-5). (B) sum of side-chain volumes for layer 1 vs log(enrichment) for all 
unique sequences with 3 or fewer mutations and at least 10 counts in selected + unselected 
samples. Heat map shows kernel density of scatter plot for clarity. Spearman correlation 
coefficient and p-value of coefficient are shown above graph. (C) same plot as (B) for layer 2. 
(D) same plot as (B) for layer 3. (E) same plot as (B) for layer 4. (F) same plot as (B) for layer 5.  
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Figure 2.18 - ‘ILVF’ library sequence enrichment vs. amino acid physiochemical properties (all 
mutations). (A) WT sequence and positions of the ‘ILVF’ library variants is shown in green 
(HAMP helix 1) and orange (HAMP helix 2) spheres. The front HAMP helix 1 has been removed 
for clarity. (B) log(enrichment) vs. number of substitutions in sequence for all unique variants 
with 3 or fewer mutations and a threshold of 10 counts in selected + unselected samples 
summed across all 11 positions on both monomer chains. Heat map shows kernel density of 
scatter plot for clarity. Spearman correlation coefficient and p-value of coefficient are shown 
above graph. (C) same plot as (B) for log(enrichment) vs alpha-helical propensity. (D) sample 
plot as (B) for log(enrichment) vs. sidechain volume. (E) same plot as (B) for log(enrichment) vs. 
side-chain polarity (Pliska scale). (F) same plot as (B) for log(enrichment) vs side-chain 
hydrophobicity (Eisenberg scale).  
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Figure 2.19 - Side-chain volume per hydrophobic packing layer of HAMP ‘ILVF’ library (all 
mutations). (A) The 5 hydrophobic packing layers of the HAMP domain are shown, including a 
single layer for the n-terminal 2-helix bundle (layer 1) and four layers of the 4-helix parallel 
bundle (layers 2-5). (B) sum of side-chain volumes for layer 1 vs log(enrichment) for all unique 
sequences with 3 or fewer mutations and at least 10 counts in selected + unselected samples. 
Heat map shows kernel density of scatter plot for clarity. Spearman correlation coefficient and 
p-value of coefficient are shown above graph. (C) same plot as (B) for layer 2. (D) same plot as 
(B) for layer 3. (E) same plot as (B) for layer 4. (F) same plot as (B) for layer 5.  
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The ILVFSPTA library shows stronger, albeit still moderate, correlations between 

physiochemical properties and library enrichment, likely owing to the increased amino acid 

diversity with respect to the aforementioned properties. Again, larger number of substitutions in 

the sequence generally lead to larger effect sizes (Figure 2.22B). Additionally, we observe 

moderate correlations in the subset of 3 or fewer mutations. In the subset of ≤3 mutations, there 

is a moderate correlation between sequence alpha-helical propensity and enrichment, with less 

alpha-helical sequences resulting in higher sequence enrichment (Figure 2.20C). Additionally, 

sequences that have lower overall hydrophobicities (Eisenberg scale) are moderately correlated 

with higher sequence enrichment (Figure 2.20F). No correlation was observed with other 

physiochemical properties. It is important to note that the contribution to the computed 

correlations from sequences with small residue substitutions is muted compared to those with 

large residue substitutions, again owing to the biased composition of this library (Table 2.5). This 

may generally lead to a lower estimation of the overall variance that is explained by a particular 

property.  
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Figure 2.20 - ‘ILVFSPTA’ library sequence enrichment vs. amino acid physiochemical 
properties (3 or fewer mutations). (A) WT sequence and positions of the ‘ILVFSPTA’ library 
variants is shown in green (HAMP helix 1) and orange (HAMP helix 2) spheres. The front HAMP 
helix 1 has been removed for clarity. (B) log(enrichment) vs. number of substitutions in 
sequence for all unique variants with 3 or fewer mutations and a threshold of 10 counts in 
selected + unselected samples summed across all 11 positions on both monomer chains. Heat 
map shows kernel density of scatter plot for clarity. Spearman correlation coefficient and p-
value of coefficient are shown above graph. (C) same plot as (B) for log(enrichment) vs alpha-
helical propensity. (D) sample plot as (B) for log(enrichment) vs. sidechain volume. (E) same 
plot as (B) for log(enrichment) vs. side-chain polarity (Pliska scale) shows a weak correlation 
between increasing polarity and increasing enrichment. (F) same plot as (B) for log(enrichment) 
vs side-chain hydrophobicity (Eisenberg scale).  
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Figure 2.21 - Side-chain volume per hydrophobic packing layer of HAMP ‘ILVFSPTA’ library (3 
or fewer mutations). (A) The 5 hydrophobic packing layers of the HAMP domain are shown, 
including a single layer for the n-terminal 2-helix bundle (layer 1) and four layers of the 4-helix 
parallel bundle (layers 2-5). (B) sum of side-chain volumes for layer 1 vs log(enrichment) for all 
unique sequences with 3 or fewer mutations and at least 10 counts in selected + unselected 
samples. Heat map shows kernel density of scatter plot for clarity. Spearman correlation 
coefficient and p-value of coefficient are shown above graph. (C) same plot as (B) for layer 2. 
(D) same plot as (B) for layer 3. (E) same plot as (B) for layer 4. (F) same plot as (B) for layer 5.  
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Figure 2.22 - ‘ILVFSPTA’ library sequence enrichment vs. amino acid physiochemical 
properties (all mutations). (A) WT sequence and positions of the ‘ILVFSPTA’ library variants is 
shown in green (HAMP helix 1) and orange (HAMP helix 2) spheres. The front HAMP helix 1 has 
been removed for clarity. (B) log(enrichment) vs. number of substitutions in sequence for all 
unique variants with 3 or fewer mutations and a threshold of 10 counts in selected + unselected 
samples summed across all 11 positions on both monomer chains. Heat map shows kernel 
density of scatter plot for clarity. Spearman correlation coefficient and p-value of coefficient are 
shown above graph. (C) same plot as (B) for log(enrichment) vs alpha-helical propensity. (D) 
sample plot as (B) for log(enrichment) vs. sidechain volume. (E) same plot as (B) for 
log(enrichment) vs. side-chain polarity (Pliska scale) (F) same plot as (B) for log(enrichment) vs 
side-chain hydrophobicity (Eisenberg scale).  
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Figure 2.23 - Side-chain volume per hydrophobic packing layer of HAMP ‘ILVFSPTA’ library (all 
mutations). (A) The 5 hydrophobic packing layers of the HAMP domain are shown, including a 
single layer for the n-terminal 2-helix bundle (layer 1) and four layers of the 4-helix parallel 
bundle (layers 2-5). (B) sum of side-chain volumes for layer 1 vs log(enrichment) for all unique 
sequences with 3 or fewer mutations and at least 10 counts in selected + unselected samples. 
Heat map shows kernel density of scatter plot for clarity. Spearman correlation coefficient and 
p-value of coefficient are shown above graph. (C) same plot as (B) for layer 2. (D) same plot as 
(B) for layer 3. (E) same plot as (B) for layer 4. (F) same plot as (B) for layer 5.  
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The S-Helix library had the largest correlations between enrichment and sequence 

properties overall. Like in both HAMP libraries, greater number of sequence substitutions 

generally led to larger effect sizes (Figure 2.25B). When we examine sequences with 3 or fewer 

mutations, we find a strong correlation between alpha-helical propensity and library enrichment, 

with less helical sequences leading to higher autokinase activities (Figure 2.25C). This relationship 

was hypothesized in chapter 1, with less helical S-Helix sequences representing a lower coupling 

constant between the HAMP and the autokinase, thereby lessening the inhibition of the 

autokinase activity by the HAMP. We also find moderate correlations between library enrichment 

and overall charge (Figure 2.25D), with more negative sequences having higher enrichments in 

general, and hydrophobicity (Figure 2.25F), with more hydrophobic sequences having greater 

enrichment values. 
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Figure 2.24 – S-Helix library sequence enrichment vs. amino acid physiochemical properties (3 
or fewer mutations). (A) The 10-residue long S-helix (magenta) bridges the HAMP and DHp 
four-helix bundles. (B) log(enrichment) vs. number of substitutions in sequence for all unique 
variants with 3 or fewer mutations and a threshold of 10 counts in selected + unselected 
samples summed across all 10 positions on both monomer chains. Heat map shows kernel 
density of scatter plot for clarity. Spearman correlation coefficient and p-value of coefficient are 
shown above graph. (C) same plot as (B) for log(enrichment) vs alpha-helical propensity. (D) 
sample plot as (B) for log(enrichment) vs. total charge. (E) same plot as (B) for log(enrichment) 
vs. side-chain polarity (Pliska scale) shows a weak correlation between increasing polarity and 
increasing enrichment. (F) same plot as (B) for log(enrichment) vs side-chain hydrophobicity 
(Eisenberg scale).  
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Figure 2.25 – S-Helix library sequence enrichment vs. amino acid physiochemical properties 
(all mutations, 100 count cut-off). (A) The 10-residue long S-helix (magenta) bridges the HAMP 
and DhP four-helix bundles. (B) log(enrichment) vs. number of substitutions in sequence for all 
unique variants with a threshold of 100 counts in selected + unselected samples summed 
across all 11 positions on both monomer chains. Heat map shows kernel density of scatter plot 
for clarity. Spearman correlation coefficient and p-value of coefficient are shown above graph. 
(C) same plot as (B) for log(enrichment) vs alpha-helical propensity. (D) sample plot as (B) for 
log(enrichment) vs. total charge. (E) same plot as (B) for log(enrichment) vs. side-chain polarity 
(Pliska scale) shows a weak correlation between increasing polarity and increasing enrichment. 
(F) same plot as (B) for log(enrichment) vs side-chain hydrophobicity (Eisenberg scale).  
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Predicting phoQ activity from HAMP and S-Helix sequences: A deep learning 

approach 

In order to conclusively determine the predictive relationship between PhoQ library 

sequences and associated function enrichment scores, we turned to an unsupervised machine 

learning software, DeepRT (1). DeepRT uses convolutional neural networks (CNN) and recursive 

neural networks (RNN) to eliminate the use of handcrafted rules in creating associations between 

peptide sequences and a desired functional outcome. Trained on various chromatography 

elutions of peptide sequences, DeepRT was able to predict retention times of peptides in various 

chromatography applications with an astoundingly high correlation (>0.99). We sought to use 

this method to establish the predictability of PhoQ activity (using library enrichment as proxy) 

from no other information than the primary sequence itself. Trimmed sequences encompassing 

library regions and their associated normalized enrichment scores (normalized to the min-max 

range, see Methods) were used for training, with 90% data used in training sets, and 10% used 

for evaluation. Figure 2.26 shows the correlation between DeepRT-predicted enrichment scores 

and experimentally determined library enrichment scores. With a spearman correlation of >0.8 

for the ILVFSPTA library, and >0.6 for the S-Helix library, we are able to show the presence of 

significant predictive information in our sequences without the incorporation of any features 

related to amino-acid or peptide physiochemical properties and structural input regarding PhoQ 

domains. While these correlation coefficients pale in comparison to those achieved for the 

predication of sequence retention times by DeepRT, it is important to note that the associative 

strength of the data used in training and evaluation are markedly different. Properties like 

peptide retention times can be precisely measured experimentally, and do not have large 
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variabilities between measurements, whereas sequence enrichment by functional selection of a 

library, particularly based on the muted dynamic range of PhoQ response, are expected to have 

significant noise. In future work, we aim to evaluate the feature representations of the input 

sequences, which is simultaneously learned on along with the predictive model, for their ability 

to reproduce the clustering of amino acids by their physiochemical properties and any possible 

co-evolution of sequences as it relates to PhoQ activity. We are also exploring supervised 

machine learning methods, such as AlphaFold2.0 to attempt HAMP structure prediction from 

functional sequencing data. 
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Figure 2.26 - DeepRT method and results of sequence enrichment prediction. (A) correlation 
of library enrichment scores to DeepRT model predicted scores for ILVFSPTA library. 2,109,998 
sequences were used in the training set and model was evaluated against 244,897 test 
sequences. Correlation of prediction was 0.819|0.755 (Spearman|Pierson). (B) correlation of 
library enrichment scores to DeepRT model predicted scores for S-Helix library. 2,204,069 
sequences were used in the training set and model was evaluated against 244,897 test 
sequences. Correlation of prediction was 0.605|0.607 (Spearman|Pierson).  
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Discussion 

In this work, we evaluate the sequence and structural landscapes of the HAMP domain 

and the S-Helix motif that links it to the autokinase for its ability to modulate the activity of the 

latter domain. We created libraries that vary the 11-residue hydrophobic core of the HAMP 

domain to conservative and permissive hydrophobic substitutions, as well as the 10-residue S-

Helix linker region to all possible amino acid variants (and stop codons). By sorting for library 

variants that retain high PhoQ activity at inhibitory high [Mg2+] conditions, we are able to assess 

how the structure of the parallel four-helix bundle of the HAMP, and the off-canonical geometry 

coiled-coil of the S-helix alter the repression of kinase activity by the HAMP. We find that, as 

hypothesized, variants that are hypothesized to destabilize the thermodynamically favored state 

of the HAMP bundle, such as the accumulation of small residues in the core, activate the 

autokinase. While no single gross physiochemical property (hydrophobicity, alpha-helical 

propensity etc) of the HAMP hydrophobic core can adequately explain the observed 

enrichments, at least not monotonically, we can still predict phoQ activity from the HAMP core 

sequence with a high correlation using a deep-learning method developed model. Similarly, 

variants in the S-Helix that lower structural coupling between the HAMP and the autokinase are 

found to activate the kinase. We observed stronger correlations between gross physiochemical 

properties of the S-Helix and library enrichment, with enhanced polarity and decreased alpha-

helical propensity being moderate predictors of library enrichment.  We also detect the presence 

of a potential off-register helical interface in the S-Helix, based on the relative enrichments of 

polar and apolar residues along the S-Helix length. This may correspond to the hypothesized 

lowly-coupled kinase state of PhoQ, in which the HAMP and S-Helix are bridged by an 
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underwound coiled-coil. DeepRT, once again, establishes stronger sequence-enrichment 

correlations for the S-Helix library, again demonstrating the multi-factorial nature of these 

activity determining properties. 

Given the utility of such a method, one can explore several more targeted libraries and 

stronger sorting methods for functional variants to further examine the concept of autokinase 

activity modulation by the HAMP domain. One big impediment to such an experiment is the 

relatively low dynamic range of PhoQ activity, which has a 5-10 fold change in activity between 

stimulatory and inhibitory conditions. Using a HK with a higher dynamic range could allow for the 

more stringent selection of active variants. Furthermore, the relative depletion of small residues 

in the ILVFSPTA libraries at the library building step limited our ability to evaluate any 

generalizable rules regarding hydrophobicity and side-chain volume in this library. A library with 

a more balanced composition, or in a screening background that is more tolerant of these 

hypothetically high-activity variants would yield more interpretable results. Finally, it would be 

useful to complement this library screening strategy by sorting for populations that remain 

inactive at low [Mg2+] concentrations, to further differentiate between sequences that have WT-

like responsiveness to ligand, as opposed to sequences that are incapable of producing high 

kinase output altogether. 

With respect to analyses of such libraries, unsupervised machine learning is uniquely 

useful in elucidating sequence rules as they relate to function, without the bias of any structural 

models of HKs, signaling mechanisms, or even the knowledge of fundamental amino-acid 

properties. Having established the predictive value of sequences in an unbiased manner via 
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DeepRT, we can examine more nuanced and HK-specific questions, given various available 

structures, homology models and functional data in future work. 

Materials and Methods 

Materials 

BW25113 and HK knockout strains were obtained from the Keio collection. 

TIM100 (ΔPhoQ) was obtained from Tim Mayashiro (Goulian lab) 

DNA megaprimers were purchased from IDT 

Genemorph II EZ clone mutagenesis kit 

Magnesium sulfate 

MOPS minimal media 

PCR instrument 

Electroporation cuvettes 

Electroporator 

Methods 

Library construction: C-terminally his-tagged wild type E. coli PhoQ was cloned into the MCS of 

pTrc99a by restriction cloning. This plasmid was used as the template for library construction. To 

clone libraries, single-stranded DNA primers spanning the HAMP domain and S-helix domain and 

containing library variants of interest were purchased from IDT (sequences below). A double 

stranded megaprimer was synthesized using 1 round of PCR and a complementary primer 

(primer 1, 2). 250 ng of double-stranded megaprimer was mixed with 50 ng of pTrc99a-PhoQ 

plasmid in 1X enzyme mix and 25 rounds of PCR conducted, as per manufacturer instructions. 
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The resulting library was checked for proper diversification by Sanger sequencing and 

concentrated down to 10 µL of DNA in MilliQ water by a mini-PCR clean-up kit. 5 µL of this DNA 

was transformed into SURE electrocompetent cells (Agilent), recovered in SOC media and grown 

overnight. Library plasmid was then extracted using a miniprep kit. 

HAMP_ILVF lib: 

GTGGGTCGCCGCCTGGTGGAGTNTTCGCCCCNTTGAAGCCNTTGCAAAAGAANTTCGCGAANTTGAAG

AACATAACCGCGAATTGCTCAATCCAGCCACAACGCGAGAANTTACCAGTNTTNTTCGAAACNTTAACC

GANTTNTTAAAAGTGAACGCGAACGTTACGACAAATAC  

HAMP_ILVFSPTA lib: 

GTGGGTCGCCGCCTGGTGGAGTNYTCGCCCCNYTGAAGCCNYTGCAAAAGAANYTCGCGAANYTGAAG

AACATAACCGCGAATTGCTCAATCCAGCCACAACGCGAGAANYTACCAGTNYTNYTCGAAACNYTAACC

GANYTNYTAAAAGTGAACGCGAACGTTACGACAAATAC 

S-helix library: 

CAGTCTGGTACGAAACCTGAACCGATTGTTAAAAAGTNNKNNKNNKNNKNNKNNKNNKNNKNNKNNK 

ACGCTCACCGACCTGACCCATAGTCTGAAA 

Primer 1 (HAMP_lib_R): GTATTTGTCGTAACGTTCGCGTTCACTTTT 

Primer 2 (SHelix_lib_R): TTTCAGACTATGGGTCAGGTCGGTGAGCGT 

 

Electroporation of library into TIM100: To make electrocompetent TIM100 cells, a culture of 

TIM100 was grown in LB media to OD600 ~ 0.4, centrifuged at 4C, and washed 3X with ice-cold 

10% glycerol in H2O. The final resuspension was tested for competency using pTrc99a-PhoQ WT 

plasmid. To introduce constructed libraries into TIM100, 2 µL of library plasmid was combined 
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with 100 µL of electrocompetent TIM100 cells in a 2 mm gap electroporation cuvette, incubated 

on ice and electroporated (1.8 KV, 200 Ω, 25 µFd). Electroporated cells were immediately 

recovered in 1 mL of SOC broth, transferred into culture tubes and incubated at 37°C with shaking 

for 90 mins. Cultures were then frozen and stored at -80C in 20% glycerol until sorting. 

Sorting for active PhoQ variants: Frozen stocks of TIM100 containing library were thawed on Ice, 

and diluted into MOPS minimal media + 20 mM MgSO4 and grown with shaking at 37°C for 4 

hours. The culture was then sorted by FACS (MoFlo Astrios) using a 100μm nozzle; 5x106 cells 

were collected gated by forward and side-scatter alone for the “unselected” library, and 1x105 

cells in the top 1% GFP signal were collected for the “selected” library. Recovered cells were 

diluted into 1X LB media and grown for an additional 4 hours at 37°C with shaking, flash frozen 

and stored at -80°C until library sequencing. 

Illumina sequencing library construction and sequencing: Sorted library cultures were thawed 

on ice, and centrifuged at 90,000xg for 10 minutes to collect cells. Cell pellet was then 

resuspended in 1X KAPA PCR mix containing primers 3-14, and heated at 95°C for 10 minutes to 

lyse cells and release library. After addition of polymerase, 20 rounds of PCR were conducted to 

amplify library containing regions. In order to overcome the potential issue of base-calling 

redundancy between the 6 sequencing libraries, a staggered priming approach was used for each 

library. Resulting product was purified by gel-extraction and extended with illumina sequencing 

and barcoding sequences. Libraries were barcoded using custom built 7 bp barcode Illumina 

sequencing primers (DeRisi lab, primer 15, 16) using Kapa Hi-fi polymerase (Kapa Biosystems) for 

2 amplification cycles, and barcoded library amplified in the same reaction using hot-start 

primers (primer 17, 18) for an additional 12 cycles. Hot-start primers were activated by heating 
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reaction at 94°C for 10 min. Resulting barcoded libraries were checked for quality by gel 

electrophoresis, concentration quantified by nano-drop and multiplexed (1 sample with 6 

libraries). This sample as then paired-end sequenced (100 bp reads per end) using a HiSeq 

Illumina sequencer with a 7 bp barcode sequencing using standard illumina sequencing primers 

per manufacturer’s instruction at the Center for Advanced Technology at UCSF. 

ILVF “selected”: 

Primer 3 (For): 5’ - CTACACGACGCTCTTCCGATCT CGCCTGGTGGAGT - 3’ 

Primer 4 (Rev): 5’ - CAGACGTGTGCTCTTCCGATCT GGGTCAGGTCGGTGAGCG - 3’ 

ILVF “unselected”: 

Primer 5 (For): 5’ - CTACACGACGCTCTTCCGATCT CCGCCTGGTGGAGT - 3’ 

Primer 6 (Rev): 5’ - CAGACGTGTGCTCTTCCGATCT GGTCAGGTCGGTGAGCG - 3’ 

ILVFSPTA “selected”: 

Primer 7 (For): 5’ - CTACACGACGCTCTTCCGATCT GCCGCCTGGTGGAGT - 3’ 

Primer 8 (Rev): 5’ - CAGACGTGTGCTCTTCCGATCT GTCAGGTCGGTGAGCG - 3’ 

ILVFSPTA “unselected”: 

Primer 9 (For): 5’ - CTACACGACGCTCTTCCGATCT CGCCGCCTGGTGGAGT - 3’ 

Primer 10 (Rev): 5’ - CAGACGTGTGCTCTTCCGATCT TCAGGTCGGTGAGCG - 3 

SHelix “selected”: 

Primer 11 (For): 5’ - CTACACGACGCTCTTCCGATCT TCGCCGCCTGGTGGAGT - 3’ 

Primer 12 (Rev): 5’ - CAGACGTGTGCTCTTCCGATCT CAGGTCGGTGAGCG - 3’ 

SHelix “unselected”: 

Primer 13 (For): 5’ - CTACACGACGCTCTTCCGATCT GTCGCCGCCTGGTGGAGT - 3’ 
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Primer 14 (Rev): 5’ - CAGACGTGTGCTCTTCCGATCT AGGTCGGTGAGCG - 3’ 

PCR protocol 

1. 95°C, 3 min 

2. 98°C, 20 sec 

3. 65°C, 15 sec 

4. 72°C, 30 sec 

6. Repeat 2-4 for 20 cycles 

7. 72°C, 2 min 

8. 4°C, forever 

 

Illumina library primers:  

Primer 15 (For): 5’ - AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACACGAC 

GCTCTTCCGATCT - 3’ 

Primer 16 (Rev): 5’ -

CAAGCAGAAGACGGCATACGAGATXXXXXXXGTGACTGGAGTTCAGACGTGTGCTCTTCCGATCT - 3’ 

Hot-start primers: 

Primer 17 (SoLM1_18): 5’ - AATGATACGGCGACCACC - 3’ 

Primer 18 (SoLM2_19): 5’ - CAAGCAGAAGACGGCATAC - 3’ 

PCR protocol: 

1. 94°C, 1 min 

2. 94°C, 30 sec 

3. 40°C, 30 sec 
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4. 72°C, 1 min 

5. Repeat steps 2-4 1X 

6. 94°C, 10 min (hot start primer activation) 

7. 94°C, 30 sec 

8. 55°C, 30 sec 

9. 72°C, 1 min 

10. Repeat steps 7-9 11X 

11. 72°C, 5 min 

Data analysis: Paired-end mating, quality filtering and translation of sequences was carried out 

using galaxy project tools (14). Briefly, paired-end sequences were mated using a 9 basepair 

perfect match criteria using fastq-join, then filtered for sequencing quality (<1% error for >90% 

of sequence), converted to FASTA format and translated to amino-acid sequences. Sequences 

were then filtered by length and exact matching to constant sequences of amplified region of 

PhoQ. Sequences that had a non-coded variant in library positions were also discarded. Retention 

of sequences after each step is summarized in Table 3. Sequences were then counted, and 

enrichment of variants between “selected” and “unselected” libraries was calculated as shown.  

Enrichment ratio = (count in “selected” +1)/ (count in “unselected”). 

For linkage-independent sequence analysis, each amino acid variant at each position was 

counted for both selected and unselected libraries without preserving sequence connectivity, 

and an enrichment ratio was calculated. The averaged log2(enrichment) was then used to 

hierarchically cluster by amino acid variant and sequence variant position. Heatmaps were 

generated using R script  d3heatmap tool. For S-Helix library, average enrichments were 
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calculated for apolar (M, I, L, V, F, Y, W, C, A), polar (D, E, K, R, H, N, Q, S, T), large apolar (M, I, L, 

V, F), small apolar (C, A), aromatic (Y, W), positive (K, R, H), negative (D, E), uncharged polar 

residues (N, Q, S, T), preferred at a position in soluble dimers (A, C, E, L, I, T, V) and preferred at 

d position in soluble dimers (G, L, I, M, V, Y) (15) and plotted against residue number. 

To calculate gross sequence physiochemical properties, hydrophobicity (Eisenberg scale (16)), 

polarity (Pliska scale (17)), side-chain volume (18), alpha-helical propensity (19) and charge values 

(listed in Table 2.7) were summed across all HAMP-core or S-Helix positions for sequence with 

total count ³10. Kernel density plots representing data density were generated for the resulting 

enrichment vs. property scatter plots using python Scipy.stats kde function, and Spearman and 

Pierson correlation coefficients calculated using Scipy.stats spearmanr and Numpy corrcoef 

functions respectively. 
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Table 2.1 – sequence recovery after various quality filtering steps. Number of sequences in 
millions that were discovered experimentally and retained through paired-end mating, 
sequencing quality filters, length and constant regions matching. 
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Table 2.2 – Total counts for each number of mutations in HAMP and S-Helix library.  
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Table 2.3 – Average number of counts per unique variant for each number of mutations. 
Green columns show the number of observed unique sequence variants. Orange columns show 
the average count per unique variant for each mutation number.  
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Table 2.4 – Completeness of HAMP and S-Helix libraries. The theoretical and observed unique 
variants counts for each number of mutations is shown. Low representations are highlighted in 
red text. 
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Table 2.5 – Number of variants observed at each position of the HAMP ‘ILVFSPTA’ library. 
Counts at each position are shown for the high signal (selected) and unselected populations. 
There was a notable depletion of small residue variants in both samples. 
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Table 2.6 - Summary of Spearman and Pearson correlations for enrichment vs. properties. 
Spearman correlation, associated p-value and Pearson correlations of log(enrichment) vs 
various helical properties were calculated for all variants with at least 10 counts in selected + 
unselected samples for either ≤3 mutation or any number of mutations. 

 
ILVF  ILVF 

≤3 mut, ≥10 counts ≥10 counts 

property Spearman p-value Pearson Spearman p-value Pearson 

# of mutations -0.0992 3.35E-05 -0.0925 0.0272 5.15E-33 0.0566 

Polarity -0.1116 2.99E-06 -0.0843 0.118 0.00E+00 0.0972 

Hydrophobicity  -0.0583 1.49E-02 -0.0664 0.0609 1.04E-158 0.0463 

Alpha-helical 

propensity 0.0559 1.96E-02 0.0244 -0.0782 2.17E-260 -0.058 

Sidechain volume -0.0761 1.47E-03 -0.0453 0.1033 0.00E+00 0.1042 

Volume of layer 1 -0.0226 3.46E-01 0.013 0.0158 3.77E-12 0.0275 

Volume of layer 2 -0.0311 1.95E-01 -0.0578 -0.0327 6.91E-47 -0.0273 

Volume of layer 3 -0.0595 1.30E-02 -0.0182 0.0604 5.48E-156 0.0633 

Volume of layer 4 -0.09 1.68E-04 -0.0752 0.0524 1.16E-117 0.0454 

Volume of layer 5 0.0088 7.13E-01 0.0389 0.1037 0.00E+00 0.1099 

 
ILVFSPTA ILVFSPTA 

≤3 mut, ≥10 counts ≥10 counts 

# of mutations -0.1442 1.15E-12 -0.117 0.1003 0.00E+00 0.099 

Polarity -0.0324 1.12E-01 -0.0247 0.0392 8.69E-54 -0.0189 

Hydrophobicity -0.1523 5.69E-14 -0.116 0.0057 2.57E-02 -0.0637 

Alpha-helical 

propensity -0.1534 3.76E-14 -0.1538 -0.0327 6.47E-38 -0.0236 

Sidechain volume 0.0092 6.50E-01 -0.0017 0.0886 1.04E-267 0.0709 

Volume of layer 1 0.0829 4.62E-05 0.0646 0.0516 6.63E-92 0.059 

Volume of layer 2 0.0577 4.63E-03 0.0453 0.0236 1.29E-20 0.0223 

Volume of layer 3 -0.0301 1.39E-01 -0.0368 0.0205 5.84E-16 0.0172 

Volume of layer 4 -0.0361 7.62E-02 -0.0484 0.0383 1.86E-51 0.0324 

Volume of layer 5 0.0114 5.75E-01 -0.0073 0.0656 2.70E-147 0.0575 

 
S-Helix S-Helix 

≤3 mut, ≥10 counts ≥10 counts 

# of mutations 0.118 4.01E-04 0.1086 -0.0312 2.77E-58 -0.0794 

Polarity 0.124 1.99E-04 0.1025 -0.089 0.00E+00 -0.124 

Hydrophobicity 0.2481 4.95E-14 0.2207 -0.0796 0.00E+00 -0.1144 

Alpha-helical 

propensity 0.3127 9.01E-22 0.2963 -0.0071 2.72E-04 0.0006 

Charge -0.2145 8.68E-11 -0.2174 0.0185 1.55E-21 0.0182 
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Table 2.7 - Physiochemical properties of amino acids 

Amino acid Polarity 
(Pliska) 

Alpha-Helical 
propensity 
(Kcal mol-1) 

Sidechain 
Volume 

(norm to Ala) 

Charge Hydrophobicity 
(Eisenberg) 

A 0.31 -0.71 1.00 0 0.62 
C 1.54 -0.22 2.43 0 0.29 
D -0.77 -0.1 2.78 -1 -0.90 
E -0.64 -0.21 3.78 -1 -0.74 
F 1.79 -0.37 5.89 0 1.19 
G 0.00 0.00 0.00 0 0.48 
H 0.13 0.03 4.66 0 -0.40 
I 1.8 -0.17 4.00 0 1.38 
K -0.99 -0.58 4.77 +1 -1.50 
L 1.70 -0.52 4.00 0 1.06 
M 1.23 -0.42 4.43 0 0.64 
N -0.60 -0.01 2.95 0 -0.78 
P 0.72 0.00 2.72 0 0.12 
Q -0.22 -0.33 3.95 0 -0.85 
R -1.01 -0.70 6.13 +1 -2.53 
S -0.04 -0.27 1.60 0 -0.18 
T 0.26 -0.09 2.60 0 -0.05 
V 1.22 -0.16 3.00 0 1.08 
W 2.25 -0.45 8.08 0 0.81 
Y 0.96 -0.06 6.47 0 0.26 
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Chapter 3: Examining the multi-conformational landscape of the 
HAMP domain in signal transduction. 

 

Abstract 

In previous chapters, we establish that the HAMP, in its most thermodynamically stable 

state, inhibits the activity of the autokinase domain. In this chapter, we examine if the HAMP 

domain inhabits 2 structurally distinct signaling states or has multiple structural states that can 

be categorized into one of two functional states. The following work is a reproduction of a 

publication that addresses this question by employing a novel microfluidic DNA library building 

technique developed by the Abate lab to build a library of structurally distinct inputs into the 

autokinase of a Gram-negative HK, CpxA, as well as leucine scan of the S-Helix motif that connects 

it to the autokinase. A library of 9x9x8 = 648 distinct structural inputs were evaluated for their 

effect on the output of the CpxA autokinase as a function of 8 leucine point mutants in the S-

Helix. We find that we cannot relate the patterns of activity that arise as a function of these 

structural inputs to two distinct HAMP conformations. Instead, it appears that the HAMP is able 

to inhabit a continuum of structures that depend on adjacent domains. 

Contributions 

This chapter is a reproduction of the manuscript, lark IC, Mensa B, Ochs CJ, Schmidt NW, 

Mravic M, Quintana FJ, DeGrado WF, Abate AR. Protein design-scapes generated by microfluidic 

DNA assembly elucidate domain coupling in the bacterial histidine kinase CpxA. Proc Natl Acad 

Sci U S A. 2021 Mar 23;118(12):e2017719118. The manufacture of the microfluidic device that 

was used in this study was conducted by the Abate lab (Drs. Iain C. Clark, Christopher J. Ochs). 
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The reporter library plasmid used in this study as well as the DNA parts used in the gateway 

assembly of the library were generated and validated by Dr. Nathan W. Schmidt. Library 

synthesis, selection by FACS and subsequent deep-sequencing of selected populations was 

conducted by Iain C. Clark. Dr. Clark and I were primarily responsible for the analysis of the 

sequencing library, and I was primarily responsible for interpretation of sequencing data as it 

relates to histidine kinase function and structure. I also conducted the experimental validation of 

library parts C and D in wild type CpxA by FACS. Dr. Marco Mravic conducted molecular dynamics 

simulations of library parts A and B, and the parsing of resulting structural features. Dr. Clark 

conducted hierarchical clustering of library data. Writing and review of the manuscript was 

conducted primarily by Dr. Clark and myself, with contributions from Dr. Mravic for sections 

regarding molecular dynamics and with the supervision and input of Drs. William F DeGrado and 

Adam R Abate. 

Introduction 

Protein engineers and synthetic biologists create and study biological function through 

design of nucleic acids, typically assembled from separate coding or non-coding building blocks. 

In most cases, it is difficult to predict which assembled DNA sequences will yield the desired 

function. Instead, DNA libraries containing large numbers of variants are screened for the trait of 

interest. This approach is used to optimize expression of promoter-gene-terminator 

combinations (1), tune biosynthetic circuits to balance metabolic flux (2, 3), and map specific 

amino acid changes to protein function (4-6). Molecular methods for producing DNA libraries 

include random mutagenesis, mutational scanning, and assembly of pre-existing sequences. Pre-

defined parts allow control over the location and type of variants constructed, guaranteeing 
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interesting mutations in the library, and excluding non-functional ones. Together with DNA 

synthesis, combinatorial assembly eliminates the codon bias of random mutagenesis and 

facilitates construction of gene circuit and multi-domain protein libraries (7-10). Consequently, a 

suite of molecular methods are now available to assemble pre-defined DNA parts into 

combinatorial libraries, including Golden gate (11), Gibson (12), SLICE (13), SLIC (14), and BioBrick 

(15).  

Generating libraries in a one-pot assembly of DNA parts is simple and commonplace but 

has shortcomings. These assembly reactions are subject to bias because all parts are free to react 

with all others; thus, DNA parts that efficiently combine are overrepresented in the final library. 

In addition, because all combinations are possible, such approaches generate massive libraries 

that cannot be thoroughly screened. For a library of m components and n variants per 

component, nm possible ordered combinations exist. For instance, even a relatively simple 

biosynthetic pathway comprised of four genes, each with its own promoter and ribosomal 

binding site (12 parts), and 4 variants per part, would result in over 16 million unique 

combinations. If 6 variants per part are used, a modest number when seeking to enhance a 

pathway, over 2 billion combinations are possible. For libraries of this size and larger, it can be 

difficult to assay a significant fraction of members even in pooled high throughput screens, for 

example by fluorescence-activated cell sorting (FACS). However, it is likely that most of the 

sequence space contains non-functional variants that neither need to be constructed nor 

screened. This has driven approaches that limit variant assembly based on intuition or modeling 

(16), and therefore concentrate experimental effort on subsets most likely to be functional 

(Figure 3.1A). Rationally reduced libraries can be constructed with many different assembly 
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reactions that contain different starting parts. However, this manual approach is not scalable 

with current technology. Moreover, methods to automate DNA synthesis by microfluidics, 

although promising, have yet to produce large subset libraries at high throughput (17-20). Thus, 

a system that precisely generates targeted libraries from a complex part list would enable large 

combinatorial sequence spaces to be screened at a fraction of effort and cost.  

To address this challenge, we develop a microfluidic system that can be programmed to create 

specific combinations of pre-defined DNA parts at high throughput and with minimal reagent 

consumption. Our system uses microfluidic valves to combine specific DNA parts, followed by 

compartmentalization into individual water-in-oil droplets to perform isolated assembly 

reactions. The system steps through desired DNA combinations sequentially and selectively 

(Figure 3.1B) at about one per second. Less than 150 μL is consumed to produce 5,000 DNA 

combinations, a 300-fold reduction in reagent consumption compared to automated well plate 

assembly. The resultant droplet reactors, each of which contains all requisite parts and enzymes 

to construct a unique variant, are thermally incubated in parallel for molecular assembly. 

Additionally, droplet compartmentalization suppresses bias since efficient reactions do not 

compete with less efficient ones, and all have ample time to achieve saturation. Instead of relying 

on hybridization to co-localize oligonucleotides (21), a process that can be difficult to optimize as 

library complexity increases, our approach uses programmed microfluidics to create diverse and 

even libraries from pre-defined oligonucleotide parts at optimal concentrations. This process can 

generate libraries of any desired combination from starting parts, and greatly reduces reagent 

consumption and screening effort when complex combinations of DNA parts are needed. 
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Figure 3.1 - Generation of DNA libraries of pre-defined composition. Non-random walks 
through sequence space require libraries with pre-defined variants. (A) Visual representation of 
the sequence space. Left: combinations generated with a one-pot all-by-all approach yield, 
ideally, all combinations in the sequence space. Right: combinations generated by selectively 
combining specific parts allow pre-determined walks through the sequence space and reduced 
screening effort. (B) Microfluidic approach for generating subset libraries. Switching rapidly 
between inlet channels combines parts and enzymes for assembly inside droplet reactors.   
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Using this technique, we construct a four-part combinatorial library encoding multiple 

domains of the canonical bacterial histidine kinase (HK), CpxA (22-24). Transmembrane HKs are 

multidomain proteins that often relate the binding of an extracellular ligand to the activity of an 

intracellular kinase. The signal passes along an extended series of homo-dimeric signal-

transducing domains, which communicate via coaxial two and four-helix bundles along the dimer 

interface. The signal transducing domains include a number of modules, such as HAMP, GAF 

domains and helical linkers, frequently swapped between HK family members (25). Here, we use 

protein design to investigate how systematic modifications to transmembrane (TM) and linker 

domains modulate the activity of the downstream catalytic domains. Addressing this question is 

key to understanding how HKs transmit conformational information through multiple linker 

domains. We replace the TM domain of CpxA with a series of engineered TM dimers, which vary 

in sequence, structure, and length of the cytoplasmic connector to the N-terminus of CpxA’s 

signal-transducing HAMP domain. We also vary the sequence of the signaling helix (S-Helix) 

located at the C-terminus of the HAMP domain, just prior to the catalytic domain. The sequence 

of the intervening HAMP domain is held constant, allowing examination of how it responds to 

and transmits diverse structural signals. We find that the S-helix sets the basal rate of activity, 

which is modulated up or down in a roughly additive manner by changes in the linker, when 

examined in the population average. In addition, when the variants are examined individually, 

we find a single TM sequence can elicit opposing effects on the catalytic activity of different S-

helix variants – enhancing activity in one variant and inhibiting in another. Thus, the intervening 

HAMP domain not only passively transmits signals, but fundamentally changes the signaling 

patterns depending on even single-site variants in the neighboring domains. We posit that this 
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flexibility yields a spectrum of functional outputs as HKs vary in response to changing 

evolutionary pressures, providing a potential explanation for the retention of multiple 

transmitting domains throughout evolution.  

Results 

Microfluidic design and operation.  

To enable rational construction of a multi-domain protein library, we design a multi-valve 

microfluidic device to encapsulate specific combinations of pre-synthesized DNA library parts in 

90 μm (382 pL) droplets (Figure 3.2A, Figure 3.8). The device consists of 38 reagent inlets, each 

with its own microfluidic membrane valve (26) and an oil inlet for droplet formation. The valves 

are arranged in two arrays on either side of the microfluidic drop maker (Figure 3.2B, Valve 

array). Open valves dispense reagents, which flow into a T-junction drop maker. Two valves 

downstream of the drop maker direct droplets into off-chip waste or collection tubes (Figure 

3.2C, Collection switch). Each fluidic channel is connected via flexible tubing to a single well in a 

96 deep well plate housing DNA parts, enzymes, and buffer. The 96 well-plate is pressurized with 

a manifold (Figure 3.8D) that ensures all wells are at equal pressure. Pressurization of the 

manifold drives flow through serpentine resistor channels (Figure 3.2D, Pressure Balancing), 

fabricated on a separate layer of the chip, which maintains equivalent flow rates from each inlet 

channel and, thus, ensures controlled final reagent concentrations. The design is scalable since 

additional inlets can be added along the length of the central channel. Following the design 

considerations outlined in the SI Appendix Materials and Methods section, the device can scale 

to 100k libraries with minimal changes to design or operation.  
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Figure 3.2 - Hybrid microfluidic device that uses valves and droplets to deterministically 
combine and assemble DNA parts. (A) Schematic of the device showing fluidic and control 
layers, inlets, valves and resistors. (B) Schematics and images of the fabricated device. The 
valve-array contains 38 reagent valves leading to a common channel where reagents are 
combined, and drops are formed. (C) The collection switch is a two-valve system for directing 
droplets to a collection tube or into waste. (D) Fluid flow rates in inlets with different locations 
on the main collection channel are equalized by pressure balancing with on-chip resistors.   
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Each microfluidic valve can be actuated in <10 ms (Figure 3.3A-B), as measured using a 

fluorescent dye and droplet cytometer (27), allowing rapid switching between inlets (Movie 1). 

The device operates on a ~720 millisecond (ms) duty cycle consisting of 500 ms of library 

collection, 200 ms of channel flushing to waste, with 10 ms to switch valves to the next part 

combination (Figure 3.3A-C). To start a cycle, the collection valve closes, and the waste valve 

opens (Movie 2). Four reagent valves open simultaneously, allowing enzyme master mix and DNA 

parts to flow through the central channel, into the drop maker, and out through the waste valve. 

After this flush, the collection valve opens, the waste valve closes, and droplets containing the 

desired library components are collected. To switch to a new part combination, the collection 

valve closes, the waste valve opens, and the cycle is repeated (Figure 3.3D, Movie 3-4). This cycle 

continues until all desired combinations have been generated. A library of ~10,000 defined 

combinations can be created in ~2 hours. Droplets containing DNA parts and enzymes are 

incubated off chip to complete the assembly reaction. Any DNA assembly molecular biology can 

be used, including those requiring temperature changes, because the droplets are stable to heat 

and collected in PCR tubes that can be thermocycled.  
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Figure 3.3- Valve array duty cycle. (A) Valve opening and closing speed measured by 
fluorescence intensity. (B) Dye labeled inlets show how reagents are combined in the central 
channel. Switching a single inlet from open (top) to closed (bottom) eliminates its stream from 
the central channel. (C) Flushing to waste reduces contamination from residual DNA parts from 
the prior cycle. (D) The device cycles between collecting drops (top) and wasting drops 
(bottom) as part of its duty cycle. Closed valves are colored black and open valves are colored 
white. Flowing DNA parts are colored blue, and blocked DNA parts are colored red. Enzymatic 
reagents are colored green. Oil is colored brown.  
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Rationale for the multi-domain CpxA library design  

We use our microfluidic library construction method to build a multi-domain protein 

library from 4 DNA parts, each with 8 or 9 variants per part (Figure 3.4A). This library allows us 

to explore how diverse structural inputs from a designed transmembrane (TM) domain and 

cytoplasmic linkers influence the kinase activity of the bacterial histidine kinase (HK) CpxA (28). 

The transmembrane protein CpxA is a prototypical HK that senses cell envelope and protein 

folding stress in the periplasm (29). The wild type protein consists of (from the periplasmic to the 

C-terminal cytoplasmic kinase): 1) a periplasmic sensor domain; 2) an antiparallel four-helix 

transmembrane domain (TM); 3) a parallel four-helix bundle signal transducing HAMP domain; 

4) a short S-Helix domain; and 5) the two conserved catalytic histidine kinase domains (Figure 

3.4B). The signal-transducing domains are conserved and repeated in a modular fashion within 

many different HKs and combine to yield sensors for diverse molecular and environment cues. It 

is hypothesized that HKs function by a similar mechanism of transmitting conformational changes 

across their modular domains to influence kinase domain activity (30-36). Functional diversity is 

thought to be achieved by fine tuning HK domain conformational coupling via specific inter-

domain protein geometry. Here, we rationally design a family of CpxA variants, which 

systematically vary in expected inter-domain geometry and coupling, to directly test the range of 

structural features that yield high-kinase activity. The designed components evaluated in this 

study consist (from N- to C-terminus) of: 1) an N-terminal MBP domain and HA affinity tag, 2) a 

set of 81 TM dimers of systematically varying structure, 3) a variable-length alanine linker, 4) the 

wildtype HAMP domain, 5) a series of eight mutants in the S-helix region and 6) the wildtype DHp 

and ATP binding domains of the CpxA catalytic domain (Figure 3.4A-B). The N-terminal MBP tag 
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results in periplasmic location of MBP, and is often used in similar genetic screens to select for 

expression and proper membrane insertion (37, 38).  

The TM helices contain a strong TM helix homo-dimerization “G-X3-G” motif, taken from 

the protein Glycophorin A (GpA, LILLGVMAGVIGT)(39, 40). This TM design simplifies the 

conformational input propagated by the second TM helices of the native CpxA 4-helix bundle into 

a 2-helix bundle. The TM helix is constructed by combining two library variants (parts A+B), which 

allow flexibility in varying the length of the helix and the position of its GX3G motif within the 

membrane (Figure 3.9). Furthermore, a single Trp residue, which prefers to localize near the 

headgroup region of the bilayer, is scanned through multiple positions of the C-terminal third of 

the TM helix to influence the location of the helix in the membrane, as in previous studies of HKs 

(Figure 3.4A) (41). The helical phase of the last residue of the TM helix is held roughly constant, 

but the length of the neighboring linker is changed to allow systematic variation of phase. Short 

linkers are generally present between the TM helices and cytoplasmic domains of HK proteins. 

We therefore place 0 to 7 helix-promoting alanine insertions in a linker (part C of the library, 

Figure 3.4A-B) between the TM helix and the cytoplasmic domains of CpxAcyto (HAMP, S-helix and 

catalytic domains). Assuming helicity is maintained, each Ala would result in a ~100 degree phase 

shift and ~1.5 Å axial translation of the terminal linker residue as it connects to CpxAcyto. Finally, 

in library part D, we introduce a series of eight consecutive single-site leucine substitutions into 

the S-helix of CpxAcyto to alter its basal kinase activity. Evaluating the effects of TM-linker 

combinations over multiple S-helix variants offers a rigorous test for how conformational 

information coded by the upstream TM-linker variants couples through the native HAMP domain 
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to the kinase domain. In all, this 5184-member library consists of 81 TM helices, 8 linkers and 8 

S-helix variants.  

Construction and screening the multi-domain protein library 

We use our microfluidic system to generate a full library of all part combinations, as well 

as a library that has been reduced in size by restricting specific combinations of the TM (parts A 

and B). We use Golden Gate assembly (42) of DNA parts with BsaI recognition sites to produce 

libraries from four DNA parts (A,B,C,D) (Figure 3.4A, Table 3.1). There are 9 A parts, 9 B parts, 8 

C parts and 8 D parts. Combinations of parts A and B range from 16 to 28 amino acids, but we 

hypothesize that some AB combinations, which encode a synthetic transmembrane helix, may 

not be well accommodated in the membrane. Therefore, in addition to generating a library from 

all parts (full library, 5184 possible variants), we restrict part AB combinations based on the rule 

18 AA ≤ [A+B] ≤ 25 AA (subset library, 3648 possible variants). We sequence each library after on-

chip assembly and cloning and compare the diversity and evenness to standard tube assembly. 

The library is designed such that multiple paired end 150 bp reads cover the entire ABCD 

sequence, allowing us to assess the abundance of library members by next generation 

sequencing. Libraries generated in droplets have a higher number of unique members: the on-

chip constructed full (4351 of 5184, 84%) and subset (3120 of 3648, 86%) libraries have greater 

coverage and evenness than standard in-tube assembly (1280 of 5184, 25%) (Figure 3.4C). The 

subset library has substantially de-selected (29.9% to 2.7% of the total library) the undesired part 

combinations from the final clone library (Figure 3.4D, 18 AA ≤ [A+B] ≤ 25 AA, black boxes), 

demonstrating that our microfluidic system can construct libraries with pre-defined members.  
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To experimentally evaluate how these protein domains interact and influence CpxA signal 

transduction, we design a pooled assay to screen our engineered protein library (Figure 3.4E). 

On-chip libraries are cloned into a plasmid to create an intact, in-frame, designed cpxA protein-

coding gene. The plasmid contains a constitutive promoter driving CpxA and a green fluorescent 

protein (GFP) reporter under the control of the cpxP promoter which is activated by CpxR, the 

cognate response regulator of CpxA. This is a reliable reporter of overall CpxAR activation (43). 

Libraries are expressed in E.coli cpxA::km (JW3882-1, The Coli Genetic Stock Center, Yale) and the 

GFPhigh population is sorted by FACS, corresponding to ~4.86% of cells (Figure 3.4E). The 

abundance of library members before and after sorting is determined by Illumina sequencing and 

enrichment of each ABCD sequence is calculated (see Supplemental Materials and Methods). 
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Figure 3.4 - Construction and sequencing of the DNA library demonstrates efficient on-chip 
library subsetting. (A) Sequences of the four parts used to construct the combinatorial DNA 
library. (B) Top: comparison of the synthetic and wild type CpxA structures. Bottom: The 
engineered CpxA contains maltose-binding protein (MBP) replacing the signal domain, followed 
by a two-helix transmembrane (TM) region encoded by parts A and B. The variable 
juxtamembrane linker (part C) between the TM and HAMP domain is followed by leucine 
substitutions in the S-helix (part D). CpxA phosphorylates the response regulator CpxR, which 
activates transcription of a GFP reporter via the cpxP promoter. (C) Left: Rank-abundance 
curves comparing the full library generated on-chip (full), full library generated in a tube (tube), 
and the subset library generated on-chip (subset). Microfluidic assembly enhances variant 
coverage compared to pooled, tube-based assembly. Right: Subsampling reads and counting 
library members quantifies diversity and confirms adequate sequencing depth. (D) Distribution 
of library sequences in the subset and full libraries, displayed as log2(read counts). Parts C and D 
are nested within parts A and B. Left: AB combinations constrained by the length of A and B 
such that 18 AA ≤ [A+B] ≤ 25 AA (subset). Right: No restriction is placed on which parts were 
combined to generate the library (full). (E) Sorting of GFPhigh reporter cells expressing the CpxA 
library. Positive (CpxA L243S) and negative (CpxA Q229V) controls are shown.  
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The phenotypic effects of variations in the A – D library components 

Our library construction and screening method allows us to evaluate variations in one 

library part, while either varying the sequence of the other parts or holding them constant. The 

resulting activity and enrichment profiles can be evaluated in the context of different models of 

conformation coupling. For example, the interplay between the effects of substitutions in the S-

helix, which set the basal kinase level, and the TM-linker informs models for coupling through 

the HAMP domain to the DHp. At one extreme, the HAMP can be postulated to have just two 

conformations whose relative energetics change in response to structural transitions of upstream 

signaling domains (in this case the different variants coded by parts A-C). In this “two-state HAMP 

model”, each TM-linker variant would have the same effect on the activity each of the S-helix 

variants, and vice versa. At the other extreme, the “multi-state HAMP model” the HAMP might 

have a more dynamic structure, which continuously varies in response to the TM-linker input 

conformation (44). In the HAMP multi-state model, different inputs from the TM helix-linker 

would be expected to induce differing conformations in the HAMP domain, which might couple 

differently to mutants of the neighboring S-helix. In this scenario we would see different relative 

activity patterns for the various S-helix mutants in response to structural changes in upstream 

domains, arising from the complex coupling of a multi-state HAMP to the adjacent S-helix (and 

vice versa).  

We first analyze enrichment of the individual members of two library components, 

averaged over the remaining variants. For example, Figure 3.5A shows the enrichment for each 

of the eight S-helix variants (part D) as a function of the eight linkers (part C), in each case 

averaged over all possible A and B components. Other pairwise combinations are considered in 
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Figure 3.5 to identify which components contribute most to variations in enrichment. When 

viewed in this context, the most important determinant of enrichment score is the identity of 

part D, corresponding to the S-Helix (Figure 3.5A). Given its position between the wildtype HAMP 

and DhP domains, it is not surprising that S-mutants have a large effect on the activity of the 

kinase. There is also high concordance between the enrichment results from the two libraries 

(full and subset), which were independently generated, screened, and sequenced. Importantly, 

the enrichment profiles for S-helix mutants move up and down in concert as the linker length is 

systematically varied. This matches the result expected in the HAMP two-state model (44-46). To 

determine the effect of these mutations in full-length native CpxA we introduce each leucine 

mutant into WT protein and test each mutant’s activity using a cpxP::GFP reporter strain by flow 

cytometry. These CpxA mutants display the same pattern of GFP fluorescence as the library 

enrichment (parts A+B averaged, part C = WT) (Figure 3.5E). The pattern, as a function of the 

leucine substitution position, is consistent over many replicates (Figure 3.10A). 
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Figure 3.5- Expression and screening of the DNA library encoding CpxA identifies the S-helix 
as a major determinant of signaling. (A) Enrichment as a function of leucine substitution (part 
D) for each alanine insertion (part C) (averaged over parts A and B). (B) Enrichment as a 
function of linker alanine insertion (part C) for each Leu substitution (part D) (averaged over 
parts A and B). (C) Enrichment as a function of part A for each part B (averaged over parts C and 
D). (D) Enrichment as a function of part B for each part A (averaged over parts C and D). (A-D) 
Enrichment is calculated as the fold change in the normalized abundance of each variant 
sequence between post and pre-sort. Error bars are standard error, calculated as the mean 
divided by the square root of the sample size. Blue is the subset Library and red is the full 
library. Q239L (full and subset) and 18 AA ≤ [A+B] ≤ 25 AA (subset) were removed from the 
library because of low counts. (E) Comparison of screen (enrichment) data to the functional 
cpxP::GFP assay. For the functional assay, L mutants are made in otherwise wild-type CpxA. (F) 
Location of the S-helix in CpxA. g) Mapping of reporter fluorescence (top) and enrichment 
scores (bottom) on the S-helix of aligned CpxA structures (PDB: 4BIV, 4BIU chains A/B, D/E) 
shows enriched L variants segregate to the core of the dimer, and de-enriched variants on the 
outward face.  
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Non-additive effects of the transmembrane and juxtamembrane linker on 

enrichment and kinase activity 

While S-helix variants are the dominant contributor to library enrichment and appear to 

respond additively to substitutions in a manner consistent with the two-state model, in-depth 

analysis also reveals more subtle deviations from the expectations of such a simple model. The 

linker length made significant, although less dominant, contributions to library enrichment, as 

shown in the profiles generated for linkers of differing length while holding the S-helix constant 

and averaging over parts A and B (Figure 3.5B). For example, while M235L is deleterious to 

signaling, the linker sequence modulates activity up or down (Figure 3.5B, shaded red). Earlier 

studies of HK’s have shown that when residues are inserted into the helical inter-domain linkers 

of signaling domains the transcriptional activity is modulated by linker length in a sinusoidal 

manner, with a repeat roughly matching that of the alpha-helix (47-50). We observe similar 

sinusoidal results in both libraries, but the phase changes between different S-helix mutants 

(Figure 3.6B). Thus, linker variants that promote HK activity in one S-helix variant inhibit it in 

another. This finding departs from the expectations of a strict two-state coupling model.  

We also examine the effects of varying parts A and B, which together comprise the TM 

helix. Parts A and B do not appear to significantly affect enrichment when they were examined 

individually while averaging over parts C and D (Figure 3.5C-D). However, examination of 

individual datasets shows large variations in the response to A and B variants, depending on the 

nature of the C and D components (Figure 3.10B). To better understand the origin of this variation 

we perform hierarchical clustering of the enrichment data, grouping sequences with similar 

variation with respect to part C (Figure 3.6). This allows us to understand how individual 
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members of the A and B components cooperate with the linker Ala-insertions to affect activity in 

the context of different S-helix variants. The periodic effects of alanine insertion observed in the 

averaged background (Figure 3.5B) become even more pronounced in the individual clusters 

(Figure 3.6), and, again, the effects are consistent between the screen replicates (full vs. subset 

library). Furthermore, we remake A-insertion mutations in full-length native CpxA and test each 

mutant’s activity using the cpxP::GFP reporter assay (Figure 3.10C). Similar periodicity is observed 

in this dataset to patterns seen in cluster 15 and in the M236L (averaged over A and B) (Figure 

3.10D), suggesting that linker effects are reproducible, but highly dependent on domain context.  

The periodicity and phase of insertional profiles provides important information about 

the geometry of the helical linkers between signaling domains. The phase relates to the location 

of the Ca atoms as they wind around an a-helix, while the period relates to the inter-helical 

interaction pattern in a helical dimer. For example, a parallel pair of canonical a-helices has a 

repeat of 3.6 residues, while a left-handed coiled coil (left-handed crossing near 20°) has a 3.5-

residue repeat, and a right-handed glycophorin-like motif (right-handed crossing near 40°) has a 

period of 4.0. These periods can also be modulated by nonideality of the ⍺-helix, particularly 

when the registry of the input and output helices being connected are not easily spanned in a 

helical conformation. To determine the phase and period we fit the enrichment profiles for the 

linkers to a sine function. The majority of the highly populated clusters were well described by a 

sine wave with repeats within 3 to 4.2 residues (Figure 3.6, Dataset 1), which is within the range 

seen in helical dimerization motifs, including the dimeric helical linkers in HKs (51). Since clusters 

contain different S-helix and TM substituents, the range of phases observed is consistent with 
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the observation that linker variants that promote HK activity in one TM/S-helix context often 

inhibit it in another. 
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Figure 3.6 - Analysis of variable length juxtamembrane Ala linkers (part C) in the context of 
different TM and S-helix domains. ABD sequences with similar variation in part C are clustered 
and enrichment is plotted as a function of the linker (part C). Sine curves fitted to data are 
superimposed on each dataset. The period of each sine curve falls within the expected range of 
2.7 to 4.2, with few exceptions.  
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Structure-function links revealed by all-atom molecular dynamics simulations of 

the synthetic transmembrane domain 

Next, we next used molecular dynamics (MD) simulations to determine which structural 

properties of the TM dimers encoded by parts A and B associate with the different behaviors 

seen in the functional clustering. The synthetic transmembrane domain built by parts A and B 

encodes a G-X3-G motif with variable leucine spacers and a shifted C-terminal tryptophan 

(Figure 3.4A). This results in 81 variants with sequence lengths between 16 and 28 residues, 

which are expected to alter the depth of the crossing motif in the membrane, its crossing angle, 

and the Ca-Ca distance at the end of the TM region. To structurally define the expected 

conformations of the 81 TM variants, we ran 80 nsec all-atom MD simulations of each TM 

dimer in 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) lipid bilayers (Figure 3.7A) in 

explicit solvent with CHARMM36 parameters (52) as implemented in GROMACS 2018.  

Across all simulations, the TM segments (Parts A + B) are generally stable (Figure 3.9B-E) 

and hold the intended initial dimeric conformation: the canonical G-X3-G-type interaction with 

close interhelical backbone interactions (3.5 - 4.5 Å) with a right-handed helix-helix crossing 

angle. The mean RMSD over TM amino acids between final versus initial simulation frames is 1.3 

Å. For longer TM helices, structural re-arrangements accommodate the increased length without 

significantly disrupting the strong G-X3-G motif interaction. Figure 3.9A shows three 

representative cases of significant deviations from the starting structure for TM sequences that 

are longer than the canonical 20-residues of single-pass TM helices; the helices widen their 

crossing angle (Figure 3.9A, left) or adopt helix kink distortions (Figure 3.9A, middle and right) at 

the N-terminal half of the dimer. These conformations help maintain their apolar sidechains 
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embedded in lipid. However, because the structurally stable G-X3-G motif lies close to the 

cytoplasmic side of the membrane, the grossest structural variation occurs primarily on the outer 

leaflet of the bilayer, distant from the region that connects to the linker and HAMP domains 

(Figure 3.9A). Therefore, in the future it would be desirable to design libraries that include a 

signal-responsive periplasmic sensor domain and remove sequences that encode physically 

unreasonable extensions of the TM helix as in our subset library. 

To allow comparison with phenotypically defined clusters, we compute structural and 

geometric features likely to influence the conformation and energetics of the downstream 

domains (Figure 3.7B). Specifically, we clustered the 81 models based on the depth of the G-X3-

G and the C-terminal end of the helices in the membrane, the interhelical crossing angle, the Ca-

Ca distances near the end of the TM region, the helical registry and the degree to which the 

dimers deviate from C2 symmetry. The TM domain geometries cluster into eight structurally 

distinct groups (Figure 3.11A), each expected to pose a unique conformational input to the 

subsequent juxtamembrane linker (part C) and HAMP domain, and to influence inter-domain 

coupling and kinase activity (53).  

We next compare how structurally similar TM domains relate to functionally similar 

clusters from the screen. We cluster the screen enrichment data based on sequences with similar 

variation in downstream domains (parts C and D) to find which A+B combinations lead to similar 

functional outcomes. This procedure leads to phenotypically similar clusters, in which each 

member is identified by its A and B parts (Figure 3.11B). We evaluate the overlap between the 

individual AB combinations within structural and functional clusters. The resulting plot shows 

that functionally similar AB sequences correlate with structural similar ones (Figure 3.7C). For 
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example, the two classes of TM helical pairs with the G-X3-G located closest to the cytoplasm 

(structure class 7 and 8) associate with only a limited number of phenotypic outcomes 

(predominantly function classes 3+4) based on the cooccurrence of the same AB sequences in 

the structural and functional clusters parts (Figure 3.11C). These findings establish a clear 

structure-function link between TM geometry and signaling output. It is, however, difficult to 

determine a single parameter that uniquely controls signaling, in part because of the 

interdependence of the geometric features governing the structure. For example, helical ends 

can be shifted up or down by changing the interhelical crossing angle (scissoring motion) or by 

altering the depth caused by C-terminal Trp substitutions and Leu insertions. Additional structural 

studies with the C-terminal domains attached will be required to decipher the relative 

contributions of these and other features to the activation of the kinase domain. 
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Figure 3.7- Structure-function relationships revealed by molecular dynamics (MD) 
simulations. (A) MD simulations predict all TM dimer geometries simulated in lipid bilayers, 
shown as cartoon ribbon mainchain traces (initial model, cyan; final MD frame, green; lipid 
headgroup phosphates, orange spheres). A sequence with the largest backbone RMSD of the 
final MD simulation frame (80 ns) versus the initial models is shown as a representative 
example. (B) Visual representation of the TM dimer and structural parameters extracted from 
MD simulation data. TM domain structural features are predicted based on MD simulations for 
each AB combination (also see Figure 50F). (C) TM clustering based on structural features 
compared to TM clustering based on functional enrichment (screen). Functionally similar AB 
sequences segregate with structural similar ones.  
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Discussion  

We report a microfluidic system that deterministically combines DNA parts for enzymatic 

assembly. The microfluidic system can be programmed to generate any library from a set of 

starting parts, and therefore allows non-random walks through sequence space, both in 

composition and abundance. Because the system uses physical compartmentalization instead of 

sequence or molecular biology optimization, it is fully compatible with such advances as they 

arise. The system uses resistors to ensure balanced flow rates, allowing additional part inlets to 

be added along the main channel to scale synthesis to more complex assemblies. An additional 

feature of our approach is that it allows biasing of the quantities of each part combination by 

adjusting the collection times to favor specific library members. If higher representation of 

specific part combinations is desired, the device can be programmed to collect a larger number 

of droplets for those combinations. Thus, our microfluidic construct assembler represents an 

efficient tool for the generation of precise combinatorial libraries with applications in 

biosynthetic pathway design, protein engineering, and deep mutational scanning.   

We apply our microfluidic system to study signal transduction in the prototypical bacterial 

histidine kinase CpxA. Our microfluidically generated library allows us to ask how geometric 

“signals” from engineered membrane-spanning domains transmit through HAMP and S-helix 

domains to a four-helix bundle that serves as the histidine phosphoryl acceptor in the 

phosphorelay catalytic mechanism of the HKs. Addressing this question is key to understanding 

not only how HKs signal, but why they incorporate multiple linker domains (53-56). What 

evolutionary advantage is there to retaining and shuffling signal transduction domains and 

interdomain linkers that have no apparent function in binding or catalysis? They appear to 
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“passively” transmit signals in most proposed mechanisms, but it is hard to understand the 

conservation of multiple inserted domains rather than a single more concise connection.  

To probe the mechanism of conformation coupling at a distance, the library scans Leu 

substitutions across the S-helix, located one full domain (>20 Å) away from the connection 

between the TM-linker and the N-terminus of the HAMP. The S-helix variants contribute most to 

the phenotypic variation in the library, as expected from the S-helix’s proximity to the catalytic 

center. This dominant effect was also confirmed in native full-length CpxA (Figure 3.5E). When 

enrichment scores are mapped onto available CpxA cytoplasmic structures (pdb: 4BIV, 4BIU), 

high-signal variants predominantly fall on the dimeric interface of the two-helix bundle of the S-

helix while low-signal variants fall on the outside (Figure 3.5E-F). Substitutions to outward facing 

residues near contacts with the ATP binding domains of the kinase also impacted activity. 

Together, the Leu substitutions in the S-helix served their intended purpose of significantly 

altering the energetic landscape of the intermediates required in the enzymatic cycle of the 

catalytic domain (i.e. autphosphorylation, phosphotransfer and nucleotide exchange) (48), 

providing a range of basal activities in both the WT and engineered CpxA library.  

When evaluated over the average of the TM variants, the phenotypes of the S-helix and 

Ala-linker library members covary in an additive manner. The S-helix sets a baseline level of 

signaling, and the spacer modulates activity around that baseline. This behavior is expected from 

a simple two-state model, in which the HAMP has two different conformations that can either 

promote or inhibit kinase activity. In this model, the energetic difference between the two states 

– but not their structures – are altered by changes in the sequence and structure of the upstream 

TM-linker. However, by examining the phenotypic variation of each member of the library, we 
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are able to also observe significant non-additive behavior, in which mutations in one domain can 

have opposing effects, depending on the sequence of the distant domain. This is seen in the 

varied patterns of enrichment observed when the juxtamembrane linker is changed in different 

S-helix backgrounds (Figure 3.5B, Figure 3.6). Such behavior is more consistent with the 

possibility that HAMP domains have multiple conformations, which can vary significantly with 

respect to the input conformation from the TM domain and linker, and couple differently to the 

multiple conformational states populated as the kinase transitions through functional states (51, 

57-59). In depth MD simulations of the TM variants confirm a correlation between structural 

output from the membrane domain and the corresponding profile of activity of the 

corresponding variants (Figure 3.7). This finding encourages us to speculate on the consistency 

of our phenotypic screening with structural mechanisms of kinase activation (30, 32-35).  

Our results suggest that transducing domains provide opportunities to not only vary the 

basal levels of HKs, but to also more radically change their energy landscapes and signaling 

patterns in response to evolutionary pressures. This is consistent with other reports documenting 

multiple continuously varying conformers of variants of HAMP domains (58). It also is consistent 

with the large structural changes seen in CpxA, as it transitions from a symmetrical resting state, 

to an asymmetric Michaelis complex, to the intermediate covalent phospho-histidine 

intermediate, which then binds and transfers the phosphoryl group to its cognate response 

regulator. Finally, CpxA also has a distinct phosphatase activity, and it is the balance of the 

phosphatase to the kinase activity that sets the overall transcriptional response. In this view, a 

multi-conformational HAMP domain would engender functionally diverse outcomes to sequence 
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alterations by allowing differential coupling to each of the individual functional structural states 

of the catalytic core machinery. 

Conclusion 

We describe a new microfluidic system for the construction of rationally reduced DNA 

libraries. Our approach combines valves with droplet microfluidics to rapidly select and 

enzymatically assemble pre-defined DNA parts into constructs. This approach allows construction 

of libraries with targeted part combinations automatically, at high speed, and with low reagent 

usage. Thus, our microfluidic construct assembler affords a facile way to take efficient walks 

through sequence space. We use the system to assemble a multi-domain protein library of the 

canonical bacterial sensor kinase, CpxA. We show that mutations to the S-helix of CpxA globally 

change kinase activity by directly altering the stability of catalytic-states in the kinase domain, 

which are then energetically modulated by an interplay between sequence features in the TM 

and linker domain. Thus, we observed additive two-state coupling as the dominant theme, but 

with significant contributions to non-additive components, consistent with multi-state signaling 

through the HAMP module.  
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Figure 3.8- Instrumentation and microfluidic hardware. (A) Microscope and camera used to 
observe valve operation. (B) solenoid valves that control the on-chip valves. (C) Image of the 
microfluidic chip with control air and reagent lines. (D) Pressurized manifold to evenly dispense 
DNA parts and reagents to the microfluidic chip.  
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Figure 3.9- Molecular dynamics (MD) simulations. (A) MD simulations predict all TM dimer 
geometries maintain the inter-helical G-X3-G interaction but adopt structural re-arrangements. 
Transmembrane helix dimers simulated in lipid bilayers, shown as cartoon ribbon mainchain 
traces (initial model, cyan; final MD frame, green; lipid headgroup phosphates, orange spheres). 
The sequences with the two largest backbone RMSDs of the final MD simulation frame (80 ns) 
versus the initial models are shown as representative examples: (1) and (2).  Both adopt unique 
structural rearrangements but maintain the close inter-helical interaction of the G-X3-G motif 
with near-canonical geometry. (1), an increased inter-helical crossing angle; (2), modest helical 
kink N-terminal to the G-X3-G motif.  (3), an additional representative example of more 
pronounced helix kinking towards the N-terminal third of the TM helix, whereas the C-terminal 
portion containing the G-X3-G motif maintains close interaction with its partner TM domain 
(right-handed crossing angle ~ -35°), denoted by red dashed region. (B-E) Representative 
example of calculated bilayer plane stability and relative features. (B) Bilayer midline plane 
calculated from POPC tail terminal carbon. Stability of bilayer plane center X,Y,Z positions 
across a trajectory. (C) Stability of X and Y component of normal vector for bilayer plane; Z 
remains nearly 1 within 1%. (D) For each simulation frame and its calculated bilayer plane, the 
average distance of POPC tail terminal carbon atoms linearly projected onto the calculated 
bilayer midline (Z=0) for that frame (black) and the standard deviation of those distances (red); 
these are essentially the residual error values of the bilayer plane calculation. (E) Given the 
calculated bilayer midline for each frame, the distance of protein and lipid atom types are 
shown plotted across the simulation.  Membrane insertion depth for Cα atoms of specific 
residues: first Tyr of the HA tag (blue), second Gly of the G-X3-G motif (red), and the 2nd to last 
TM domain amino acid (black, 2 before Ser); the distance of the center of mass of the TM 
dimer’s two equivalents atoms linearly projected onto the bilayer plane. POPC leaflet positions 
for each frame calculated the mean distance of glycerol oxygen atoms projected onto the 
bilayer place, resulting in a membrane bilayer length of the expected ~30 Å. (F) Visual 
representation of the TM dimers and structural parameters extracted from MD simulation data. 
G-J) TM domain structural features predicted at final MD simulation step. (G) Membrane depth 
of the G-X3-G motif (2nd glycine) relative to the lipid bilayer midline. (H) Membrane depth of 
the 2nd to last TM domain residue relative to the bilayer midline. (I)  Distance between Cα 
atoms for equivalent residues in the dimer (helix A to helix B) at the end of the TM domain (2nd 
to last TM domain residue). (J) Mean asymmetry in membrane depth between equivalent Cα 
atom in the dimer, helix A versus helix B. (K-L) Geometric features of TM domains vary across 
MD trajectories. Predicted TM domain geometries for 81 unique TM domain sequences (A + B 
part combinations) shown as their trajectory mean (points) and standard deviation (grey bars).  
The geometries are well-separated by the distance across the interacting TM domain dimer 
between the C-terminal-most residues. (K) Plot of each trajectories’ crossing-angle and C-
terminal inter-helical distance (End TM Distance), colored as a heat map including the TM helix 
length of the A + B part. (L) Plot of each trajectories’ crossing-angle and C-terminal inter-helical 
distance (End TM Distance), colored as a heat map including the Z-depth of the G-X3-G motif 
relative to the bilayer normal midpoint (best fit plane).  
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Figure 3.10 - Functional reporter assay on single mutants made in otherwise wild-type CpxA. 
(A) Fluorescence of the cpxP::GFP as a function of S-helix Leu scan made in wild-type CpxA. (B) 
Heatmaps of enrichment as a function of parts A and B for a single CD combination (part C = 
SA6, part D = WT). Correlation between subset and full libraries is shown on the right. (C) 
Fluorescence of the cpxP::GFP as a function of variable length alanine linkers . (A,C) 
Reproducibility over 1-3 days of CpxA activation demonstrates consistent patterns of signaling. 
Western blots show protein expression using the antibodies against the HA tag. Error bars are 
standard error. (D) Comparison of A-insertion linkers between mutants made in a WT 
background and screen data. Cluster 15 and M236L (averaged A+B) display a similar periodic 
pattern to a WT TM and S-helix.   
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Figure 3.11- TM data clustering based on structural and functional data. (A) Two-feature 
structural clustering of TM domain geometries at the C-terminal half predicted from MD 
simulation of all 81 unique TM sequences. The results of structural clustering all MD simulations 
of the 81 unique TM domain sequence (A + B part combinations) by per residue Cα-Cα inter-
helical distance and per residue Z-depth versus the bilayer midline. Cluster averages (points) 
with per position standard deviation (gray error bars) are shown for each cluster.  The 5 TM 
domain residues corresponding to the shared G-X3-G motif are highlighted (beige shaded box). 
Clusters are numbered and number of members listed above each plot.  This clustering suggests 
across the 81 sequences a number of unique TM domain geometries are presented to the 
juxtamembrane linker and HAMP domain within the engineered CpxA construct. (B). Functional 
clustering of the TM based on enrichment data generated in the high throughput screen. The 
dendrogram shows clustered data, which was used to define 15 groups with similar variation 
across parts C and D. (C) Structural clusters segregate within distinct functional clusters. For 
example, functional cluster 7 is composed of predominantly structural clusters 1 and 5.   
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Figure 3.12 - Estimated time and reagent expenditure for microfluidic versus well-based 
subset library generation. (A) Microfluidic time required for a given library size given a 220 ms 
duty cycle. (B) Reagent consumption of microfluidic (500 pL) vs well-based (1 µL) library 
generation. 
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Materials and Methods 

Device fabrication: The microfluidic devices are fabricated using standard photolithography (1). 

Feature heights for the 4 layer fluidic wafer are as follows: 5 μm primer layer (SU8-2005, 3000 

rpm, 30 sec), 35 μm valve seats (AZ50 XT positive photoresist, 1750 rpm, 30 sec), 20 μm 

resistors (SU8-3010, 3000 rpm, 30 sec), 60 μm main fluidic channels (SU8-3050, 4000 rpm, 30 

sec)(2). Pneumatic wafers are fabricated at 25 μm height (SU8-3025, 4000 rpm, 30 sec). PDMS 

replicas are cast by pouring PDMS at 10:1 weight ratio of base:curing agent (Sylgard 184, Dow 

Chemical, MI, USA) or spin coating a thin membrane on the pneumatic wafer (2000 rpm, 30 

sec). After baking at 60 °C for 1 hour, the fluidic replica is cut out, and access ports are punched 

with a 0.5 μm biopsy punch. The channel side of the fluidic slabs is then stamped on a clean 

wafer spin-coated with a thin layer of PDMS curing agent (5000 rpm, 1 min) and aligned to the 

valve features on the pneumatic wafer. The devices are baked overnight, and access ports are 

punched for the valve channels. The devices are plasma-bonded to a glass slide and baked for 2 

days at 60 °C. 

Device design: Our design objective is to ensure that the pressure drops (dP!"#$%) down the inlet 

channels are ten times greater than the pressure drop down the main channel (dP&). Since the 

flow rate through each inlet is proportional to the pressure drop across it, this ensures that all 

flow rates are within 10%. The pressure drop ratio between an inlet and main channels is: 

 

	dP!"#$% dP&& 	= 	 (R!"#$% ∗ Q!"#$%)/(R& ∗ Q&	)	(Eqn. 1)	 
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where R!"#$% and R&	are the hydraulic resistances and Q!"#$% and Q&are the flow rates of the 

inlet and main channels, respectively. R!"#$% is set by the serpentine resistor, while R&	is set by 

the length of the main channel. To ensure that pure formulations are generated at each collection 

step, the flow rate of the main channel must be sufficient to fully replace the main channel 

volume per cycle: 

 

Q& 	=
V&
t 	(Eqn.		2) 

 

where V& is volume of the main channel, and t the cycle time.  Moreover, since the main channel 

flow rate is driven by the flows of the open inlet channels, the flow rate of each channel is given 

by:  

 

Q!"#$% 	=
Q&
N!"#$%)

	(Eqn. 3) 

 

where  N!"#$%) is the number of inlets. Thus, substituting Eqn. 3 into Eqn. 1 yields:   

  	

	dP!"#$% dP&& 	= 	 R!"#$%
R&N!"#$%)

		(Eqn. 4)	 

 

The hydraulic resistance in the main channel (R&) is constrained by the practical issue of fitting 

the inlet channels and their control valves into a single main channel. On one hand, narrow main 

channels are preferable because they have less volume and therefore can be flushed more 
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quickly with less reagent waste (Eqn. 2); however, they also have higher hydraulic resistance, 

necessitating that R!"#$% be higher to ensure that dP!"#$%/dP&remains above 10. In principle, R& 

can be reduced by minimizing the channel length, but this packs the inlet channels and their 

valves closer together, making fabrication difficult. Thus, in general, R& is minimized by packing 

the inlets as close together as practical. As a starting point, we choose V&	to be equal to the 

minimum amount of volume we want to recover per part combination, since a given combination 

cannot be collected until an entire V& of reagent has flushed through the main channel, ensuring 

that all component solutions have arrived to the droplet maker at the time of collection.  

 

Eqn. 4 provides a simple framework for designing the microfluidic system. N!"#$%) is fixed by the 

number of parts we want to assemble. If more parts are to be assembled, more valves must be 

opened, and thus the inlet resistances R!"#$% must be increased to compensate. Thus, in general, 

the smaller the device can be made, the faster it can be run, but at the cost of requiring higher 

input pressures. To withstand higher pressures, the devices must be fabricated out of stiffer 

materials. In addition, since all inlets are maintained at equal input pressure, the housing 

manifold must be constructed to withstand the increased pressures. Based on these insights, we 

believe that buttressing of the pressure manifold and tighter packing of valve inlets to reduce the 

main channel length will allow ~5x increases in speed, beyond which additional challenges 

emerge that will require a more significant upgrade of the device. Therefore, following the design 

considerations above, it should be currently possible to generate defined 100k libraries in 

approximately 6 hours with greatly reduced reagent consumption compared to a well-based 

approach (Figure 53B).  
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Device operation: We use HFE-7500 fluorinated oil with 2% (w/v) triblock surfactant (RAN 

Biotechnologies, Inc.) for all experiments at a flow rate of 1000 μL per hour. An aqueous flow 

rate of 500 μL per hour is produced by combining 4 DNA parts with Enzyme Mix and Buffer Mix. 

DNA parts and enzymes are supplied to their individual inlet channels through a custom-built 

38x pressure manifold, pressurized at 4 psi (Figure 3.8). Multilayer membrane valves are 

pressurized to 40 psi and controlled by solenoid valves (Pneumadyne, S10MM-30-24-3) 

activated by custom LabView software.  

The LabView software cycles through a pre-defined list of ABCD combinations. One duty cycle 

has four steps. First, the waste valve is opened for 200 ms to flush the main channel. Second, 

valves corresponding to each of the parts (for example valves controlling A1, B2, C5, D3) are 

opened to assemble the desired construct (A1B2C5D3). Third, the waste valve closes. Fourth, the 

collection valve opens and droplets are collected for 500 ms. Three libraries are generated. The 

first is generated with a tube reaction of all the possible parts (“Tube”). The second is generated 

microfluidically using all the parts (“Full”). The third is generated microfluidically with a subset of 

the parts (“Subset”). To generate the subset library, a list of all ABCD combinations that encoded 

a final protein of restricted transmembrane length (18 amino acids ≤ [A+B] ≤ 25 amino acids) is 

created and read by the LabView software. Each ABCD is created in a single duty cycle using the 

series outlined above.  

Library assembly, cloning, and sequencing: The combinatorial libraries are built using Golden 

Gate assembly (3). All DNA parts contain the BsaI recognition site (GGTCTC) as well as 4bp sticky 

overhangs that determine the position of each DNA part in the final construct. Sequences of the 

DNA parts, and primers, can be found in Table 3.1. After running the microfluidic instrument, 
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each droplet contains 0.2 μM DNA, 1x NEB Golden Gate Buffer, and 1x NEB Golden Gate Assembly 

Mix. The reactions are incubated in droplets off-chip in a thermocycler to perform the Golden 

Gate assembly using the following protocol: (1 min /37°C, 1 min/16°C) x30, 5 min/55°C. After 

assembly, 20% (v/v) perfluoro-1-octanol (Sigma Aldrich) is added to break the emulsion and 

recover assembled DNA.  Sequencing libraries are prepared from on-chip assembled material 

using a dual primer PCR with primer set 1 (ChipLibSeq_F and ChipLibSeq_R) and primer set 2 

(Nextera XT Index 1 N7XX and Nextera XT Index 2 S5XX) with KAPA HiFi Mastermix. The 

concentration of the primers is 50 nM and 500nM for set 1 and set 2, respectively. The 

thermocycling program used is: 3 min/95 °C, (20 sec/98 °C, 20 sec/50 °C, 45 sec/72 °C)x5, (20 

sec/98 °C, 20 sec/70 °C, 45 sec/72 °C)x25, 10 min/72 °C.  

Assembled DNA is PCR-amplified (Kapa Hifi Mastermix, Kapa Biosystems) using primers ChipLib_F 

(500nM) and ChipLib_R (500nM) for 3min/95 °C, (20 sec/98 °C, 20 sec/50 °C, 45 sec/72 °C)x14 

and cloned using Golden Gate Assembly into plasmid pNS001. This plasmid has a 

chloramphenicol resistance cassette, p15A ORI, CpxR and CpxA fusion proteins under a pTrc 

promoter and the CpxAR two component system reporter (pCpxP-GFP). The plasmid library is 

transformed into chemically competent cells, plated onto 4 large petri dishes (Thermo Scientific 

Nunc, # 240835) per library and incubated until single colonies are visible. Plates are scraped and 

the plasmid library is purified (QIAGEN Plasmid Midi Kit). PCR is used to prepare plasmid libraries 

for sequencing using a staggered primer on the P5 side (CpxA_P5_s1-s8) to avoid clustering 

problems and indexed primers on the P7 side for sample indexing (CpxA_P7_B01-B04). The 

plasmid libraries are sequenced using a MiSeq PE150. Sequences of oligonucleotides used in this 

work are found in Tables 3.1-3.2.   
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Expression and screening of the CpxA library: Three plasmid libraries (Tube, Full, Subset) are 

transformed into chemically competent JW3882-1 (cpxA771(del)::kan) obtained from the Coli 

Genetic Stock Center Molecular (Cellular & Developmental Biology, Yale University). Libraries are 

plated to onto 4 large petri dishes with LB (with chloramphenicol and kanamycin) per library and 

scraped after 18 hours of incubation at 37°C. Growth of ΔmalE strains expressing the construct 

on M9+maltose plates validates proper membrane insertion (4, 5). Cells are washed with LB 

media and freezer stock aliquots are made for subsequent use. To perform screening 

experiments, single freezer stocks are recovered by shaking in LB at 37C for 4 hours, followed by 

a single wash in M9 minimal media. Cells are diluted in M9 media to OD600 and 1 million cells are 

sorted by Fluorescent activated cell sorting (MoFlo Astrios) using a 100μm nozzle. Plasmids from 

sorted and unsorted cells are purified (QIAGEN Plasmid Mini Kit). Libraries are prepared as above 

and sequenced using a MiSeq PE150. 

Sequence analysis: Paired end raw sequencing reads are assembled using bbmerge to generate 

an intact sequence containing the ABCD fragment and trimmed to remove primer contaminants. 

The usearch program (-search_global -top_hit_only -id .99 -query_cov 1 -target_cov 1 -maxdiffs 

1 -strand plus) is used to assign each assembled read to a variant (AiBjCkDl). A custom python 

script counts reads for each part. Normalized variant abundance is calculated as the sum of the 

reads that map uniquely to a variant, plus one, divided by the average of the number of variants 

detected in the sample. Enrichment is calculated as the fold change in the normalized abundance 

of each variant between post and pre-sort (normalized abundance post-sort / normalized 

abundance pre-sort). Data from the screen is found in Dataset 2.  
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Generation of linker alanine insertions and S-helix leucine substitutions in full length CpxA: Full 

length, C-terminally His-tagged CpxA is cloned into the NcoI/SalI sites of the modified pTrc99a 

plasmid (pSau) by Gibson Assembly. Alanine insertions in Part C and leucine substitutions in Part 

D are introduced using blunt-ligation cloning strategy. These constructs are transformed into the 

AFS51 reporter strain (DcpxADpta::Kan cpxP::GFP). Overnight cultures of AFS51 containing either 

empty plasmid or various CpxA constructs are grown from single colonies in LB with 50 ug/mL 

Kanamycin and subsequently diluted 200-fold into fresh LB media with 50 ug/mL Ampicillin. This 

culture is grown to mid-log phase (OD600 = 0.4 - 0.6), and 50 µL is removed for analysis by FACS. 

Five microliters of culture is also analyzed by western blot to confirm expression of CpxA. 

Experiments are repeated in triplicate. The responsiveness of the CpxP::GFP reporter is 

confirmed in WT CpxA using Brilacidin, an antimicrobial peptide mimetic and inducer of the 

CpxAR two-component system (6). pSau plasmid with no CpxA insert is used as a negative control. 

CpxA function is evaluated by FACS on a BD FACS caliber instrument. 20,000 cells, gated by 

forward and side-scatter, are evaluated for GFP fluorescence (Ex 488 nm, EM 515 nm) per 

sample. Sample average fluorescence and standard error are determined by standard analysis in 

Flo-Jo. Protein expression of CpxA variants is determined by Western blotting. Five microliters of 

each sample is boiled in 1X LDS buffer at 95°C and separated by MES-SDS electrophoresis, 

followed by dry transfer onto a nitrocellulose membrane (iBlot). Membrane is blocked with 1% 

BSA in TBST buffer (20 mM Tris, 50 mM NaCl, 1 mM EDTA, 0.1% Tween-20), washed 5X with TBST 

buffer and probed with anti-pentaHis HRP antibody. HRP signal is measured using luminescent 

substrate and imaged (Bio-Rad ChemiDoc MP imaging system).  
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Clustering of screen data: Hierarchical clustering is performed on screen enrichment data 

calculated above, by combining both screens. Two clustering analyses are conducted. Figure 3.6 

clusters ABD with similar variation in enrichment with respect to C. Data is transformed into a 

matrix where rows are ABD and columns are C. Figure 3.11B clusters AB with similar variation in 

enrichment with respect to CD. Data is transformed into a matrix where rows are AB and columns 

are CD. For each clustering analysis, the distance matrix is calculated using the get_dist(method 

= "spearman") function in R. Next, the hclust(method="ward.D") is used to identify clusters. Data 

manipulation and plotting is performed using the tidyverse package and ggplot in R.  

Molecular Model Building: For each of the 81 engineered TM domain sequences we build and 

simulate an atomic level molecular model.  The sequence of interest includes the N-terminal HA 

tag, the TM domain defined by parts A and B, and a final C-terminal serine residue.  First, template 

molecular model is built starting with the X-ray crystal structure of the G-X3-G -containing TM 

helix dimer GlycophorinA (GpA) in lipid (PDB: 5EH4) (7).  Given the variable length of each A + B 

combination, the TM domain termini are extended by adding alanine residues in ideal α-helical 

conformation to match the length of the engineered construct.  Then, the engineered TM 

sequence is threaded onto this model with helix register defined by the A part’s G-X3-G motif.  An 

all-atom model with sidechains is built and placed in the implicit lipid bilayer solvation model 

given GpA’s.  Next, the model is relaxed in RosettaMP with energy function weights 

“ref2015_memb” (8). The structure is first minimized with harmonic restraints on the main chain 

atoms, then put through the membrane-conscious FastRelax protocol including 8 rounds of 

iterative sidechain repacking, Cartesian minimization (with main chain constraints), and rigid-

body transformation that minimizes the TM helix depth and tilt in the implicit lipid bilayer given 
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its apolar solvation energy.  The lowest energy model produced from Rosetta in 10 relaxation 

trials is used to build an all-atom system of the protein in a hydrated lipid bilayer for MD 

simulation for each of the 81 engineered TM domain sequences. 

All-atom Molecular Dynamics Simulations: Given the final position of the TM dimer model based 

on GpA within the Rosetta implicit membrane bilayer plane (30 Å long), the protein is embedded 

in a square 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) lipid bilayer box of 6.0 x 6.0 

nm.  First, the POPC lipid box is generated using VMD and overlaid with the implicit bilayer (9).  

Lipid tails overlapping with the protein (1 Å) are removed.  The system is treated as a periodic 

box, 7.0 nm in the Z direction, and hydrated with TIP3P water (ca. 20 Å of water regions above 

and below the bilayer).  NaCl is added to the system to neutralize protein charge and to yield a 

final 0.15 M ion concentration.  The system is prepared and treated with CHARMM36 parameters 

(10) using the GROMACS 2018 engine for minimization and simulations (11), using the 

recommended cut-offs (rcoulomb, rvdw = 1.2 nm) switching (1.0 nm), and Particle-Mesh Ewald 

distances for CHARMM36 with a 2 fs time step for Langevin dynamics.  

The system is minimized using 5000 steps using steepest decent with harmonic positional 

restraints of 1 kcal mol-1 Å-2 on all non-hydrogen protein atoms.  Next, a 50 ps NVT dynamics 

simulation is conducted at 310.15 K with identical restraints using the V-rescale algorithm to 

maintain this temperature with a 0.1 ps coupling constant.  A 12 ns NPT simulation is next run 

with 1 kcal mol-1 Å-2 harmonic restraints on protein Cα atoms, with a berendsen thermostat at 

310.15 K with a 1.0 ps coupling constant and a semiisotropic berendsen barostat at 1 bar with a 

pressure coupling time constant of 1 ps.  In all cases, the periodic box dimensions become stable 

within 8-12 ns. Unrestrained Langevin dynamics production simulations are then run for 80 ns 
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with a Nose-Hoover thermostat at 310.15 K with a 1.0 ps coupling constant and a semiisotropic 

Parrinello-Rahman barostat at 1 bar with a pressure coupling time constant of 1 ps.  

Analysis of Structural Features from MD Trajectories: To calculate the insertion depth of each 

residue in the 2-helix TM domain, the bilayer center plane (z=0) is calculated using the terminal 

carbon atoms of the POPC acyl tails, calculated separately for each frame in the simulation.  From 

these atoms’ coordinates, the bilayer plane’s center is calculated by the coordinates’ mean.  The 

bilayer’s normal vector is calculated by singular value decomposition, producing a plane that 

minimizes the mean distance of these atoms to the plane.  The bilayer behavior and atom-specific 

depths calculated relative to this bilayer are plotted across the simulation trajectory for a 

representative example in Figure 3.9B-E.  Given that two equivalent atoms exist for each dimer, 

a residue’s depth is calculated as the center of mass of these two atoms linearly projected onto 

the bilayer plane.  Each residue’s Z-depth relative to the bilayer midline is calculated, producing 

a vector later used for 2-feature structural clustering (see below). The Z-depth of the second 

glycine of each TM domains’ G-X3-G motif and the Z-depth of the 2nd to last TM domain residue 

are shown for a single representative simulation (Figure 3.9E) as well as for all 81 simulations of 

each unique TM domain sequences in Figure 3.9G-H.  

The Asymmetry feature aims to capture the TM dimer structural re-arrangements such as tilt 

(Figure 3.9F).  For each pair of equivalent residues across the TM domain dimer, the Z-depth 

asymmetry is calculated as the difference in the projected distance to the bilayer midline for each 

of these two equivalent residues’ Cα atoms.  The Asymmetry feature is the mean of Z-depth 

asymmetry across all residues in the TM segment beginning at the Glycophorin G-X3-G motif to 

the end of the TM domain (LILLGVMAGVIGT...) (Figure 3.9J). The inter-helical dimer TM domain 
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crossing angle is calculated first by calculating a helical axis vector for each TM helix within the 

13-residue Glycophorin G-X3-G motif region (LILLGVMAGVIGT), then taking the dihedral angle.  

Figure 3.9K-L shows inter-helical crossing angle for all 81 sequences averaged across the 

trajectories, with dynamic variation in this feature within each simulation trajectory depicted as 

error bars, representing the crossing angle standard deviation across simulation frames. The 

inter-helical distance of each equivalent pair of residues’ Cα atoms across the dimer interface is 

calculated, resulting in a vector used for 2-feature structural clustering (see below).  We focus on 

Cα-Cα interhelical distance at the end of the TM domain (2nd to last TM domain residue, 2 prior 

to final Ser), shown across the 81 sequences by A and B parts in Figure 3.9I.  

Structural clustering of predicted TM domain geometries from MD simulations: We performed 

a two-feature weighted structural clustering of the TM helix geometries across the 81 TM domain 

dimer simulations (each a unique A + B part combination).   The structural clustering used the 

structural features of each residue’s Cα-Cα inter-helical distance and Z-depth in membrane 

relative to the bilayer normal.  For each simulation’s final frame, we calculated these features for 

every residue in the TM domain dimer region beginning at the Glycophorin G-X3-G motif 

(LILLGVMAGVIGT) and extending to the end of the TM domain (variable length depending on the 

B part).  This results in each sequence being described by two vectors: the per residue Cα-Cα 

inter-helical distances and the per residue membrane Z-depth (described above).  An all-by-all 

distance matrix was calculated for each pairwise distance between simulations by taking the root 

mean squared (RMS) difference of each simulations’ two vectors separately (residue Cα-Cα inter-

helical distances, residue Z-depth), followed by taking the weighted sum of these two vector 

differences with the Z-depth feature given a weight of 3 and the Cα-Cα distance feature given a 
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weight of 1.  With this square pairwise distance matrix, a hierarchical clustering was performed 

using the Ward criteria (minimizing cluster variance).  Clusters were defined by a linkage cut-off 

distance equal to the mean of the pairwise distance matrix (non-redundant, upper triangular 

portion) plus 1 standard deviation.  This analysis resulted in 8 clusters, summarized in Figure 

3.11A by the mean values of each feature vector (Cα-Cα distances, residue Z-depth) within each 

cluster. The sequences within each cluster are listed in Dataset 3. 
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Table 3.1 – Primers used in this study 

Name Sequence Notes 

ChipLib_F ATATACGTCTCTTGCG For amplification and cloning 
 of parts assembled on chip 

  

ChipLib_R AGATACGTCTCTGCAG 

ChipLibSeq_F TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGNNNNNATATACGTCTCTTGCG For sequencing of parts 
assembled on chip 

ChipLibSeq_R GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGNNNNNAGATACGTCTCTGCAG 

Nextera XT Index 1 

Primers (N7XX)  
from the Nextera XT Index kit (FC-131-1001 or FC-131-1002) 

Nextera XT Index 2 

Primers (S5XX)  
from the Nextera XT Index kit (FC-131-1001 or FC-131- 1002) 

CpxA_P5_s1 AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACAC 
GACGCTCTTCCGATCTCGTATGATGTGCCGGATTATGCG 

For sequencing plasmid 
libraries after sorting GFP 
high expressing cells 
 
Combined P5 primer 
(CpxA_P5_s1-8) introduces 
stagger for amplicon 
sequencing. These area 
added at equamolar 
concentrations to improve 
cluster generation. See: 
"Protocol: PCR of sgRNAs for 
Illumina sequencing" Broad 
MIT 

CpxA_P5_s2 AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACAC 
GACGCTCTTCCGATCTGCGTATGATGTGCCGGATTATGCG 

CpxA_P5_s3 AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACAC 
GACGCTCTTCCGATCTAGCGTATGATGTGCCGGATTATGCG 

CpxA_P5_s4 AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACAC 
GACGCTCTTCCGATCTCAACGTATGATGTGCCGGATTATGCG 

CpxA_P5_s6 AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACAC 
GACGCTCTTCCGATCTTGCACCGTATGATGTGCCGGATTATGCG 

CpxA_P5_s7 AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACAC 
GACGCTCTTCCGATCTACGCAACGTATGATGTGCCGGATTATGCG 

CpxA_P5_s8 AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACAC 
GACGCTCTTCCGATCTGAAGACCCGTATGATGTGCCGGATTATGCG 

CpxA_P7_B01 CAAGCAGAAGACGGCATACGAGATATTGGATTGTGACTGGAG 
TTCAGACGTGTGCTCTTCCGATCTGCTCGTGAGAGATATCAGAAAGCAG 

One CpxA_P7_B01 primer 
used with pooled P5 primer 

CpxA_P7_B02 CAAGCAGAAGACGGCATACGAGATATACTCGGGTGACTGGAG 
TTCAGACGTGTGCTCTTCCGATCTGCTCGTGAGAGATATCAGAAAGCAG 

CpxA_P7_B03 CAAGCAGAAGACGGCATACGAGATTATGAGAAGTGACTGGAG 
TTCAGACGTGTGCTCTTCCGATCTGCTCGTGAGAGATATCAGAAAGCAG 

CpxA_P7_B04 CAAGCAGAAGACGGCATACGAGATGCACAGTTGTGACTGGAG 
TTCAGACGTGTGCTCTTCCGATCTGCTCGTGAGAGATATCAGAAAGCAG 
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Table 3.2 - Oligonuclotide used for CpxA library Assembly 

Part Name Sequence 

A1 
ATATACGTCTCTTGCGCTTCTCCTGCTGTTGTTACTGCTCTTAATCCTGTTAGGCGTGAT 
GGCATGAGACCTGTGT 

A2 ATATACGTCTCTTGCGCTCCTGCTGTTGTTACTGCTCTTAATCCTGTTAGGCGTGATGGCATGAGACCTGTGT 

A3 ATATACGTCTCTTGCGCTGCTGTTGTTACTGCTCTTAATCCTGTTAGGCGTGATGGCATGAGACCTGTGT 

A4 ATATACGTCTCTTGCGCTGTTGTTACTGCTCTTAATCCTGTTAGGCGTGATGGCATGAGACCTGTGT 

A5 ATATACGTCTCTTGCGTTGTTACTGCTCTTAATCCTGTTAGGCGTGATGGCATGAGACCTGTGT 

A6 ATATACGTCTCTTGCGTTACTGCTCTTAATCCTGTTAGGCGTGATGGCATGAGACCTGTGT 

A7 ATATACGTCTCTTGCGCTGCTCTTAATCCTGTTAGGCGTGATGGCATGAGACCTGTGT 

A8 ATATACGTCTCTTGCGCTCTTAATCCTGTTAGGCGTGATGGCATGAGACCTGTGT 

A9 ATATACGTCTCTTGCGTTAATCCTGTTAGGCGTGATGGCATGAGACCTGTGT 

B1 GTGTGGGTCTCTGGCAGGTGTTATTGGCACCCTGTTACTGTTGCTGCTTCTGAGTTGAGACCACACA 

B2 GTGTGGGTCTCTGGCAGGTGTTATTGGCACCCTGTTACTGTTGCTGCTTTGGAGTTGAGACCACACA 

B3 GTGTGGGTCTCTGGCAGGTGTTATTGGCACCCTGTTACTGTTGCTGTGGCTGAGTTGAGACCACACA 

B4 GTGTGGGTCTCTGGCAGGTGTTATTGGCACCCTGTTACTGTTGTGGCTTCTGAGTTGAGACCACACA 

B5 GTGTGGGTCTCTGGCAGGTGTTATTGGCACCCTGTTACTGTGGCTGCTTCTGAGTTGAGACCACACA 

B6 GTGTGGGTCTCTGGCAGGTGTTATTGGCACCCTGTTATGGTTGCTGCTTCTGAGTTGAGACCACACA 

B7 GTGTGGGTCTCTGGCAGGTGTTATTGGCACCCTGTTACTGAGTTGAGACCACACA 

B8 GTGTGGGTCTCTGGCAGGTGTTATTGGCACCCTGTTATGGAGTTGAGACCACACA 

B9 GTGTGGGTCTCTGGCAGGTGTTATTGGCACCCTGTGGCTGAGTTGAGACCACACA 

C1 
ATATAGGTCTCAGAGTGCGGCAGCTGCGGCAGCTGCCCTGGCAAAACCGGCGCGTAAGCTGAAAAA 
CGCTGCCGATGAAGTTGCCCAGGGAAACTTACGCCAGCACCCGGAACTGGAAGCGGGGCCACAGGA 
ATTCCTTGCCGCAGGTGCCAGTTTTAACCAGATGGTTACCGCGCTGCGAGACCATATA 

C2 
ATATAGGTCTCAGAGTGCGGCAGCTGCGGCAGCTCTGGCAAAACCGGCGCGTAAGCTGAAAAACGCT 
GCCGATGAAGTTGCCCAGGGAAACTTACGCCAGCACCCGGAACTGGAAGCGGGGCCACAGGAATTCC 
TTGCCGCAGGTGCCAGTTTTAACCAGATGGTTACCGCGCTGCGAGACCATATA 

C3 
ATATAGGTCTCAGAGTGCGGCAGCTGCGGCACTGGCAAAACCGGCGCGTAAGCTGAAAAACGCTGCCG 
ATGAAGTTGCCCAGGGAAACTTACGCCAGCACCCGGAACTGGAAGCGGGGCCACAGGAATTCCTTGCC 
GCAGGTGCCAGTTTTAACCAGATGGTTACCGCGCTGCGAGACCATATA 

C4 
ATATAGGTCTCAGAGTGCGGCAGCTGCGCTGGCAAAACCGGCGCGTAAGCTGAAAAACGCTGCCGATGA 
AGTTGCCCAGGGAAACTTACGCCAGCACCCGGAACTGGAAGCGGGGCCACAGGAATTCCTTGCCGCAGG 
TGCCAGTTTTAACCAGATGGTTACCGCGCTGCGAGACCATATA 

C5 
ATATAGGTCTCAGAGTGCGGCAGCTCTGGCAAAACCGGCGCGTAAGCTGAAAAACGCTGCCGATGAAGTT 
GCCCAGGGAAACTTACGCCAGCACCCGGAACTGGAAGCGGGGCCACAGGAATTCCTTGCCGCAGGTGCC 
AGTTTTAACCAGATGGTTACCGCGCTGCGAGACCATATA 

C6 
ATATAGGTCTCAGAGTGCGGCACTGGCAAAACCGGCGCGTAAGCTGAAAAACGCTGCCGATGAAGTTGCC 
CAGGGAAACTTACGCCAGCACCCGGAACTGGAAGCGGGGCCACAGGAATTCCTTGCCGCAGGTGCCAGTT 
TTAACCAGATGGTTACCGCGCTGCGAGACCATATA 

C7 
ATATAGGTCTCAGAGTGCGCTGGCAAAACCGGCGCGTAAGCTGAAAAACGCTGCCGATGAAGTTGCCCAG 
GGAAACTTACGCCAGCACCCGGAACTGGAAGCGGGGCCACAGGAATTCCTTGCCGCAGGTGCCAGTTTTA 
ACCAGATGGTTACCGCGCTGCGAGACCATATA 

C8 
ATATAGGTCTCAGAGTCTGGCAAAACCGGCGCGTAAGCTGAAAAACGCTGCCGATGAAGTTGCCCAGGGA 
AACTTACGCCAGCACCCGGAACTGGAAGCGGGGCCACAGGAATTCCTTGCCGCAGGTGCCAGTTTTAACC 
AGATGGTTACCGCGCTGCGAGACCATATA 

D1 GCGCGGGTCTCCGCTGGAACGCATGATGACCTCTCAACAGCGTCTGCAGAGACGTATCT 

D2 GCGCGGGTCTCCGCTGGAACTGATGATGACCTCTCAACAGCGTCTGCAGAGACGTATCT 

D3 GCGCGGGTCTCCGCTGGAACGCCTGATGACCTCTCAACAGCGTCTGCAGAGACGTATCT 

D4 GCGCGGGTCTCCGCTGGAACGCATGCTGACCTCTCAACAGCGTCTGCAGAGACGTATCT 

D5 GCGCGGGTCTCCGCTGGAACGCATGATGCTGTCTCAACAGCGTCTGCAGAGACGTATCT 

D6 GCGCGGGTCTCCGCTGGAACGCATGATGACCCTGCAACAGCGTCTGCAGAGACGTATCT 

D7 GCGCGGGTCTCCGCTGGAACGCATGATGACCTCTCTGCAGCGTCTGCAGAGACGTATCT 

D8 GCGCGGGTCTCCGCTGGAACGCATGATGACCTCTCAACTGCGTCTGCAGAGACGTATCT 
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