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Categorizing Binary Topological Relations Between Regions,
Lines, and Points in Geographic Databases*

Max J. Egenhofer
University of Maine, National Center for Geographic Information and Analysis and
Department of Surveying Engineering, Department of Computer Science,
University of Maine, Orono, ME 04469-5711, max@mecan1.maine.edu

and

John R. Herring
Intergraph Corporation, Huntsville, AL 35894-0001, jrherrin@ingr.com

Abstract

One of the fundamental concepts necessary for the analysis of spatial data in a Geographic Informa-
tion System (GIS) is a formal understanding of the geometric relationships among arbitrary spatial
objects. Topological relations, a particular subset of geometric relations, are preserved under topo-
logical transformations such as translation, rotation, and scaling. A comprehensive formal catego-
rization of such binary topological relations between regions, lines, and points has been developed
that is based upon the comparison of the nine intersections between the interiors, boundaries, and
exteriors of the two objects. The basic criterion for the distinction of different topological relations
is whether the intersections are empty or not, thus identifying 2° mutually exclusive topological re-
lations. It is derived which of these 512 binary relations actually exist in R? between regions, lines,
and points. An equivalent model is developed that replaces the intersections with exteriors by sub-
set conditions of the closure so that efficient implementations of topological relations are possible
in geographic information systems.

1 Introduction

Queries in spatial databases, such as Geographic Information Systems (GISs) [25, 48], image data-
bases [7, 64], or CAD/CAM systems [63], are often based on the relationships among spatial objects.
For example, in geographic applications typical spatial queries are, “Retrieve all cities that are within
5 miles of the interstate highway I-95” or, “Find all highways in the states adjacent to Maine.”
Current commercial database query languages, such as SQL [6] and Quel [67], do not sufficiently
support such queries, because they provide only tools for comparing equality or order of such simple
data types as integers or strings. The incorporation of spatial relations over geometric domains into a
spatial query language has been identified as an essential extension beyond the power of traditional
query languages [19, 64]. Some experimental spatial query languages support queries with one

“This research was partially funded by NSF grant No. IRI-9309230 and grants from Intergraph Corporation. Additional
support from NSF for the NCGIA under No. SBR-9204141 is gratefully acknowledged.



or the other spatial relationship (Table 1); however, their diversity, semantics, completeness, and
terminology vary dramatically [16, 32].

Spatial Relationships

[30] left of, right of, beside, above, below, near, far,
touching, between, inside, outside

ATLAS {70] area adjacency, line adjacency, boundary relation-
ship, containment, distance, direction

MAPQUERY [25] on, adjacent, within

KBGIS [65] containment, subset, neighborhood, near, far,
north, south, east, west

KGIS [41] distance, overlay, adjacent, overlap

PSQL [64] covering, coveredBy, overlapping, disjoint, near-
est, furthest, within, outside, on_perimeter

SQL extension {39] adjacent, contains, contains_point, enclosed_by,

intersect, near, self_intersect

Geo-Relational Algebra [34] equal, not equal, inside, outside, intersect

Spatial SQL [16] disjoint, equal, meet, overlap, concur,
commonBounds

Table 1: Terms proposed or used for spatial relationships in query languages.

Spatial queries can be easily solved if all geometric relationships between the objects of interest
are explicitly stored; however, such a scenario is unrealistic, even for relatively small data collec-
tions [12], because it would need tremendous amounts of storage space—n? values for each kind of
spatial relationships between n objects—and imply complex maintenance procedures. For instance,
a GIS that explicitly recorded the geographic directions between any two objects would require ex-
tensive update operations because, with the addition of any new object, one must also determine
and subsequently store the corresponding direction values from the new object to all objects already
known in the database, and vice-versa (i.e., 2n new entries for a database with n objects). In lieu
of recording all spatial relationships, it is more common to derive them, e.g., from their geome-
try or spatial location. This process needs a thorough understanding of what possible geometric
relationships are and Aow they can be determined.

The development of a coherent, mathematical theory of spatial relations to overcome shortcom-
ings in almost all geographic applications [5] is one of the goals of current GIS research [1, 56].
A formal definition, for instance, is a prerequisite for the query execution in a compiler and for
reasoning about the relationships among spatial objects. Its benefits will be threefold: (1) Such a
formalism may serve as a tool to identify and derive relationships. Redundant and contradicting
relationships can be avoided such that a minimal set of fundamental relationships can be defined.
(2) The formal methods can be applied to determine the relationship between any two spatial objects
given in a formal representation. Algorithms to determine relationships can be specified exactly, and
mathematically sound models will help to define the relationships formally. (3) The fundamental re-
lationships can be used to combine more complex relationships.

The exploration of spatial relationships is a multi-disciplinary effort. Cognitive scientists, psy-
chologists, and linguists are interested in how humans perceive the inter-relationships between spa-
tial objects and their studies focus on the use of spatial predicates and relations in natural lan-
guage [40, 49, 69]. Cartographers and geographers collected terms and prototypes of spatial re-



lations. An early compilation of primitive spatial relations [30] lacks a formal underpinning, but is
close to a list [42] that is based on a cognitive linguistics approach [47].

The scope of this paper is to use formal methods for the identification of different topological
relations, a particular subset of geometric relations. Their characteristic is that they are preserved
under topological transformations such as translation, rotation, and scaling. Topological informa-
tion is a purely qualitative property and excludes any consideration of quantitative measures. For
example, two parcels are neighbors if they share a common boundary and the neighborhood rela-
tionship is independent of the length of the boundary or the number of common boundary segments.
It is important to keep in mind that topological equivalence does not preserve distances and direc-
tions, which are spatial relations that are part of other investigations [8, 26, 36, 59]; therefore, the
subsequent investigations are based upon continuity, which is described in terms of coincidence and
neighborhood, and no reference to the notions of distance and direction will be made. Other spatial
relations, excluded from the investigations in this paper, are approximate relations, such as close [62]
and about five miles north-easterly of [13], or relations that are expressions about the motion of one
or several objects such as through and into [69].

We concentrate on the geometry of the objects—regions, lines, and points—irrespective of their
particular meanings. While certain spatial terms may be specific to particular applications, in general
all spatial relations are based upon fundamental geometric principles and models. A consistent and
least redundant approach requires that the common concepts are identified at the geometry level in
the form of a fundamental set of spatial relations. These generic relationships can then be applied for
the definition of application-specific relationships. Linguists’ observations about the use of natural
language terms for the description of spatial relations support this approach [40; 69]. In the English
language, spatial relations and prepositions are independently used of the size and material of the
reference objects, yet context in which a specific relationship occurs is essential for the selection of
the correct terms.

The remainder of this paper is organized as follows: Section 2 summarizes the spatial datamodel,
for which the topological relations will be investigated. Section 3 introduces the 9-intersection as
our model to formalize binary topological relations. Their existence for regions, lines, and points in
R? is investigated in Section 4. In Section 5 our model is compared with other formalisms for spatial
relations and the conclusions in Section 6 describe an implementation and discuss future research
activities based on these results.

2 Spatial Data Model

In order to describe the kinds of spatial objects one deals with and to determine what their particular
properties are, itis necessary to introduce a spatial datamodel. A spatial datamodel is a formalization
of the spatial concepts that humans employ when they organize and structure their perception of
space [24, 27]. These concepts differ depending on the observers’ experiences and the context in
which a person views some situation. Formalizations of spatial concepts are necessary, because
computer systems are essentially formal systems that manipulate symbols according to formal rules.
The role of a spatial data model is similar to the conceptual schema in the 3-schema view: concepts
get separated from the actual implementations, thus implementations of certain parts of the large
GIS software system become more independent and may be updated without affecting the remaining
software parts.

Here, the formalism will primarily serve as a means to verify that the readers’ assumptions and
expectations about spatial concepts concur. Without such a formal framework it would be impossible
toinvestigate and discuss the formalization of topological relations, because it may vary considerably



depending on the data model selected.

2.1 Cells and Cell Complexes

The spatial data model, upon which the definition of topological relations is based, uses algebraic
topology {3, 66], a branch of geometry deals with the algebraic manipulation of symbols that rep-
resent geometric configurations and their relationships to one another. The application of algebraic
topology has been the subject of extensive research in geographic information systems [11, 73] and
led to today’s most common spatial data model in GISs for modeling discrete spatial data [24, 27],
e.g., in Arc/Info [53] and TIGRIS [37], and a cartographic data transfer standard [57].

The algebraic-topology spatial data model is based on primitive geometric objects, called cells,
which are defined for different spatial dimensions!: A 0-cell is a node (the minimal 0-dimensional
object); a 1-cell is the link between two distinct O-cells; and a 2-cell is the area described by a
closed sequences of three non-intersecting 1-cells. A face of an n-cell A is any (0...n)-cell that is
contained in A.

This spatial data model differs from the simplicial data model [20, 28] primarily in one property:
simplices are convex hulls, while cells may have arbitrarily shaped interiors.

The topological primitives relevant for the forthcoming investigations are the closure, interior,
boundary, and exterior of a cell.

Definition 1 The closure of an n-cell A, denoted by A, is the set of all faces v-f of A, where 0 <
r<m,ie.,

A = Or-feA

r=0

Definition 2 The set-theoretic boundary of an n-cell A, denoted by 3 A, is the union of all r-faces
r-f, where 0 < r < (n — 1), that are contained in A:

n-1
9A = |Jr-feA
r=0

Definition 3 The interior of a cell A, denoted by A°, is the set difference between A’s closure and
A’s boundary:

Definition 4 The exterior of a cell A, denoted by A~ , is the set of all cells in the universe U that are
not elements of the closure:

From the elementary geometric objects, more complex ones can be formed as their aggregates,
called cell complexes. The operations on cell complexes are defined in terms of the operations on
cells. Let z be the number of cells (4, ... A;) that constitute a complex C.

The definition of the topological dimension of a space is based on the concept of a refinement [55]. Examples of
one-dimensional spaces are a line and the border of a circle; common two-dimensional spaces are the open and the closed
disks, and their topological images. An n-cell has the same dimension n as its embedding space if the cell exists in that
space, but there is no homeomorphic mapping for the cell into an (n-1)-space.



Definition 5 The boundary of C is the set of all boundaries of the x n-cells A; that constitute C and
are part of a single AinC,i.e.,

oC = (Jodn-dJ | @4:naay))

i=1 =1 j=i+l

Definition 6 The interior of an n-complex C, denoted by C°, is the set of all (0...n)-cells in the
closure of A; € C that are not elements of C’s boundary, i.c.,

Cc° = (UZ,)— aC

i=1

Definition 7 The exterior of a complex, denoted by C~, is the intersection of the exteriors of all
cells A; that are part of the complex, i.e.,

x
C™ = (47
=1
From these definitions, it follows that (1) interior, boundary, and exterior of a cell (or a cell
complex) are mutually exclusive and (2) their union coincides with the universe.
Subsequently, the term cell will be used as a synonym for complexes. For the sake of clarity,
some of the interior faces will be omitted in the figures.

2.2 Integrated Topology

In order to compare cells for coincidence, it is necessary to embed all cells into the same universe.
This integration allows for the solution of topological operations on a purely symbolic level, without
any consideration of metric. This fundamental topological structure has to fulfill two completeness
axioms [28]:

¢ Completeness of incidence: The intersection of two cells is cither empty or a face of both cells.
Hence, no two geometric objects must exist at the same location. For example, though a 1-cell
may represent both a part of a state boundary and a part of the border of a nation, the geometry
of the 1-cell will be recorded only once.

¢ Completeness of inclusion: Every n-cell is a face of a (n + 1)-cell. Hence, in a 2-dimensional
space every 0-cell is either start- or end-node of a 1-cell, and every 1-cell is in the boundary
of a 2-cell.

It is further assumed that the closure of each cell is strictly inside the universe (4 C R2), i.e., no
cell is outside of or on the border of the universe.

The embedding of the cells into a universe gives rise to the definition of the codimension. The
codimension defines the difference between the dimension of the embedding space and the dimension
of a cell. For example, codimension 1 for a 2-cell describes that it is located in a 3-space. The
codimension can be never less than zero and it is zero if and only if the cell and the space are of the
same dimension.



2.3 Cells for Regions, Lines, and Points

Within the context of this paper, we are interested in a subset of cell complexes that are most com-
monly used in geographic and cartographic applications. The complexes are “homogeneously 7n-
dimensional” and not partitioned into non-empty, disjoint parts. The commonly used geographic
features of points, lines, and regions are then defined as follows:

e A regionis a2-complex in R? with a non-empty, connected interior.

— A region without holes is a region with a connected exterior and a connected boundary
(thus also called a region with connected boundaries) (Figure 1a).

— A region with holes is a region with a disconnected exterior and a disconnected bound-
ary (Figure 1b).

e A line is a sequence of connected 1-complexes in R? such that they neither cross each other
nor form closed loops.

— A simple line is a line with two disconnected boundaries (Figure 1c).
—~ A complex line is a line with more than two disconnected boundaries (Figure 1d).

e A point is a single O-cell in R,

Figure 1: A region with (a) connected and (b) disconnected boundary; and a (c) simple and (d)
complex line.

3 9-Intersection as a Model for Topological Relations

The binary topological relation R between two cells, A and B, is based upon the comparison of A’s
interior (A°), boundary (0 A), and exterior (A™) with B’s interior (B°), boundary (8 B), and exte-
rior (B™). These six object parts can be combined such that they form nine fundamental descriptions
of a topological relation between two n-cells. These are:

o the intersection of A’s interior with B’s interior (and spelled “‘boundary-boundary intersec-
tion”), denoted by (A° N B°),

the intersection of A’s interior with B’s boundary (A° N dB),

A’s interior with B’s extenor (A° N B™),

the boundary-boundary intersection 3A N 9B,

A’s boundary with B’s interior (04 N B®),

A’s boundary with B’s exterior (0A N B™),



» the intersection of the two exteriors (4~ N B™),
® A’s exterior with B’s boundary (4~ N §B), and
e A’s exterior with B’s interior (4~ N B°).

Sometimes, we will also refer to more general terms like, “A’s interior intersections,” which
encompasses the three intersections A°NJB, A°NB°, and A°NB~, or*“B’s boundary intersections,”
which are AN §B, A°NIB,and A~ NIB.

The framework for the description of the topological relation between two cells, A and B, is the
ordered set of these nine intersections, called the 9-intersection, which is concisely represented as a
3 X 3-matrix.

A°NB° A°NJB A°NB~
R(A,B) = 0ANB° 0ANQB B8ANB~
A"NB° A"N3dB A~ NB~

Every different set of 9-intersections describes a different topological relation, and relations
with the same specifications will be considered to be topologically equivalent; therefore, the 9-
intersection can be employed to analyze whether or not two different configurations have the same
topological relation [23]. Topological relations are characterized by the topological invariants of
these nine intersections, i.e., properties that are preserved under topological transformations [55].
Examples of topological invariants applicable to the 9-intersection are the content (i.e., emptiness or
non-emptiness) of a set, the dimension, the number of separations, and the sequence of disconnected
intersections of different dimensions along the boundary {21, 38].

For the 9-intersection mode, the content of the nine intersections was identified as a simple
and most general topological invariant [21]. It characterizes each of the nine intersections by a
value empty (@) or non-empty (=0). For example, the 9-intersections based on empty/non-empty
intersections for a configuration in which region A covers region B is:

A°NB°=-0 A°NdB=0 A°NnB- =0
R(A,B) = 0ANB°=-0) 8ANOB=-0 BANB~ =0
ATNB°=-0 A~ NOéB=-0 A—NB =-0

or briefly:
-0 0 0
R(A,B) = -0 -0 0
-0 -0 -0

Subsequently, the latter notation will be used as a shortcut. The sequence of the nine inter-
sections, from left to right and from top to bottom, will always be (1) interior, (2) boundary, and
(3) exterior.

The nine empty/non-empty intersections describe a set of relations that provides a complete
coverage—any set is either empty or not empty and tertium non datur. Furthermore, they are mutu-
ally exclusive so that the union (OR) of all specifications is identically true, i.e., one of the specified
relations holds true for any possible configuration, and the intersection (AND) of any two specified
relations is identically false, i.e., only a single one exists between two cells.

For the goal of this paper—the formal identification of existing topological relations—it is ex-
tremely useful that the 9-intersection can concisely describe topological properties and constraints
of both existing and non-existing relations.



3.1 Topological Properties

A variety of topological properties between two cells, A and B, can be expressed in terms of the
9-intersection [18]. Those intersections that do not matter and, therefore, can take an arbitrary value
will be marked by a ““wild card” ().

Let a; and b; be arbitrary non-empty parts of A and B, respectively.

e If a; is disjoint from b; then the intersection between these two parts must be empty, while the
other eight intersections can take any arbitrary value. For example, if A’s boundary is disjoint
from B’s interior then the 9-intersection between A and B must match the following pattemn:

R{@,,@}(A,B) = ¢ _ .

e If a; intersects with b; then the intersection between these two parts must be non-empty. For
example, if A’s interior intersects with B’s boundary then the 9-intersection between A and B
must match the following pattern:

Rig-0y(A,B) = | - - -

o If a; is a subset (C) of b; then the intersection between these two parts must be non-empty.
Furthermore, the two intersections between a; and the other two parts of B, b and b;, must
be empty, because the parts are pairwise disjoint, otherwise, there would be some part of a;
outside of b;, which would contradict the subset relation. For example, if A’s boundary is a
subset of B’s interior (Figure 2a), then the 9-intersection between A and B must match the
following pattern:

R{@.,@}(A.B) = ﬂ—m 6 é

e Likewise, if a; is a subset of two parts, b; and bx (j # k), such that a; € b; and a; ¢ b, then
the intersections with these two parts must be non-empty, while the intersection between a;
and the third part of B must be empty. For example, if 04 C (0B U B°) suchthat A € 0B
and A € B° (Figure 2b), then the 9-intersection between A and B must match the following
pattern:

R{@’..@}(A,B) = ﬂ-o ﬂ-(b 6

e A consequence of the first subset rule is that if two object parts, a; and b;, coincide, then the
intersection between a; and b; must be non-empty, while the other four intersections, having
either a; or b; as an argument, must be empty. This follows from a; = b;ifa; C bjand b; C a;.
For example, if the two boundaries of A and B coincide then the 9-intersection between A and
B must match the following pattern:

-0 .
Rp-04.B) = | 0 -0 0
-0 -



Figure 2: (a) A’s boundary being a subset of B’s interior and (b) A’s boundary being a subset of B’s
interior and boundary.

3.2 Constraints for Non-Existing Relations

In a similar way, the 9-intersection can be used to describe “negative” topological constraints, i.c.,
configurations that cannot exist. Non-existing configurations may be due to particular properties of
the objects (e.g., regions or lines), the embedding space (e.g., 2-D plane or surface of a 3-D object),
the relation between the objects and the embedding space (i.e., the codimension), or the spatial data
model (e.g., discrete or continuous). The following example is to illustrate the idea of representing
non-existing relations in terms of the 9-intersection. Between two non-empty cells in R?, there must
be at least one non-empty intersection, otherwise, no geometric interpretation can be found. In terms
of the 9-intersection, it is impossible that all nine intersections are empty; therefore, the following
condition holds:

/)
Rg-0y(4,B) # [0 0 0
o 00

Multiple conditions for non-existing relations may be correlated such that the same non-existing
relation, described by two patterns of 9-intersections, is a member of different conditions. For exam-
ple, if one condition C; is more specific than another condition C; then all of C';’s non-existing inter-
sections are included in the set of C';’s non-existing intersections. Using the 9-intersection, such de-
pendencies can be easily detected by comparing the corresponding values of the two 9-intersections.
For example, the condition C that “all nine intersections must not be empty” is implied by condition
(', that “the exteriors of two cells must always be non-empty,” because C; C C»:

/]
O 0 Cy = - - - => Cic(C
/) - -0

0
=] 0
0

4 Existing 9-Intersections in R?

This section focuses on the binary relations in R? between an m-cell and an n-cell, where 0 <
m,n < 2. Based upon the empty/non-empty 9-intersections, 2° topological relations are possible
between two cells; however, only a smaller number of them can be realized in a particular space.
Some of them depend on the dimensions and codimensions of the cells. The goal of this section is
to identify which topological relations may be realized and which ones may not.

The approach taken is a three-step process:



e the formalization of topological conditions for non-existing relations in terms of the empty/non-
empty 9-intersections, which are translated into specification patiemns for non-existing topo-
logical relations;

e the calculation of the set of 9-intersections that exist between two cells as the set of all 512
possible relations, reduced by the union of all non-existing relations; and

e the verification of the existence of the remaining relations by realizing prototypical geometric
configurations in R2.

Since different topological conditions apply depending on the codimensions of the objects in-
volved, the investigations will be separated into relations between two regions in 2-D (Section 4.1);
two lines in 2-D (Section 4.2); a region and a line in 2-D (Section 4.3); and the trivial relations
with points in 2-D (Section 4.4). Subsequently, we present one combination of conditions that leads
to the set of existing binary topological relations between any combination of regions, lines, and
points. Numerous other combinations of conditions are possible. Though our set of conditions is
not necessarily minimal, it is such that (1) no condition is part of another condition and (2) no con-
dition is covered by any combination of other conditions. The first property can be easily checked
by comparing the 9-intersections of all conditions (Section 3.2). To evaluate the second property
a test program was used to compare those 9-intersections that fulfilled all » conditions with the 9-
intersections that fulfilled only n-1 conditions. If the latter set was equal to the first set, then the
condition left out was implied by the combination of the other relations and, therefore, redundant.

4.1 Relations between Two Regions with Codimension 0
4.1.1 Conditions for Regions.

The intersection between two exteriors is only empty if at least one of the two regions coincides with
R2, or if the union of the two cells is the universe. This follows immediately from A U A~ = R?
and BU B- = R%: A~ N B~ is only empty if either A = R%, or B = R%, or AU B = R% All
three scenarios are impossible for the cell data model, because A C R? and B C R?. Thus also
(A U B) C R?; therefore, the following condition holds:

Condition 1 The exteriors of two cells intersect with each other, i.e.,

Ry -0(A,B) # | - - - )]

The following three conditions are based upon a particular property of this spatial data model,
namely the fact that if the boundaries of two regions do not coincide then there is either some inte-
rior or exterior between them. This implies that if A’s interior does not intersect with B’s exterior
then the interiors must intersect (Condition 2), A’s boundary must not intersect with B’s exterior
(Condition 3), and A’s interior must not intersect with B’s boundary (Condition 4).

Condition 2 If both interiors are disjoint then A’s interior intersects with B’s exterior, and vice-
versa, i.e.,

0 -0 0 - -
R{@’_,@}(A,B) + - = =1V - - - 2)



Condition 3 If A’s interior is a subset of the B’s closure then A’s boundary must be a subset of B’s
closure as well, and vice-versa, i.e.,

T ] - - -
R{&.,@}(A, B) 7! _ - = \" - - - (Ba&b)
- - 0 -9 _

Condition 4 [f A’s interior intersects with B’s boundary then it must also intersectwith B’s exterior,
and vice-versa, i.e.,

-0 0 - - -
Rp-0y(4,B) # | - - - |V —;b - - 4

A cell with a non-empty boundary cannot have all three boundary intersections empty. 0A = =
implies 9A N R? = ~0. Since B U B° U B~ = R? it follows that 3A N (0B U B° U B™) = -0,
which is only true if at least one part of B intersects with A’s boundary.

Condition 5 A’s boundary intersects with at least one part of B, and vice-versa, i.e.,

- - - -0 .
Riop-0y(A,B) # | 0 0 0 |Vv] -0 . (Ga&b)
- - - -0 -

Since the boundary of a region separates its interior from the exterior, every path from the exterior
to the interior crosses the boundary (Jordan-Curve-Theorem) [66]. This gives rise to the following
four conditions:

Condition 6 If both interiors are disjoint then A’s boundary cannot intersect with B’s interior, and
vice-versa, i.e.,

9 -0 . 0 . -
R{@,_,@}(A,B) # - - -1}V -0 - (6a & b)

Every connected object part that intersects with both the interior and exterior of another object
must also intersect with that object’s boundary. For arbitrary regions, only the interior is connected.

Condition 7 If A’s interior intersects with B’s interior and exterior, then it must also intersect with
B’s boundary, and vice-versa, i.e.,

-0 - - -0 0 -0
R{o,_,@}(A, B) # 6 - _ v - - - (7a& b)
/A - -

Unless the boundaries of two regions coincide, at least one boundary must intersect with the
other region’s exterior.

Condition 8 If both boundaries do not intersect with each other then at least one boundary must
intersect with its opposite exterior, i.e.,

Rip-o(4.B) # | - 00 ®
]



Likewise, if the interiors of two regions are separated then at least one boundary must intersect
with the opposite exterior.

Condition 9 If both interiors do not intersect with each other then at least one boundary must in-
tersect with its opposite exterior, i.e.,

=t

Rip-0y(A,B) # | - €)

4.1.2 Conditions for Regions without Holes.

Conditions (1)~(9) apply to regions—independent of whether they have holes or not. Regions with-
out holes are a more restricted class of spatial objects than regions and, therefore, their topological
relations have further constraints. The crucial property of a region without holes is that its boundary
is connected. This fact, in combination with the Jordan-Curve-Theorem, gives rise to the definition
of the following three conditions:

Condition 10 If both boundaries intersect with the opposite interiors then the boundaries must also
intersect with each other, i.e.,

.0
Ro—oyA.B) ¥ | -0 0 . (10)

Condition 11 If A’s interior intersects with B’s exterior then A’s boundary must also intersect with
B’s exterior, i.e.,

. - -0 - - -
Rg-o)(A.B) # | - - O |V - - - 1)

Condition 12 If the interiors do not intersect with each other then A’s boundary must intersect with
B’s exterior, and vice-versa, i.e.,

Rp-ayA.B) # | - - - |v|[ - -8 (12)

4.]1.3 Realization of Region Relations.

The 9-intersections of the existing relations between two regions can be determined by successively
applying these conditions and canceling the corresponding non-existing 9-intersections from the set
of all 512 relations. Eighteen relations exist in R? if the region boundaries are connected or discon-
nected, eight of which can be realized only for regions with connected boundaries. The existence
of the topological relations corresponding to the 9-intersections has been verified by finding their
geometric interpretations. Figure 3 shows prototypes of the eight relations between arbitrary regions
(Ro-R7) and the ten particular relations between regions with disconnected boundaries (Rg—R17),
respectively.
Some of the conditions for regions are generic so that they apply also for other celis:



' Figure 3: A geometric interpretation of the 8 relations between two regions with connected bound-
aries

Condition (1) holds for any two non-empty cells.

Conditions (2)—(4) hold for any two non-empty cells, A and B, of the same dimension. If the
dimension of A is greater than the dimension of B then only the first part of each condition
applies.

Condition (5) holds for any two cells with non-empty boundaries.

Conditions (6)-(12) apply only to regions with codimension 0.

4.2 Relations between two Lines with Codimension > 0
4.2.1 Line Conditions.

Lines are non-empty cells with non-empty boundaries, therefore, Conditions (1)—(5) apply. Addi-
tional constraints must hold for two lines due to the property of the spatial data model that another
point exists between any two distinct points; therefore, if the exterior of one line intersects with the
boundary of another line, the exterior must also intersect with the interior of the other line. This
implies:



Condition 13 If A’s closure is a subset of B’s interior then either A’s exterior intersects with both
B’s boundary and B’s interior, or not at all, and vice-versa, i.e.,

S - - 0
Rp-0)(4, B) # - - - lVv] - - 0|V (13a)
0 -0 _ 0 . . :
- -0 - - 0
I 2 P (13b)
-0 0 - 0 - -

4.2.2 Simple Line Conditions.

If the two lines are simple then both boundaries consist of two points, each of which has no extend
and, therefore, can only intersect with one part of another object. This particular property of simple
lines leads to the following condition:

Condition 14 Each boundary can intersect with at most two opposite parts, i.e.,

I/ I - - -
R{@,_.@}(A, B) # _ =0 _lv] -0 -0 -0 (14a & b)
T . - - .

Likewise, the fact that the boundary of a simple line A is a subset of the boundary of another
simple line B implies that no part of the boundary can be outside of A’s boundary. If there were
some part of B’s boundary outside of A’s boundary, this would mean that B’s boundary has more
than two disconnected boundaries, and then the line would not be simple anymore.

Condition 15 If A’s boundary is a subset of B’s boundary, then the two boundaries coincide, and
vice-versa,i.e.,

I/ - - -
R{@’_.@}(A, B) # 0 -0 0 {v]| 0 -0 0|V (15a)
- - - R R
N -0
-9 =0 - |v] - -0 -0 (15b)
S A I

4.2.3 Realization of Line Relations.

There are 57 relations between two lines, 33 of them can be also realized between simple lines. Fig-
ures 4 and 5 show the 9-intersections and corresponding geometric interpretations of the 33 relations
between two simple lines and of the 24 relations that exist only for complex lines, respectively.
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Figure 4: A geometric interpretation of the 33 relations that can be realized between two simple

lines.
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Figure 5: A geometric interpretation of the 24 additional relations between two non-simple lines.



4.3 Relations between a Region and a Line

The relations between a region and a line involve two objects of different dimensions, therefore,
conditions that hold between a region and a line do not necessarily hold between a line and a region.

From the previous definitions for regions, the symmetric Condition (1), and the asymmetric
parts of Conditions (3a), (5a), (6a), and (7a) apply also for the relations between a region and a
line. Further constraints are due to the fact that the regions and lines have different dimensions. The
dimension of the interior of a region A is always greater than the dimension of the closure of a line
B, therefore, A° D B:

Condition 16 The interior of a region A always intersects with the exterior of a line B, i.e.,

S -0
Ryg-0)4,B) # | - - - (16)

By definition, a line has a non-empty boundary and contains no loops. A region’s boundary, on
the other hand, is a closed 1-cell. This implies that the closure of a line is at most a true subset (C)
of the region’s boundary:

Condition 17 The boundary of a region A always intersects with the exterior of a line B, i.e.,

Rg-oAB) # | - 0 ' an

The interior of a line is always non-empty, which implies the following condition:

Condition 18 The interior of a line B must intersect with at least one of the three parts of a region
A e,

0 _ .
Rop-oy(A.B) ¥ | 0 - _ 18
R

Twenty 9-intersections fulfill these conditions for the topological relations between two lines.
One of them can be realized only if the line consists of more than one segment, i.e., if it is a non-
simple line. If the line has only a single segment then the intersections must also fulfill the conditions
for simple lines, (14a) and (15a). The 9-intersections and their geometric representations for a region
and a line are shown in Figure 6.
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Figure 6: A geometric interpretation of the 20 relations between a region and a line (one of them
can be only realized if the line is non-simple).




4.4 Relations with Points

Since the boundary of a point is empty, it is irrelevant to analyze its three boundary intersections.
This leaves six significant intersections for describing the topological relations between a non-point
(region or line) and a point and gives rise to 2° possible relations. The conditions for non-existing
intersections are based on the fact that a point is always a true subset (C) of one of the three parts—
interior, boundary, and exterior—of a non-point object.

Condition 19 Interior, boundary, and exterior of any non-point object A intersect with the exterior
ofapoint B, i.e.,

- - -9 - -
Ryg-0y(A,B) # | - 0 [Vv] - - V] - - (19)
- - - - -0

Condition 20 The interior of a point can only intersect with a single part of another object, i.e.,

_|0 - - - _lw -
R{@Y_.@}(A, B # -9 _ \% -0 - \% - - 20)
- - -0 . -9 _

Condition 21 The interior of a point must be a subset of one of the three parts of another object,
ie.,

0 -
Rip-9y(A,B) # g - (21

This leaves three combinations of intersections between a point and a non-point that can be
realized for point-region and point-line configurations).

Finally, for the sake of completeness, the trivial case between two points. Since both boundaries
are empty, there are only four relevant intersections, that is, the intersections between interiors and
exteriors. Condition (1) for the 9-intersection can be immediately applied to these four intersections:

Condition 22 Both exteriors must intersect, i.e.,
Rip-0y(A,B) # ( : Q') ) (22)

Since a point is “atomic,” it cannot intersect with more than one part of another cell. On the
other hand, points are non-empty and therefore, they must intersect with at least one part of another
cell.

Condition 23 The interior of a point intersects with exactly one opposite object part, i.e.,

R{o.m(A,B)#(“_’“_’)v(gj)v(ﬁ_w f@>v<:g:) @)

This leaves two combinations of intersections for which the corresponding topological relations,
disjoint and equal, can be realized between two points.



5 Related Work

A common thread in most spatial reasoning systems is the attempt to formalize spatial reasoning
tasks by translating the problem into Cartesian coordinate space and to use common Euclidean
geometry to find the solution [14, 51, 54, 72]. The field of geometric reasoning is based on this
premise [46]. By using a propositional representation, such as predicates for the relations between
objects, it is possible to describe qualitative spatial concepts without the need to bring them into a
quantitative environment [9].

Computational approaches focusing on mathematical models to formalize relations among sym-
bolic representations of conceptually modeled objects have been mainly investigated in artificial
intelligence and engineering. Various models for cardinal directions, such as north, east, and north-
east, have been discussed [59] and formalized for point objects [26], and their properties have been
analyzed and compared with desirable properties of models for cardinal directions. It has also been
proposed to derive topology from metric by using the primitives of distance and direction in com-
bination with the logical connectors AND, OR, and NOT (58], which is only described for precise
metric positions and leads to serious implementation problems in computers [31, 52] due to the
finiteness of the underlying number system [20, 29].

5.1 Symbolic Projections

The most extensively investigated formalism for spatial relations is based on a segmentation of the
plane, called symbolic projections [9]. Symbolic projections translate exact metric information into a
qualitative form and allow for reasoning about the spatial relations among objects in a 2-D plane {8].
The order in which objects appear, projected vertically and horizontally, is encoded into two strings,
called 2D string, upon which spatial queries are executed as fast substring searches [9]. Initially, this
~ approach has been proposed only for non-overlapping objects (using the two operators “less” and
“equal’). An extension of this algebra with the operator “edge-to-edge” [43] allows for overlapping
objects. By including the “empty space” into the 2D strings ambiguities that may exist for certain
configurations can be resolved [44].
It was shown that symbolic projections and the 9-intersection are both suitable for powerful
spatial reasoning [8, 18]. The major differences are:

¢ Symbolic projections and their derivatives subdivide the space, while the 9-intersection con-
siders the objects and how they are embedded into space.

e Symbolic projections are primarily based on the relation “less” along to perpendicular axes,
therefore, modeling directions such as north, south, east, and west, from which topological
relations are derived. The 9-intersection, on the other hand, is only concemned with topological
relations.

¢ Unlike the 9-intersection, which is invariant under topological transformations, symbolic pro-
jections depend on the orientation of the objects and, therefore, they are not invariant under
rotation.

e The shapes of the objects (convex/concave) matter for the relations modeled by the symbolic
projections, while the 9-intersection is independent of the shape of the objects.
5.2 Derivatives of Allen’s Interval Relations

Another popular framework are the relations between one-dimensional intervals, initially proposed
for modeling time [4]. They have been frequently extended to describe spatial relations in 2- and



3-dimensional space [33, 36, 61]. Some of the extension from 1-dimensional intervals, initially
designed to model time, carry over the ordering (start/end) of the interval boundaries to the higher
dimension. Most of these approaches assume that spatial objects are described by their bounding
rectangles, to which Allen’s approach can be easily generalized; however, rectangies are sometimes
only crude approximations of the actual shapes of the objects and, therefore, they represent only a
simplified model of spatial data. Variations for imprecise boundaries, using fuzzy logic [74], have
been also studied [15].

The 9-intersection can be also considered a derivative of Allen’s approach. Initially it was pro-
posed 1o use only the four intersections of the two interiors and boundaries [17, 23], which was
shown to be sufficient for codimension 0 [21]. Pigot’s extension for triangles in R? uses the five
intersections of A’s boundary with B’s interior, boundary, “exterior,” “above,” and “below” [60].
Actually, this “exterior” is the exterior of B projected into R™~!, and “above” and “below” are then
the two sets in R™ that are separated by the union of B’s interior, boundary, and “exterior.”” Based
on this classification schema, a total of fourteen topological relations are distinguished between two
triangles in R3.

5.3 4-Intersection

The initial model for binary topological relations was developed for regions embedded in R2 [21].
This model, called the 4-intersection, considers the two objects’ interiors and boundaries and ana-
lyzes the intersections of these four object parts for their content (i.¢., emptiness and non-emptiness).
Several researchers have tried to model line-region and line-line relations in R? just with the 4-
intersection [10, 35, 68]. It is obvious that the 4-intersection is a subset of the 9-intersection, so
that the 9-intersection would be able to distinguish more details than the 4-intersection. For region-
region configurations in R?, the 4-intersection and the 9-intersection provide the same eight rela-
tions; however, for line-line and region-line relations, the 4-intersection distinguishes only 16 and
11 relations, respectively. The major difference for line-line relations is that the 4-intersection does
not suffice to establish an equivalence relation [22], because several different line-line configurations
have the same empty/non-empty 4-intersection. Similarly for region-line relations, the 4-intersection
does not distniguish between certain topologically distinct configurations that may be critical for
defining natural-language spatial predicates to be used in spatial query languages [50]. With the
9-intersection, these problems are overcome.

6 Conclusions

6.1 Summary

A formalism for the definition of binary topological relations has been presented that is based upon
purely topological properties and, therefore, independent from the existence of such non-topological
concepts as distance or direction. Binary topological relations are described by putting the three
topologically distinct parts of one object—its interior, boundary, and exterior—into relation with
the parts of the other object. Formally, this has been described as the 9-intersection, i.e., all possible
set intersections of the parts. The criterion for distinguishing different topological relations is the
content of the 9-intersections, i.c., whether the intersections are empty or non-empty.

The search for a method that provides also an efficient implementation led to the separation of
the 9-intersection into the primary criterion or 4-intersection—empty or non-empty intersections be-
tween interiors and boundaries—and the secondary criterion, whether or not boundaries and interiors
are subsets of the other objects closure. The 4-intersection representation proved to be sufficient for



modeling the topological relations between two n-cells if their boundaries are connected and their
codimensions are zero; however, the 4-intersection is insufficient if the objects are embedded into a
higher dimensional space and the secondary criterion has also to be examined to resolve ambigui-
ties; however, the 4-intersection is insufficient if the objects are embedded into a higher dimensional
space and the secondary criterion has also to be examined to resolve ambiguities.

6.2 Implementation

A variation of the 9-intersection has been implemented in MGE-Dynamo [38). Since each part of a
cell is an aggregate of primitives with a unique identifier, the relevant operations, such as interior and
boundary, can be implemented as symbolic, rather than arithmetic, operations. The implementation
needs four fundamental operations:

e testing whether an intersection of two parts is empty;
e testing whether an intersection of two parts is non-empty;
e testing whether a part is included in another part; and
e testing whether a part is not included in another part.

These are standard operations, for which most efficient implementations have been proposed, for
instance in language compilers {2].

The particular benefit of this approach for the implementation of a GIS is that it provides a com-
plete coverage of binary topological relations. Users can build from them customized topological
relations, accessible in their spatial query language [39]. For example, some applications may dis-
regard the topological difference between inside and coveredBy and integrate the two into a single
relation, say within, such that within has a non-empty interior intersection, an empty and a non-empty
boundary-intersection, while the value of the boundary intersection does not matter.

This framework may also serve as an intemnal representation for a graphical spatial query lan-
guage in which users sketch the spatial constraints graphically. In order to process such queries
in a geographic database, the topological constraints contained in the sketch must be parsed and
translated into a symbolic representation such a the 9-intersection.

6.3 Discussion and Future Work

The results of this paper represent a significant advancement in the investigations of formalisms for
topological relations. Compared to our previous results {21], the novel findings are:

e The application of the framework of empty and non-empty intersections to objects with codi-
mension greater than zero. This was achieved by introducing the 9-intersection.

e The inclusion of objects with connected or disconnected boundaries, giving rise to treat lines
and n-dimensional objects (n > 1) with holes.

e With the 9-intersection we have found a model within which topological constraints can be
formalized and compared.

Issues still to be investigated include:

o Topological relations between complex objects, i.e., objects that are made up of simpler ones—
either of the same dimension or mixed dimensions, such as a line ending at a region and both
together form a single object.



o Optimization strategies of queries with multiple topological constraints are necessary to im-
prove the processing of complex spatial queries. For a small subset—the eight relations be-
tween two regions without holes—we have derived the composition table [18] upon which a
relation algebra [71] can be based.

References

[1] R. Abler, The National Science Foundation National Center for Geographic Information and
Analysis, Intemational Journal of Geographical Information Systems 1 (4) (1987) 303-326.

(2] A. Aho, and J. Ullman, The Theory of Parsing, Translation, and Compiling (Prentice-Hall,
Englewood Cliffs, NJ, 1972).

[3] P. Alexandroff, Elementary Concepts of Topology (Dover Publications, Inc., New York, NY,
1961).

(4] 1. Allen, Maintaining knowledge about temporal intervals, Communications of the ACM 26
(11) (1983) 832-843.

[5] A.Boyle, J. Dangermond, D. Marble, D. Simonett, L. Smith, and R. Tomlinson, Final report of
a conference on the review and synthesis of problems and directions for large scale geographic
information system development, Tech. Rep. NASA Contract NAS2-11246 (1983).

[6] D. Chamberlin, M. Astrahan, K. Eswaran, P. Griffiths, R. Lorie, J. Mchl, P. Reisner, and
B. Wade, Sequel 2: a unified approach to data definition, manipulation, and control, IBM
Joumal of Research and Development 20 (6) (1976) 560-575.

[7] N.S. Chang, and K.S. Fu, Query-by-pictorial-example, IEEE Transactions on Software Engi-
neering SE-6 (6) (1980) 519-524.

[8] S.K. Chang, E. Jungert, and Y. Li, The design of pictorial databases based upon the theory of
symbolic projections, in: A. Buchmann, O. Giinther, T. Smith, and Y. Wang, eds., Proceedings
of the Symposium on the Design and Implementation of Large Spatial Databases, Santa Bar-
bara, CA, Lecture Notes in Computer Science, Vol. 409 (Springer-Verlag, New York, 1989)
303-323.

[9] S.K. Chang, Q.Y. Shi, and C.W. Yan, Iconic indexing by 2-d strings, IEEE Transactions on
Pattern Analysis and Machine Intelligence PAMI-9 (6) (1987) 413-428.

[10] E. Clementini, P. di Felice, and P. van Qosterom, A small set of formal topological relationships
suitable for end-user interaction, in: D. Abel and B.C. Ooi, eds., Proceedings of the Third Sym-
posium on Large Spatial Databases, SSD 93, Singapore, Lecture Notes in Computer Science,
Vol. 692 (Springer-Verlag, New York, 1993) 277-295.

[11] J. Corbett, Topological principles of cartography, Tech. Rep. 48, Bureau of the Census, De-
partment of Commerce, Washington, D.C. (1979).

[12] E. Davis, Representing and Acquiring Geographic Knowledge (Morgan Kaufmann Publishers,
Inc., Los Altos, CA, 1986).



[13] S. Dutta, Approximate spatial reasoning, in: Proceedings of First International Conference on
Industrial & Engineering Applications of Artificial Intelligence & Expert Systems, Tullahoma,
TE (1988) 126-140.

(14] S. Dutta, Qualitative spatial reasoning: a semi-quantitative approach using fuzzy logic. in:
A. Buchmann, O. Giinther, T. Smith, and Y. Wang, eds., Proceedings of the Symposium on the
Design and Implementation of Large Spatial Databases, Santa Barbara, CA, Lecture Notes in
Computer Science, Vol. 409 (Springer-Verlag, New York, 1989) 345-364.

[15] S. Dutta, Topological constraints: a representational framework for approximate spatial and
temporal reasoning, in: O. Giinther and H.-J. Schek, eds., Proceedings of the Second Sympo-
sium on Large Spatial Databases, SSD '91, Zurich, Switzerland, Lecture Notes in Computer
Science, Vol. 525 (Springer-Verlag, New York, 1991) 161-180.

(16] M. Egenhofer, Spatial Query Languages, Ph.D. Thesis, University of Maine, Orono, ME
(1989).

(17] M. Egenhofer, A formal definition of binary topological relationships, in: W. Litwin and H.-
1. Schek, eds., Proceedings of the Third Intemational Conference on Foundations of Data Orga-
nization and Algorithms (FODO), Paris, France, Lecture Notes in Computer Science, Vol. 367
(Springer-Verlag, New York, 1989) 457-472.

[18] M. Egenhofer, Reasoning about binary topological relations, in: O. Giinther and H.-J. Schek,
eds., Proceedings of the Second Symposium on Large Spatial Databases, SSD 91, Zurich,
Switzerland, Lecture Notes in Computer Science, Vol. 525 (Springer-Verlag, New York, 1991)
143-160.

[19] Egenhofer, M. and A. Frank, Towards a spatial query language: user interface considerations,
in: D. DeWitt and F. Bancilhon, eds., Proceedings of 14th International Conference on Very
Large Data Bases, Los Angeles, CA (1988) 124-133.

[20] M. Egenhofer, A. Frank, and J. Jackson, A topological data model for spatial databases, in:
A. Buchmann, O. Giinther, T. Smith, and Y. Wang, eds., Proceedings of the Symposium on the
Design and Implementation of Large Spatial Databases, Santa Barbara, CA, Lecture Notes in
Computer Science, Vol. 409 (Springer-Verlag, New York, 1989) 271-286.

[21] M. Egenhofer, and R. Franzosa, Point-set topological spatial relations, International Journal of
Geographical Information Systems 5 (2) (1991) 161-174.

[22] M. Egenhofer, Definitions of Line-Line Relations for Geographic Databases, IEEE Data Engi-
neering (in press).

(23] M. Egenhofer, and J. Herring, A mathematical framework for the definition of topological
relationships, in: K. Brassel and H. Kishimoto, eds., Proceedings of Fourth International Sym-
posium on Spatial Data Handling, Zurich, Switzerland (1990) 803-813.

(24] M. Egenhofer, and J. Herring, High-level spatial data structures, in: D. Maguire, M. Goodchild,
and D. Rhind, eds., Geographical Information Systems, Principles and Applications, Volume 1
(Longman, London, 1992) 227-237.

[25] A. Frank, Mapquery—database query language for retrieval of geometric data and its graphical
representation, ACM Computer Graphics 16 (3) (1982) 199-207.



[26] A. Frank, Qualitative spatial reasoning about cardinal directions, in: D. Mark and D. White,
eds., Proceedings of Autocarto 10, Baltimore, MD (1991) 148-167.

[27] A. Frank, Spatial concepts, geometric data models, and geometric data structures, Computers
and Geosciences 18 (4) (1992) 409-417.

{28] A. Frank, and W. Kuhn, Cell graph: a provable correct method for the storage of geometry,
in: D. Marble, ed., Proceedings of Second Intemational Symposium on Spatial Data Handling,
Seattle, WA (1986) 411-436.

[29] W.R. Franklin, Cartographic errors symptomatic of underlying algebra problems, in: Proceed-
ings of Intemational Symposium on Spatial Data Handling, Zurich, Switzeriand (1984) 190
208.

[30] J. Freeman, The modelling of spatial relations, Computer Graphics and Image Processing 4
(1975) 156-171.

[31] D. Greene, and F. Yao, Finite-resolution comutational geometry, in: Proceedings of the 27th
IEEE Symposium on the Foundations of Computer Science (1986).

[32] O. Guenther, and A. Buchmann, Research issues in spatial databases, SIGMOD RECORD 19
(4) (1990) 61-68.

[33] H. Guesgen, Spatial reasoning based on Allen’s temporal logic, Tech. Rep. TR-89-049, Inter-
national Computer Science Institute, Berkeley, CA (1989).

[34] R. Giiting, Geo-relational algebra: a model and query language for geometric database systems,
in: J. Schmidt, S. Ceri, and M. Missikoff, eds., Proceedings of EDBT ’88, International Con-
ference on Extending Database Technology, Venice, Italy, Lecture Notes in Computer Science,
Vol. 303 (Springer-Verlag, New York, 1 1988) 506-527.

{35] T. Hadzilacos and N. Tryfona , A mode! for expressing topological integrity constraints in
geographic databases, in: A. Frank, 1. Campari, and U. Formentini, eds., Proceedings of In-
ternational Conference on Theories and Models of Spatio-Temporal Reasoning in Geographic
Space, Pisa, Italy, Lecture Notes in Computer Science, Vol. 639 (Springer-Verlag, New York,
1992) 252-268.

[36] D. Hemaindez, Relative representation of spatial knowledge: the 2-d case, in: D. Mark and
A. Frank, eds., Cognitive and Linguistic Aspects of Geographic Space (Kluwer Academic Pub-
lishers, Dordrecht, 1991) 373-385.

[37] J. Herring, Tigris: topologically integrated geographic information systems, in: N. Chrisman,
ed., Proceedings of Eighth International Symposium on Computer-Assisted Cartography, Bal-
timore, MD (1987) 282-291.

[38] J. Herring, The mathematical modeling of spatial and non-spatial information in geographic
information systems, in: D. Mark and A. Frank, eds., Cognitive and Linguistic Aspects of
Geographic Space (Kluwer Academic Publishers, Dordrecht, 1991) 313-350.

[39] J. Herring, R. Larsen, and J. Shivakumar, Extensions to the SQL language to support spatial
analysis in a topological data base, in: Proceedings of GIS/LIS 88, San Antonio, TX (1988)
741-750.



[40] A. Herskovits, Language and Spatial Cognition (Cambridge University Press, Cambridge,
1986).

(41] K. Ingram, and W. Phillips, Geographic information processing using 2 SQL-based query lan-
guage, in: N. Chrisman, ed., Proceedings of Eighth International Symposium on Computer-
Assisted Cartography, Baltimore, MD (1987) 326-335.

(42] M. Johnson, The Body in the Mind (University of Chicago Press, Chicago, 1987).

[43] E. Jungert, Extended symbolic projections as a knowledge structure for spatial reasoning, in:
J. Kittler, ed., 4th Intemnational Conference on Pattern Recognition, Lecture Notes in Computer
Science, Vol. 301 (Springer-Verlag, New York, 1988) 343-351.

[44] E. Jungert and S.K. Chang, An algebra for symbolic image manipulation and transformation,
in: T. Kunii, ed., Visual Database Systems (Elsevier Amsterdam, 1989) 301-317.

[45] A.Kak, Spatial reasoning, AI Magazine 9 (2) (1988) 23.
[46] D. Kapur and J. Mundy, Geometric Reasoning (MIT Press, Cambridge, 1989).

[47] G. Lakoff and M. Johnson, Metaphors We Live By (University of Chicago Press, Chicago,
1980).

(48] G.Lohman, J. Stolizfus, A. Benson, M. Martin, and A. Cardenas, Remotely-sensed geophysical
databases: experience and implications for generalized DBMS, in: D. DeWitt and G. Gardarin,
eds., Proceedings of SIGMOD 83, Annual Meeting, San Jose, CA (1983) 146-160.

[49] D. Mark, S. Svorou, and D. Zubin, Spatial terms and spatial concepts: geographic, cognitive,
and linguistic perspectives, in: Proceedings of International Geographic Information Systems
(IGIS) Symposium: The Research Agenda, Arlington, VA (1987) 101-112.

[50] D. Mark, and M. Egenhofer, An evaluation of the 9-intersection for region-line relations, in:
Proceedings of GIS/LIS 93, San Jose, CA (1993) 513-521.

(51] D. McDermott and E. Davis, Planning and executing routes through uncertain termitory, Artifi-
cial Intelligence 22 (1984) 107-156.

[52] V. Milenkovic, Verifiable implementations of geometric algorithms using finite precision arith-
metic, in: D. Kapur and J. Mundy, eds., Geometric Reasoning (MIT Press, Cambridge, 1989)
377-401.

(53] S. Morehouse, Arc/Info: A geo-relational model for spatial information, in: Proceedings of
Auto-Carto 7, Washington, D.C. (1985) 388-397.

[54] A. Mukerjee, Representing spatial
relations between arbitrarily oriented objects, Tech. Rep. TAMU 89-019, Computer Science
Department, Texas A & M University (1989).

(55] J. Munkres, Elementary Differential Topology (Princeton University Press, Princeton, 1966).

[56] National Center for Geographic Information and Analysis, The research plan of the National
Center for Geographic Information and Analysis, International Journal of Geographical Infor-
mation Systems 3, 2 (1989) 117-136.



[57) National Committee for Digital Cartographic Data Standards, The proposed standard for digital
cartographic data, The American Cartographer 15 (1) (1988) 21-140.

[58] D. Peuquet, The use of spatial relationships to aid spatial database retrieval, in: D. Marble,
ed., Proceedings of Second International Symposium on Spatial Data Handling, Seattle, WA
(1986) 459—471.

[59] D. Peuquet, and Z. Ci-Xiang, An algorithm to determine the directional relationship between
arbitrarily-shaped polygons in the plane, Pattern Recognition 20 (1) (1987) 65-74.

[60] S. Pigot, Topological models for 3d spatial information systems, in: D. Mark and D. White,
eds., Proceedings of Autocarto 10, Baltimore, MD (1991) 368-392.

[61] D. Pullar, and M. Egenhofer, Towards formal definitions of topological relations among spatial
objects, in: D. Marble, ed., Proceedings of Third International Symposium on Spatial Data
Handling, Sydney, Australia (1988) 225-242.

[62) V. Robinson, Interactive machine acquisition of a fuzzy spatial relation, Computers & Geo-
sciences 16 (6) (1990) 857-872.

[63] A.Rosenthal, S. Heiler, and F. Manola, An example of knowledge-based query processing in
a CAD/CAM DBMS, in: Proceedings of 10th International Conference on Very Large Data
Bases, Singapore (1984) 363-370.

[64] N.Roussopoulos, C. Faloutsos, and T. Sellis, An efficient pictorial database system for PSQL,
IEEE Transactions on Software Engineering 14 (5) (1988) 630—638.

[65] T.Smith, and M. Pazner, Knowledge-based control of search and leaming in a large-scale GIS,
in: Proceedings of Intemational Symposium on Spatial Data Handling, Zurich, Switzerland
(1984) 498-5165.

[66] E. Spanier, Algebraic Topology (McGraw-Hill Book Company, New York, 1966).

[67] M. Stonebraker, E. Wong, and P. Kreps, The design and implementation of Ingres, ACM Trans-
actions on Database Systems 1 (3) (1976) 189-222.

[68] P. Svensson and H. Zhexue, Geo-SAL: A query language for spatial data analysis, in:
O. Giinther and H.-J. Schek, eds., Proceedings of the Second Symposium on Large Spa-
tial Databases, SSD ’91, Zurich, Switzerland, Lecture Notes in Computer Science, Vol. 525
(Springer-Verlag, New York, 1991) 119-140.

[69] L. Talmy, How language structures space, in: H. Pick and L. Acredolo, eds., Spatial Orienta-
tion: Theory, Research, and Application (Plenum Press, New York, 1983) 225-282.

[70] T.Tsurutani, Y. Kasakawa, and N. Naniwada, Atlas: a geographic database system-—data struc-
ture and language design for geographic information, ACM Computer Graphics 14 (3) (1980)
71-77.

[71] A. Tarski, On the calculus of relations, The Journal of Symbolic Logic 6 (3) (1941) 73-89.

[72] C. Webster, Rule-based spatial search, Intemational Journal of Geographical Information Sys-
tems 4 (3) (1990) 241-260.



(73] M. White, Technical requirements and standards for a multipurpose geographic data system,
The American Cartographer 11 (1) (1984) 15-26.

[74] L. Zadeh, Fuzzy logic and its application to approximate reasoning, in: Information Processing
(North-Holland Publishing Company, 1974).



M odeling Spatial Relations Between Lines and
Regions. Combining Formal Mathematical Models
and Human Subjects Testing*

David M. Mark and Max J. Egenhofer

ABSTRACT. This paper describes the results of a series of human-subjects experiments to test how people think about
spatial relations between lines and regions. The experiments are centered on aformal model of topological spatia relations, called the
9-intersection. For unbranched lines and simplyconnected regions, this model identifies 19 different spatial relations. Subjects were
presented with two or three geometrically-distinct drawings of each spatial relation (40 drawingsin all), with the line and region said
to be aroad and a park, respectively. In the first experiment, the task was to group the drawings so that the same phrase or sentence to
describe every situation in each group. A few subjects differentiated all 19 relations, but most identified 9 to 13 groups. Although
there was a great deal of variation across subjects in the groups that were identified, the results confirm that the relations grouped by
the 9-intersection model are the ones most often grouped-by the subjects. No consistent language-rel ated differences were identified
among 12 Englishspeaking subjects, 12 Chinese-speaking subjects, and 4 other subjects tested in their own native languages. A second
experiment presented the subjects with a short sentence describing a spatial relation between aroad and a park, and the same 40
diagrams. Each subject was asked to rate the strength of their agreement or disagreement that the sentence described each relation. For
each of the two different predicates tested-"the road crosses the park" and "the road goes into the park"-there was a great deal of
consensus across the subjects. The results of these experiments suggest that the 9-intersection model forms a sound basis for
characterizing line-region relations, and that many spatial relations can be well-represented by particular subsets of the primitives
differentiated by the 9-intersection.
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1. Introduction

Over the last several decades, research on fundamental theories of spatial relations has been driven by at least three
independent motivations. Mathematicians and some mathematical geographers have searched for situations that can be distinguished
inaformal sense (Peuquet 1988; Herring 1991). Largely independently, cognitive scientists have described informally how spatial
relations are expressed and manipulated in natural language and thought (Talmy 1983; Herskovits 1986; Retz-Schmidt 1986). And,
during the same period, designers of software for geographic information systems (Gl Ss) have developed solutions that would allow
them to implement those spatial relations and concepts that are needed for the operation of actual working Gl Ss. The last of these
approaches often has produced ad hoc results that are difficult or impossible to generalize from or to extend. While the approach based
on mathematics will generate sound definitions as the basis for query algebras, it is not clear how closely such "artificia" models
represent human thinking. It seems obvious that research leading to fundamental theories of spatial relations must take human spatial
cognition into account, but up to now, studies of locative expressions in cognitive science have usualy dealt either with very general
principles or with narrowly defined situations often invol ving non-geographic spaces.

What ismissing in almost al of this research is the human factor. Even the cognitive scientists have typically studied
published grammars, or used their own intuitions about language as a basis for formalization, and rarely have tested the concepts they
develop with human subjects. Several research questions arise: What aspects of spatial relations do people pay attention to during
spatia reasoning and decision-making? Of the unlimited number of possible differences that could be distinguished mathematically,
what distinctions do people actually make, and what detailed situations do they group when they reason about spatial relations or
describe them in natural language? How is this differentiation of spatial concepts influenced by the task that the person istrying to
perform, by the native language of the person, by their culture, or by individual differences? To be general, amodel of the distinctions
that people make in the context of geographic problem solving, or in simply talking about geographic space and spatial relations, must
include all of the required distinctions needed for spatial reasoning, for any people and for any problem domains.

A basic thesis of this paper isthat human-subjects experiments can guide mathematicians and software engineers as to which
distinctions are worth making, and which are not. It describes such experimental work, which we believe demonstrates that the
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interplay between forma mathematics and human subjects testing is of eminent value in the search for fundamental theories of spatial
relations.
2. Spatial Relations

Calls for general theories of spatial relations have been issued prominently in the GIS literature for a decade or so (Boyle et
al. 1983; Abler 1987; Frank 1987; Peuquet 1988, NCGIA 1989). Indeed, Boyle et al. listed the lack of such a general theory as a major
problem for the development of GIS. Thus, it is not surprising that one of the five high-priority topics for research by the proposed U.
S. National Center for Geographic Information and Analysis (NCGIA) was defined to be a search for "a general theory of spatial
relationships’ (Abler 1987, 304). Abler went on to elaborate that the goal is"a coherent, mathematical theory of spatial relationships’
(Abler 1987, 306). On the same page, he also stated:

"Fundamental spatial concepts have not been formalized mathematically and elegantly. Cardinal directions are relative
concepts, as are ideas basic to geography such as near, far, touching, adjacent, left of, right of, inside, outside, above, bel ow,
upon, and beneath."

The successful proposal for the NCGIA featured this topic prominently in its proposed research program, and stated that "the
search for 'fundamental spatial concepts' must be conducted in the cognitive sciencesin parallel with searches in mathematics®
(NCGIA 1989). Cognitive science can be characterized as follows:

"Cognitive science is a new field that brings together what is known about the mind from many academic disciplines:
psychology, linguistics, anthropology, philosophy, and computer science. It seeks answers to such questions as: What is
reason? How do we make sense of our experiences? What is a conceptual system and how isit organized? Do all people use
the same conceptual system? If so, what is that system? If not, exactly what is there that is common to the way all human
beings think? The questions aren't new, but some recent answers are." (Lakoff 1987, xi)

Research at the NCGIA during 1989 and 1990 made considerable progress on the formal side (Egenhofer 1989a, 1989b;
Egenhofer and Herring 1990; Egenhofer and Franzosa 1991), but that work was not linked to cognitive principles. NCGIA researchers
also conducted research on spatial cognition, but concentrated primarily on wayfinding (Freundschuh 1989, 1991; Gould 1989; Mark
1989; Freundschuh et al. 1990; Gopal and Smith 1990; Mark and Gould 1992), and did not directly address the sorts of fundamental
spatia relations needed for GI'S from a cognitive perspective.

Recently, there has been a burst of publications that attempt to extend the formal work noted above by formalizing fairly fine
distinctions among spatial relations (Pigot 1990; Egenhofer and Herring 1991; Svensson and Zhexue 1991; Clementini et al. 1992;
Hadzilacos and Tryfona 1992; Hazelton et al. 1992). Although the distinctions made in these papers may be valid, and perhaps
exhaustive within specific domains, mathematical methods alone cannot establish whether these are the most appropriate distincions
to make for human spatial reasoning and problem-solving. These and other formal developments must be evaluated and refined
through human-subjects experiments, and we have begun a series of such experiments to attempt to do such evaluations, the first of
which are reported in this paper.

21 Previous Published Definitions of Spatial Relations Between Lines and Regions

Most categorizations of spatia relations distinguish between topological relations, such asinclusion or overlap, and metrical
relations, such as distance and directions (Pullar and Egenhofer 1988; Worboys; and Deen 1991). In this paper, we concentrate on
topological relations, although some of the relations we examine may have other geometric constraints. Peuquet (1988), Frank (1991),
and Freksa (1992) provide contributions to some important aspects of metrical spatial relations.

Spatial query languages contain many spatial predicates (Frank 1982; Roussopoulos et al. 1988; Herring et al. 1988;
Egenhofer 1991; Raper and Bundock 1991); however most of these predicates lack formal definitions, at least in the publications
describing them. While a great deal of attention has been paid in the GIS literature to spatial relations between two regions (Freeman
1975; Claire and Guptill 1982; Peuquet and Zhan 1987; Egenhofer and Franzosa 1991; Hernandez 1992), and to spatial relations
between points and regions (the classic " point-in-polygon” problem, for example), there has been relatively little published work on
relations between lines and regions.

In arelatively early paper on spatial abstract data types, Cox et al. (1980) mentioned just three pairs of Boolean relations,
stating that their arguments could be poaints, lines, or regions. They called these relations "equality,” "sharing," "exclusivity," and their
negations, but did not give definitions, other than to note that equality and sharing are symmetric whereas exclusivity is not. They give
point-in-polygon (region) as a specia case of "sharing,” which impliesthat "sharing" is true if the objects have one or more pointsin
common. "Equal" would appear to be a subset of "sharing," but this cannot be confirmed from the information included in the
published paper.



In the late 1980s, several other papers appeared that defined spatial relations. Giiting (1988) listed three Boolean spatial
relations between aline and aregion: "inside," "outside," and "intersect." Roussopoulos et al. (1988) listed three pairs of Boolean
spatial relation operators between aline and aregion: "intersect"/ " not-intersect; "within"/ "not-within;” and "cross"/'not-cross." Once
again,however, no details are gi in the paper for the exaatfthition of these predicates. Menon and Smith (1989) includlettic
spatial relations beteen points and lines (distance, direction),imuBoolean predicates. Bennis et al. (1%8dded the idea of
asymmetric spatial relatins béweenline ohects and region gécts, that is,@me spatial relations appbeween ailne anda regon,
but not betveen a region and a line. Foraeple, a regdn can be left-of or right-of a directed line that is coientdvith part of its
bounday, bu withoutan external refance flame, a line annot be &ft-of (or right-of) any regin. The other Boolean spatietlations
Bennis et al. presertavere”overlap” an "inclusion," and to these #y added th metrical relationgdistance" and "direatn."”

2.2 The" 9-Intersection” Definition of Topological Spatial Relations

Recenty, Egenhder and Herring (1991) extended a previgymlblishedformal caegorization dé topological spatl
relations beweentwo spatial regions (Eenhofer and Herring 1990; Egeater and Franzosa 1991) to accofortbinay relationsin
two-dimensional spaelR? betveen objects dber than regions, sich as betveen two fines, or bateen a fine and a region. For
line-region relations afollowing defiritions are relevant

. A lineisasequencef 1 ...n connected 1-cellszonnecton betveen two geometrically independer@-cells
(nodes)-seh that they nether coossthemsdvesnor form cycles.A linedefined inthisway is equivalent to a on-directed
"Chain" in the US. Spatial Datdrander Sandard (SO'S) (Fegeas et al. 1992). Nodesvaich exactly one icell endswill
be referred to as tHmundary of the ling whereas nodes that are an end poimhofe ttan one 1-cell are interior nodeBhe
interior of a line is tie union of all interior nodes ad all canections beateen those nodes. Faally, the exterior is he
difference betveen theembedding space fRand the wion of the interior and baundary (Figure 1). h this papeywe focus on
simple lines,which have exacjltwo bounday nodes.

. A region is defined as a connectedpimogeneousy 2-dimensional 2-cellthisis temed a"'GT-Polygon" in SDT S-
Its boundary forms a Jordan curve separating the sagexterior from its interior (Figure 2).

The Sintersectim describes birg topological relatians in terms o the intersections dthe interiors, bomdaries, ad
exteriors of thewo spatial objectsThe nine possible interseatisamong the six objectaots (each of the ligs interior boundary,
and exteriowith each & the region's interior, boundarand exterior) are preserved under topological teammtions and vide a
framework for the formal descriptiorof their topological relationship.

A variely of topological invariants can be applied to gmalthe intesectionsThe most general topological invariant is the
distinction of the comnt (emptiness or noremptiness) of the intersection$his can be concisgrepresented as a 3%Bitmap"
(Figure 3). With eachfahese nine interseains beingempty or norrenpty, the modd has 512 (2Ppossible relations baten he
objects. Most of theseombinationsof the nine intesections are, lweever, impossible for conreted objects in the-Bimensiona
Cartesian plane. Ifact, betveen an unbranched line and a region, just 19 distinct topological relations are possible (Figure 4). More
detailed distinctionsvould be possiblé ifurther criterawere enployed to describe theon-empty intersections, such as the
dimensions bthe intersectians (0 or 1-dimensional) or he rumber d separate aoponents per ntersectbn (Egerhofer and Herring
1990; Clementini et al. 1992). Such additional distinctions arewever, ignored in this paper.

The 19 situationsan be presented in a diagn that links @ses where exactly one of the nine intersections is diffebeihthe
others are the s@; Egenhder andAl-Taha (1992 presented such a diagndor spatial relations beeen tvo regbns. This diagram
(Figure 5) has a particulasymmetry” suchthat stuaionsin the eqivalent position®n the Eft and right sides differ diy in the fact
that the'interior" ard "exterior” of the regbn have been interdnged. Inmost cass, it also is possible to transio betveen
neighboring guationsthroughsmoot geometric trarsformations.

Whereas the 9-intersectioarcbe shown to be a correct and eplete characterizatioof a sysem of spatial relatins,
mathematics alone annot indicaé whether the distinaths made are relent, a whether releant distinctions bve been omitd. As
noted above, additional distinatis @n bemade, and tAnunber of such possible distitions may be esentially unlimited. Thusany
particular level bdetail in topological distinctionsay be viewed as a levelfaabstractin, and thequeston bemmes: is tle level of
abstraction for spatial relations represertgthe 9intersecton an appropriate level for GIS or for cogwné science? Ingoticular,
the Sintersestion model diginguishes 19 differentderegion relationships. dlvever, theintuition of at leassome reseathers in the
field seens to ndicate hat most peopt would not distinguish that many different kinds of topolagical relations betveen a line and a
region.To evaluate tisintuition, we developed expigments toexamine how people categorize spatial relationsvieenlines and
regionsin a ge@graphic corgxt.



3. TheFirst Experiment
31 Experimental Design

For the first experiment, we produced 40 drawings of aline and aregion. The region wasidentical in each drawing, and was
bounded by athin solid line and filled with a gray tone. The line was drawn with aline weight twice that of the region boundary. The
position of the line relative to the region was different in each case, and the lines were positioned so as to provide two (or, in two
cases, three) geometrically distinct examples of each of the 19 topologically-distinct cases of line-region relations. Whenever possible,
the line was straight in one example of each 9-intersection situation, and curved in the other(s). Subjects were told that the region was
a"park" and that the line was a "road," although the representations of those features did not follow standard cartographic symbology.
Some examples are shown in Figure 6, and others appear in subsequent diagrams in this paper.

The 40 drawings were then printed on individual cards 7.0 by 10.8 cm (about the size of standard playing cards), and were
shown to 12 native speakers of English, 12 native speakers of Chinese, 3 native speakers of German, and one native speaker of Hindi.
With one exception?, the instructions were given and responses were recorded in the native language of the subject. In English, the
instructions were:

"Here are 40 different sketches of aroad and a state park. Please arrange the sketches into several groups, such that you
would use the same verbal description for the spatial relationship between the road and the park for every sketch in each

group.”

When the subject completed the task, the experimenter recorded the groups, and elicited the descriptive phrase or sentence
for the spatial relation for each group. Lastly, most of the subjects were asked to select the "best example" from each group, as a
prototype.

3.2 Results
3.21  Number of Groups

The numbers of groups identified by the subjects varied widely, from 4 to 20 (Figure 7). The median number of groups was
somewhat higher for the Chinese subjects, but there is sufficient variation within each group that it is clear that there is no systematic
difference in group sizes across the languages tested. Attention thus was turned to the actual groupings.

3.2.2 Groupings

Groupings by individual subjects can be examined visually after plotting them on the diagram introduced in Figure 5, above.
We found that the groups normally appeared as connected subgraphs of this diagram. However, there was a great variation in the
groupings by individual subjects (for examples, see Figures 8, 9, and 10). Even for individual subjects, the groups seemed at timesto
overlap. However, because we required each stimulus to be put into exactly one group, such overlaps could not be detected fromthe
data.

3.2.3 Validity of the 9-Inter section

With 40 stimuli, there are 760 distinct pairs of stimuli (n(n-1)/2). Each of these stimulus pairs was grouped together by
between all (28) and none (0) of the 28 subjects. Since we did not observe any particular differences across languages, we considered
all 28 subjects together, counting how often each pair of stimuli was aggregated and ranking the 760 possible pairs by their grouping
frequencies. If we consider only the basic set of 38 stimuli (two for each situation), the 19 most frequently grouped pairswere
exactly the 19 that were within the 9-inter section classes. This appears to be a strong confirmation of the fundamental nature of the
9-intersection model. Seven of these within-situation pairs were grouped by all 28 subjects, and 4 others were grouped by 27 subjects.
Interestingly, all of these categories were around the margin of the diagram. The remaining eight 9-intersection situations, toward the
middle of the diagram, were grouped by between 23 and 25 subjects, still more frequently than any between-situation pair. In fact, the
most frequently grouped between-situation pair was grouped by 22 of 28 subjects, and only 5 such pairs were grouped by 20 or more
subjects.

2 The Hindi-speaking subject, was asked the question in English, and asked to use Englishlanguage phrases to describe the categories.



3.2.4 Prototype Effects

Part of the experiment involved asking each subject to designate one stimulus from each group as the best exampl e of that
group, to serve as a prototype. Figure 11 shows the frequencies of prototype choice for 23 of the subjects, the 12 Chinese speakers
plus 11 of the 12 English-language subjects. Many of the prototypes for the line-to-region relation categories were at the ends of the
categories, rather than in the centers. Initially, this was surprising, because for other prototype studies (for example, Berlin and Kay’s
1969 study of color categories), prototypes are usually near the centers of categories. However, most of the prototypes for line-region
relations were cases in which the body (interior) of the line fell entirely into one of the three parts (interior, boundary, exterior) of the
region. To put this another way, the spatial relations in the prototypes seem more "simple." The more complicated cases that fal
toward the central part of the diagram (Figure 11) were seldom considered to be "best" examples of relationships, probably because
they combined elements of several different relationships. When the prototypes for all categories for the 23 subjects are aggregated,
situations around the edge of the diagram are selected far more often than those toward the middle.

For several cases, asituation on the right side of the diagram was selected as a prototype considerably more often than the
equivalent diagram on the left. One example is the case where the road is entirely outside the park, except for touching it at one end.
That situation was a group prototype for 16 of the 23 subjects for whom prototype information was tabulated, whereas its inside-out
equivalent was a prototype by only 7 subjects. In fact, the two stimuli in which the road ended at the park boundary from outside were
isolated as a group of two by 13 subjects (making them automatically their own prototype); 2 additional subjects added just one other
stimulusto the pair, and only 1 subject used this pair as the prototype for alarger group (10 stimuli). Of the 7 subjects who marked the
situation where the road touched the boundary at one end but otherwise was inside as a prototype, 4 had the two stimuli as an isolated
pair, and the other 3 had a member of that pair as a prototype of alarger group, or 4, 6, or 8 stimuli. The right-left asymmetry in
prototype selection was somewhat more common among the English-language subjects (right-side prototypes outnumber |eft-side
prototypes by 48-34) than among the Chinese-language subjects (right-side prototypes outnumber |eft-side prototypes by 58-49), but
the cross-language difference is not strong.

3.2.5 Similarity Among Subjects

In order to examine similarities and differences among the subjects, an index of similarity between each pair of subjects was
computed. First, for each subject, a 40 by 40 binary symmetric matrix was determined, in which a"1' in any position indicates that the
subject placed the pair of stimuli denoted by the row and column in the same group, and a"0" otherwise. The fewer groups a subject
made, the more within-group pairs there are, and the more -1’ s there are in the binary matrix for that subject. Then, for eachpair of
subjects, we counted the number of placesin their binary matrices that were identical (that is, the two subjects treated that pair of
stimuli identically, either grouping them or not), and divided this count by 1,600 to get a similarity index that would be 1.0 if the two
subjects came up with identical groupings. Two subjects did indeed have identical responses, so the maximum value of the similarity
index was 1.0, and the minimum observed value for any pair of subjects was0.736.

In addition to the human-subjects data, we created 4 "synthetic" subjects, one being the exact groupings of the 9-intersection
model, and the other 3 from topological modelsthat would result if certain distinctions made by the 9-intersection model were ignored.
In two models, the boundary of the region is either merged with itsinterior ("region-closure model™) or the exterior of the region
("open-region model"). A final model lumped the interior and boundary of both the line and the region ("line- and region-closure
model"), thus | etting the model degenerate to just the "contains," "overlaps," and "digoint" relations that some previousye-published
categorizations of spatial relations had recognized. Some of these classifications had much lower similarities to the data from the
human subjects, with indices as low as about 0.55.

In the analysis we employed multidimensional scaling (MDS), a technique for determining configurations of points given
only amatrix of inter-point distances or similarities. Usually, no configuration would replicate the interpoint similarities exactly, and
so MDS finds the configuration that best fits the data according to some goodness-of-fit criterion. The solution does not determine
such factors as scale, rotation, or reflection, and so the axes of the output configuration are arbitrary. The similarity indices among all
pairs of subjects and models, as discussed in the preceding paragraph, were entered into SPSS-Xs multidimensional scaling procedure,
and this produced a 2-dimensional configuration of points (Figure 12). Except for the fact that there are very few Chinese subjects
appearing as outliers on the diagram, the subjects do not seem to cluster by language. This seems to confirm impressions gained from
visual inspection of the subjects’ groupings, that individual differences within languages are greater than distances between languages.
Note that the "region-closure," "open-region," and "line- and region-closure” models fall outside the convex hull of the data for the 28
subjects, although data for several subjects plotted closer to the "regionclosure” model than to the 9-intersection model itself.

3.2.6 A Rare Example Of Discrimination By Geometry

Whereas almost all subjects appeared to emphasi ze topological factorsin their responses to the grouping task, one of the
English-language subjects apparently used a geometric criterion to classify some of the stimuli. Figure 13 shows the stimuli involved



in this exception. The particular geometry of the four cases on the upper right-hand side of Figure 13 caused them to be grouped
together by this subject, who noticed that these had a straight segment in exactly the same position relative to the concavity on the
lower ("southern") side of the park. However, none of the other 27 subjects grouped these 8 stimuli in this way, and the exception does
not contradict the general tendency among subjects to classify the stimuli primarily according to topological criteria and to generally
ignore geometric characteristics.

33 Summary of the First Experiment

Thisfirst experiment has shown that there isa great deal of variation in the ways in which people classify spatial situations
that involve roads (lines) and parks (regions). There are, however, underlying patterns. One of the strongest of these isthe
9-intersection model. Whereasiit is possible that the experiment contains biases that promote the recognition of the 9-intersection
distinctions by the subjects®, that model definitely emerged as an underlying structure. The 19 pairs of stimuli most often grouped by
the subjects were exactly the 19 cases that the 9-intersection model does not distinguish. Also, since the differences between the two
members of each topologically-similar pair of road-park examples were geometric--different orientation, shape, and length of the line,
etc.-the outcome suggests that people often ignore such quantitative differences and are primarily concerned with qualitative
(topological) differences. The results of the experiment suggest that many of the qualitative differences that people make regarding
spatia relations are captured by the 9-intersection model.

The diagram introduced in Figure 5, constructed analytically on the basis of "least distinguishable differences’ in the
9-intersection, reflected subjects' judgments very well: the 37 most-frequent pairs, and 53 of the 58 most frequent pairs, were either
within 9-intersection classes, or were between adjacent classes on that diagram. Figure 14 shows a consensus diagram, which groups
all pairsthat were combined by 14 or more of the 28 subjects. The groups are somewhat larger on the left side of the diagram than on
the right, which has alarger number of isolated 9-intersection classes.

Although there are afew intriguing suggestions of language-based differences in the results, some of which have been
reported above, the experiment described provides no solid evidence of differencesin judgments about lineregion spatial relations
between speakers of the languages tested. It is quite possible that no such differences exist for roads and parks, or even more generally
regarding lines and regions. If such differences exist between English and Chinese, they are probably subtle, at least with respect to
this experimental design, and thus larger samples or more focused experiments (or both) will be needed to establish any differences
that may exist. It is also possible that, by coincidence, Chinese and English happen to be very similar for the spatial situations included
in the experiment; speakers of other languages will have to be tested before any generalizations about crosslinguistic universal
principles can even be proposed, let alone substantiated.

The high individual differences across subjects, both in groupings and in the language used to describe those groups, make it
difficult to examine the possible meanings of various locative phrases, or to relate the results to more practical issues of queriesin a
GIS context. Therefore, a second, more specific experiment was designed.

4, The Second Experiment
41 Experimental Design

To further evaluate the model described above, we designed a more specific test, in which subjects were presented with
sentences in English that described a spatial relation between a'road" and a"park." Potential spatial predicates to be tested were
drawn from the subjects’ responses in the first experiment. From these, we selected "the road crosses the park" and "the road goes into
the park" for testing. The test instrument consisted of six pages. The first page (for the test of "cross") presented the following
instructions:

"Each of the accompanying 40 diagrams represents a State park and aroad. Please examine each map, decide how strongly
you agree or disagree with the statement that in that case, 'the road crosses the park,” and mark your response on the scale from 1 to 5
under each diagram.”

Thisinstruction page was followed by five pages, each with 8 road-park diagrams. The top half of the first page, containing
stimuli 1, 2, 5, and 6, is shown in Figure 15.

% One of the English-language subjects, who was making rather fine distinctions, noticed that identical topological relations
usually came in pairs, and then used this as part of his classification, trying to find a"twin" for any apparently-isolated stimulus, and
also looking for ways to divide any groups of three he had formed. In fact, the two "extra" examples that were added to the stimulus
set created a problem for him at the end, as he worked on the two groups of 3 stimuli for quite a while before finally leaving one of
them, and breaking the other into a group of 2 and asingleton. It is possible that other subjects used similar reasoning.



Each subject was asked to compare the sentence to each of the 40 diagrams that were used in the first experiment, and to
evaluate on ascale of 1 to 5 the strength with which they disagreed (1) or agreed (5) that the sentence described the situation portrayed
in that diagram. Then the average rating for all subjects was obtained for each diagram, and this average was rescaled so that 0.0
would represent "strongly disagree" and 1.0 would indicate "strongly agree.- Since these ratings were quite similar for the 2 or 3
examples of each of the 19 relations distinguished by the 9-intersection model, we further averaged the results across the stimuli for
each of those 19 relations’. These summary ratings are empirical estimates of the probability that a subject would consider that a
drawing illustrating that topological relation represents the concept to which the sentence refers.

4.2 The Road " Crosses" the Park

Thefirst spatial relation that we tested was the concept of aline "crossing” aregion. Some a priori analysis suggests that in
order for alineto "cross" aregion, it should satisfy two topological constraints: the line must have some intersection with the interior
of the region, but also should not terminate within the region. Aslinguist Leonard Talmy has discussed (Talmy 1983), the prototypical
meaning of "cross' involves completion of a side-to-side traversal of atwo-dimensional entity, and thus there is a possibility that
metrical properties will be important. Figure 16 illustrates the two subsets of the 9-intersection diagram that are excluded by the
restrictions noted above, and the five remaining relations, which should correspond to "cross."

We collected agreement ratings for "the road crosses the park” from 13 native English-speakers and for three other subjects’.
Theresults areillustrated in Figure 17, and confirm the conceptual model outlined above. The stimuli fall into 3 groups. The 5 spatial
relations that were predicted to "cross" the park had the highest mean ratings, 0.68 or above. It isinteresting to note that the highest
agreenent ratings aréor the tvo situatons at the endsf the “crosses" class; this supports the generatimairesented isection
3.2.4@bove, that best eraples (protogpes) tend to be at the endscategoriesThe 7 relationgor which the road does nenter the
park's interior at all hathe lovest ratngs, 0.14 or lver. The 7 casesiwhich the road enteithe park but endsiside t had
intermediatemean ratings, bateen 0.21 and 0.36. Evidentiending inside the park does not exclude a foad "crossing” a prk as
strongly as not entering the park at all.

Talmy's (1983) enphasis a a sideto-side traersal siggests atirther restriction might exist regarding geometry. Talmy
presented tfollowing exanple (in Mak et al. 1989a): f a persorwalksfrom one end ba pier to the other, straightwin the
middle, itwould not be apprpriate to sg in English that the persa crossedte pier, &en though the walk had @mmpleted a taverse
from one part bthe pie's bounday to anotherThus, ®me situations thammeet the topological restrictions noted abmight still be
excludedfrom the class b"roads crossing the parkylgeanetric properties. Ifact, our stimulus #39, which the road cmesin one
end, aurves, ad goes ait through that same end, had a "cross" ratig of 0.45 whereastie two topolaically-identicalstimuli in which
the road traversed the parkween wo opposingsides hadnean ratings ©00.84 and 1.00nfluencesof geometry will be afocus of
some testing in our further resehr

4.3 The Road " GoesInto" the Park

The @ame set ofsimuli andinstuctionswere run with the phraséthe road goes intthe park,"which was a spaéi-relation
categoy that ®veral of theEnglish-language subjects in the adsification experiment (firgxperiment) came up with, andwhich
usually had as its protge the situatin with one end of the road outside the park, and the other end inside (the situtitioiop of
the 9-intersetion diageam; see kgure 18).

Data on agremert with the phraséthe road goes into the pariere collected for 7 subjectagain, thee was considerable
consensis within 9-intersectia relations, across bosubjects ad stimuli. The resilts, presentecdhiFigure 18, siow high agreement
for all cases invhich the bog of the road intersects the interidrthe park, asong as at least one enfitbe road is aiside or on the
bounday. Furthemore, the relation at the top of the diagr which as jus noted was often the categry prototype in the clasfication
experiment, had a ratig of 0.95, secnd highest d all the stimuli.

4.4 Summary of the Second Experiment

Comparing the results of this expewent for the ivo sntences testedve find that ®me situatbnswere strongly confimed
as belonging both ttthe roadcrosses the park” arithe road goes into the park." Other sitaasi belong to one conceptdanotthe

* The first 38 stimuli (o for each 9-intersectionasly were dawn with the road in aff'ordinay’ relation to the park.
Stimuli #39 and #40, dwever, had spefic geometries designed to ewdne spedic aspects broadpark relationsThese wo special
stimuli were excludedrom the averages calculatéar the Qintersection relatins, and resultkor #39 are @ported separatel below.

® These three additional sielets,two who were naitve spekers of Clineseand one of Hindi, were al fluent inEnglish and
were tested in English.



other, and still othersfit neither of these descriptions. This supports the idea that no single set of mutually-exclusive and
collectively-exhaustive spatial predicates could satisfy all queries or natural language descriptions. On the other hand, the results give
us further confidence that the 19 line-region relations distinguished by the 9-intersection model have promise as a set of primitives, to
be used as building blocks in developing a potentially large number of higher-level spatial concepts.

5. Future Research

Future research isindicated in many directions. Clearly, the experiments described in this paper should be repeated with
larger samples. The cross-linguistic dimension of the problem also is worth pursuing, because of the implications for GIS user
interfaces, query languages, and cross-linguistic technology transfer (Mark et al., 1989b; Frank and Mark, 1991; Gould et al., 1991).
There also is potential to contribute to our understanding of the differences by which different languages express spatial concepts
(Talmy, 1983), and thus subjects should be tested in other languages. The possible influence of the hypothetical phenomenain the
drawings aso is worth investigating. Would the results be significantly different if the test drawings for the line-region relation were
described as a storm track and an island or peninsula? Or aroad and a gas cloud? And does scale (scope) matter, that is, would the
categorization be different if the line and region were things on a table-top, or were at continental scales?

It also would be interesting and potentially valuable to perform human subjects experiments regarding the acceptability of
hypothetical GIS responsesto hypothetical quasi-natural-language queries regarding spatial relations between line features and region
features. The second experiment was designed to test this aspect of the problem, but probably would be more clearly applicable to GIS
if the queries were from a GI S context and if the test were performed on a computer rather than on paper. Also, we feel that the model
described herein would provide a good basis for analyzing line-region queries provided in GIS software, or in testing spatial relations
defined in the literature.

In addition to the specific results obtained, we feel that the studies reported in this paper demonstrate the value of human
subjects testing and empirical evidence in the development and evaluation of formal models for spatial relations. The 9-intersection
model for lines and regions can be understood more fully in light of data from human subjects. We hope that more researchers from
the GIS and cartographic communities will combine experimentation and mathematical rigor to determine the strengths and
limitations of the infinity of possible spatial relations that could be formally defined.
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Figure 2. Interior, boundary, and exterior of a region in IR2.
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Figure 3. The 3x3 “bitmap” of a 9-intersection. White pixels
represent empty intersections and black pixels stand for non-
empty pixels. The left column of each bitmap has a black square
for each part of the line (from the top, the Interior, Boundary,
and Exterior) that intersects the Interior of the line; the column
in the middle indicates the same for the Boundary of the region;
and the right column represents the three intersections with the

region’s Exterior.



Figure 4. The 19 topological relations distinguished by the 9-
intersection, together with their empty/non-empty bitmaps.



Figure 5. Diagram illustrating relationships among the 19
topologically-distinct spatial relations between a line feature and
an region feature according to Egenhofer and Herring’'s “9-
intersection” model. Situations are connected in the diagram if
they differ for exactly one of the nine “intersections.”



Figure 6. Some examples of the stimuli used in this research. The
right and middle examples in the lower row are topologically
identical but geometrically-distinct.
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Figure 7. Histogram showing the number of groups defined by the
subjects.
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Figure 8. The responses of one of the English-language subjects,
plotted on the diagram introduced in Figure 5. Each shaded
polygon represents a group; the shadings are arbitrary and
simply are intended to discriminate the groups within one
diagram. If the group polygon covers just half of a circle
representing one of the 9-intersection situations, that means that
only one of the two diagrams representing that situation was
placed in the group. A heavy circle boundary designates the
group prototype; a heavy circle on the white general background
indicates that the subject isolated the two or three diagrams
representing that 9-intersection situation as a small group.
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and external of the park"
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Figure 9. Diagram for another English-language subject. Note that
these groups are much more compact than those produced by
the previous subject (Figure 8), and that the diagram is perfectly

symmetric.



Figure 10. Diagram for one of the German-language subjects. This
subject provides an example of the tendency of several subjects
to aggregate much more on the left side of the diagram (where
the road in within the park), but to differentiate more finely on
the right side.



Figure 11. Frequency with which each situation was chosen as a group
prototype by 23 subjects.
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Figure 12, Configuration of the 28 subjects and 4 models of spatial
relations, produced by multidimensional scaling. The models
are indicated by shaded diamond shapes: A, the 9-intersection
model with 19 groups; B, the region-closure model (combining
the interior and boundary of the region); C, the open-region
model (combining the boundary and exterior of the region); and
D, the line- and region-closure model (boundaries of both the
line and the region are merged with their interiors). The axes of
the diagram are arbitrary dimensions.




"road starts inside or "road runs across the

on the edge, leavesiit, 'bay' in the state park”
and re-enters it" Y stafc par

"roads that run along the edge,
leave it, and come back to the
edge"”

Figure 13. Three groups of stimuli according to one of the English-language subjects. The four
stimuli in the upper left part of the diagram were described by the sentence “starts inside or
on the edge, leaves it, and re-enters it,” whereas the four in the upper right were grouped
under “road runs across the “bay” in the state park.” The lower two examples were grouped
together and described by the phrase “roads that run along the edge, leave it, and come
back to the edge.” Each of the left-right pairs of park drawings above represents two
realizations of the same 9-intersection relation. -



Figure 14. Consensus diagram for all 28 subjects. For the 19 9-
intersection situations on the diagram, all within-situation
stimulus pairs were grouped together by well over half of the
subjects. Heavy circles surround those 9-intersection situations
that were not grouped with any other stimuli by 14 or more
subjects. The shaded zones surrounding the remaining
situations indicate groups for which every within-group pair
was combined by at least 14 subjects.
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disagree agree

strongly
disagree

"Theroad crossesthe park”
1 2 3 45 strongly

Figure 15. Four of the stimuli (the top half of the first page of the
test instrument) used in the experiment designed to evaluate the
concept of a linear feature “crossing” an area feature.




Roads that 'cross
the park cannot
have an end
inside the park.

Roads that 'cross’

Roads that 'cross’ the park cannot be
the park must : entirely outside the
belong to one of - park or on its

these five relations. boundary.

Figure 16. A priori analysis of the probable constraints on the
concept of a linear feature “crossing” a region feature.



Agreement that "the
road crosses the park” <0-43

0.21<

Agreement that "the Agreement that "the
road crosses the park” road crosses the park"
>0.62 <0.17

Figure 17. Strength of agreement that “the road crosses the park” by
9-intersection relation, averaged across 16 subjects and 2 or 3
cases per relation.
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Figure 18. Strength of agreement that “the road goes into the park”
by 9-intersection relation, averaged across 7 English-speaking
subjects and 2 or 3 cases per relation. Situations with values
above 0.5 are surrounded by shaded box.



Stimuli and Instructions Used in
Mark and Egenhofer’s Experiment 2

Each of the accompanying 40 diagrams presents a State park and a road. Please examine each map, decide how strongly you
agree or disagree with the statement that in that case, "the road crosses the park”, and mark your response on the scale from 1to 5
under each diagram.



1

*The road crosses the park”
strongly , 5 3 4 5 strongly
disagree agree

"The road the park”
strongly ;5 3 4 5 strongly
disagree agree

"The road grosses the park”

disagree agree

strongly 1 2 3 4 5 strongly

3
"The road the park”
strongly 1 2 3 4 5 strongly
disagree agree
4

"The road the park”

disagree agree

strongly ;5 3 4 g strongly

6
“The road grosses the park”
strongly 2 3 4 5 strongly
disagree agree
7
"The road crosses the park”
disagree agree
8
"The road grosses the park”
strongly 5 3 4 5 strongly
disagree agree




"The road crosses the park”
strongly 1 2 3 4 5 strongly
disagree agree

10
“The road crosses the park”
strongly 2 3 4 5 strongly
disagree agree
11
“The road crosses the park”
strongly 1 2 3 4 5 strongly
disagree agree
12
"The road crosses the park”
strongly 1 2 3 4 5 strongly
disagree agree

13
"The road crosses the park”
strongly strongly
disagree 123 45 agree
14
"The road crosses the park”
strongly strongly
disagree 23 45 agree
15
“The road crosses the park”
strongly strongly
disagree 23 45 agree
16
"The road crosses the park”
strongly strongly
disagree 123 45 agree




21

“The road crosses the park”

strongly 1 2 3 4 5 strongly
disagree agree

"The road crosses the park”
strongly 5 3 4 g strongly
disagree agree

“The road crosses the park”

strongly 1 2 3 4 5 strongly
disagree agree

17
"The road crosses the park”
strongly ] 2 3 4 5 strongly
disagree agree
18
“The road crosses the park”
strongly | 5 3 4 5 strongly
disagree agree
19
"The road crosses the park”
strongly 1 2 3 4 5 strongly
dlsagree agree
20
"The road crosses the park”

strongly 1 2 3 4 5 strongly
disagree agree

24

*The road crosses the park”

strongly 1 2 3 4 5 strongly
disagree agree




“The road crosses the park”

strongly l 2 3 4 5 strongly
disagree agree

*The road crosses the park”

strongly strongly
dlsagree I 2 3 4 5 agree

"The road crosses the park”

strongly i 2 3 4 5 strongly
disagree agree

27

"The road crosses the park”
strongly 4 2 3 4 5 strongly
gisagree agree

"The road crosses the park”

strongly 1 2 3 4 5 strongly
disagree agree

30
"The road crosses the park”
strongly strongly
dlsagree ] 2 3 4 5 agree
31
"The road crosses the park”
strongly 2 3 4 5 strongly
disagree agree
32
"The road crosses the park”
strongly 1. 2 3 4 5 strongly
disagree agree
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“The road crosses the park”

strongly 1 2 3 4 5 strongly
disagree agree

“The road crosses the park”

strongly 1 2 3 4 5 strongly
disagree agree

"The road crosses the park”

strongly 1 2 3 4 5 strongly
disagree agree

“The road crosses the park”

strongly strongly
disagree ! 2 3 4 3 agree

35

"The road crosses the park”

strongly { 2 3 4 5 strongly
disagree agree

"The road crosses the park”

strongly | 5 3 4 5 strongly
disagree agree

36

"The road crosses the park”

disagree agree

strongly 1 2 3 4 5 strong]y

"The road crosses the park”

strongly 1 2 3 4 5 strongly
disagree agree

37

38

39



Stimuli and Instructions Used in some Subsequent
Experiments by Mark and Egenhofer

Spatial Relations Survey:
Instructions

Thissurvey is part of aresearch project on spatial relations, being conducted by Dr. David Mark of UB’s Geography
Department. Your participation in thissurvey is completely voluntary. If you do not wish to participate, simply return the test
booklet and answer form unmarked, either immediately, or when the forms are being collected. Y ou may withdraw from the survey at
any time without penalty. If you do decide to complete the survey, please take it serioudly.

The surveys are anonymous; we only want your responses to the 60 diagrams in this booklet, plus some minimal background
information. Please make all your responses on the computer-readable answer form provided; please do not mark thetest booklet.
The answer form should be filled out using a Number 2 pencil.

Before you begin the main part of the survey, please indicate the following items on side 2 of the answer form:

1 Please print your native (‘first’) language in the space marked 'name’, and fill out the 'bubbles' under the letters
accordingly.
2. Please indicate your sex (male, female) and your month and year of birth, and fill out the 'bubbles’ accordingly.

After filling out this background information, please begin the main survey. Examine each of the 60 maps, and determine
how well you think the sentence printed at the top of side 1 of your answer form fits the spatial (geographic) relatioesmpgHzet
thicker dark road and the park. Your judgment should be on the scale of (a) "strongly disagree" to (e) "strongly agree":

(a) strongly disagree
() disagree
() can't tell; borderline case
(d) agree
(e) strongly agree

(a) b) (©) (d) (e)

Please note that there are no 'correct’ or 'wrong' answers, and that not
everyone in the class has the same test sentence that you have.

If you want to receive a copy of the results of this survey, please
put your name and address on a piece of paper, and hand it in
either when you hand in the survey sheet, or later.
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