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ABSTRACT OF THE DISSERTATION 

 

Hotspots of Dendritic Spine Dynamics Facilitate Learning and Memory 

 

by 

 

Shan Huang 

Doctor of Philosophy in Neuroscience 

University of California, Los Angeles, 2017 

Professor Alcino Jose Silva, Chair 

 

 

Structural plasticity mediated by addition and elimination of dendritic spines is thought to 

underlie the formation of long-term memory. However, the spatial relationship of those structural 

activities during learning and memory remains unclear. Using in vivo two-photon microscopy, I 

track spine dynamics in mouse retrosplenial cortex (RSC) during contextual and spatial learning. 

I report that learning leads to addition of new spines that are spatially clustered, and the amount 

of clustering is predicted by spine turnover prior to learning. Both spine measures are correlated 

with learning and memory performance. Accordingly, a genetic manipulation by heterozygous 

mutation of Ccr5 that enhances pre-learning spine turnover also enhances learning-related spine 

clustering, as well as future learning and memory performance. New spines related to one 

memory do not form cluster with spines related to a distinct memory. In contrast, spines gained 
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from one repetitive task tend to cluster with each other. Remarkably, clustered new spines are 

usually added on dendritic segments with rapid spine turnover, revealing the presence of hotspots 

on dendritic tree where elevated rates of spine turnover facilitate clustered spine addition 

associated with memory. One implication of these findings is that increased spine turnover may 

allow neurons to more efficiently sample the synaptic space during learning in order to optimize 

information acquisition. Once acquired, spine clustering may stabilize this information, thus 

strengthening memory circuits. 
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Chapter 1   Introduction 
 

One of the most fascinating questions in neuroscience is where memory is stored in the brain. 

Much progress has been made toward elucidating the functions of a variety of brain regions and 

their networks in specific types of memory. For example, retrosplenial cortex (RSC) is required 

for spatial learning and memory; primary motor cortex stores motor memory. However, little is 

known about the mechanisms of how memory is allocated to particular neurons, dendritic 

branches and synapses, and not their neighbors in the same region. What is even less explored is 

how allocation of memory to certain neurons, dendrites and synapses will stabilize the acquired 

information (or prevent the memory from disappearing), thus enhancing learning rates and 

memory performance. This dissertation will focus on addressing these two questions, particularly 

the relationship between spine dynamics in dendritic hotspots and learning and memory. I 

hypothesize that there are certain dendritic hotspots where higher rates of pre-learning spine 

turnover facilitate the formation of learning and memory-related clustered spines, and that 

clustering serves as a structural mechanism to stabilize structural plasticity and memory.  

 

1.1 Memory allocation in neurons, dendrites and synapses 

 

Neuronal level:  

Growing evidence suggest that memory is not randomly allocated to neurons within a neural 

network, but instead allocated to particular neurons by some specific mechanisms. One of these 

mechanisms is through cAMP response element-binding protein (CREB), which is a 



2 

 

transcription factor and has a well-known role in long-term memory formation and synaptic 

potentiation (Silva et al., 1998; Silva et al., 2009). Compelling evidence also demonstrate that 

CREB activated during learning triggers cellular changes, which affect the probability that a 

given neuron will be involved in subsequent memory encoding (Han et al., 2007; Sano et al., 

2014; Silva et al., 2009; Zhou et al., 2009). One of these studies is to overexpress CREB in 

lateral amygdala with viral vectors. Higher CREB levels increase the probability that amygdala 

neurons participate in memory for tone conditioning (Han et al., 2007). Specific inactivation of 

the cells with the virally delivered CREB disrupts memory for tone conditioning. This amnesia 

can be reversed after the inactivation disappeared (Zhou et al., 2009), further confirming that 

those cells with higher CREB levels are more likely being involved in storing the fear memory. 

Importantly, CREB’s role in memory allocation is not only limited to amygdala, but also has 

been proven to be true in the insular cortex for a conditioned taste memory (Sano et al., 2014). 

All of these findings indicate that CREB levels determine where information is stored within a 

neural network, and this process could probably be true in other cortical regions, such as RSC 

during encoding a spatial memory. Another recent study shows that two distinct contextual 

memories encoded within 5 hours share an overlap neuronal ensemble in hippocampal CA1, 

compared to two encoded across a week (Cai et al., 2016). The first memory strengthens the 

second memory probably through this shared neuronal ensemble. Why the second memory is 

preferentially encoded by the same neurons that are responsible for another recent memory? This 

is consistent with the memory allocation hypothesis that, learning triggers a temporary increase 

in neuronal excitability that biases the representation of the second memory to the ensemble 

encoding the first memory (McKay et al., 2009; Moyer et al., 1996; Oh et al., 2010).  

Dendritic level:  
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Not only at the neuronal level, memory also allocate at dendritic level. There are 100 billion 

(10
11

) neurons and 100 trillion (10
14

) synapses in human brain. If memories were only encoded at 

neuronal level, our memory capacity would be limited by finite neuron combinations. In addition, 

memories can share neuronal ensemble to strengthen each other, but they are still distinct. 

Extinction of one memory does not affect recall of another memory (Cai et al., 2016). Synapses 

on different dendrites greatly expand the synaptic area of a post-synaptic neuron, where pre-

synaptic neuron can build connections with. Such that, a post-synaptic neuron could receive 

thousands of different pre-synaptic inputs, which dramatically expands the memory storage 

capacity, and memories do not interfere with each other. Evidence supporting this hypothesis is 

done by in vivo imaging of calcium spikes on dendritic branches.  Different motor learning tasks 

induce dendritic Ca
2+

 on different apical tuft branches of individual layer V pyramidal neurons in 

the mouse motor cortex (Cichon and Gan, 2015). There is an increase of overlapping branches at 

apical trunks, which is deeper below pia and closer to cell body. The regulation of memory 

allocation on distinct dendritic branches is by somatostatin (SOM)-expressing interneurons. 

When SOM interneurons are inactivated, different motor tasks frequently induce Ca
2+

 spikes on 

the same branches, disrupting increased neuronal activity and performance improvement of 

previously learned task (Cichon and Gan, 2015). However, little is known about how memory is 

encoded by particular dendritic ensemble at the initial learning stage. 

Synaptic level:  

So far, we have discussed plasticity mechanisms that regulate which neurons are recruited to 

encode memory, and a phenomenon that distinct memories, although may involve the same 

neurons, are encoded by distinct dendritic branches. However, it is widely conceived that 
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memories are encoded and stored at the synaptic level. Circuit changes mediated by structural 

plasticity (formation and elimination of synapses) are thought to underlie the formation of long-

term memory (Bailey and Kandel, 1993). Recently, a photoactivatable construct (AsPaRac1) 

labeling active spines enables manipulation of those spines. The study shows that the shrinkage 

of task-specific spines disrupts performance of the learned task (Hayashi-Takagi et al., 2015), 

providing the first causal evidence that memory is stored in synapses. Next, a mechanism that 

regulates which synapses are recruited to form an engram is needed. Such mechanisms may 

include hypotheses such as synaptic tagging and capture (STC) model, clustered plasticity 

hypothesis, and a very new model that this dissertation will focus on: dendritic hotspots of 

turnover model.  

Synaptic tagging and capture model: Long-term potentiation (LTP) induction sets a short-term 

“tag” (less than 3 hours), which is protein synthesis independent, and allows the tagged synapses 

to capture newly synthesized plasticity related proteins (PRPs), thus lowering the LTP induction 

threshold (Frey and Morris, 1997). Late-phase LTP (L-LTP) is the natural extension of early-

phase LTP (E-LTP). E-LTP is independent of protein synthesis, so it is short lasting (less than 3 

hours), while L-LTP requires gene transcription and protein synthesis, so it is long lasting. Both 

E-LTP and L-LTP are able to set tags, while only L-LTP is able to induce PRPs synthesis at the 

soma and transporting the products to tagged synapses. Therefore, a weakly stimulated set of 

synapses that have access to the PRPs will also succeed in maintaining L-LTP (Redondo and 

Morris, 2011).  

PRPs that have been implicated in learning and plasticity include activity-regulated cytoskeleton-

associated protein (ARC), Homer1a and the AMPAR (α-amino-3-hydroxyl-5-methyl-4-
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isoxazole-propionate receptor) subunit GluR1 (Lanahan and Worley, 1998; Miyashita et al., 

2008; Redondo and Morris, 2011).  

Clustered plasticity hypothesis: STC is more likely to facilitate LTP at nearby synapses, because 

there are local protein synthesis which are more available to nearby synapses (Govindarajan et 

al., 2011). More introductions about clustered plasticity hypothesis are continued in the next 

section. 

The two hypotheses are conceptually related. One is not conflict with the other. Clustered 

plasticity hypothesis is based on STC, but involve the fact of diffusion of local PRPs between 

nearby synapses. Nearby synapses are thereby easier to be potentiated together and being 

recruited in encoding a memory. The initial STC only talk about PRPs that are synthesized in the 

neuronal soma and transported through the dendrites by non-specific mechanisms. In an elegant 

study, LTP is measured as a change in spine volume using two-photon microscopy and validated 

using perforated-patch clamp electrophysiology (Govindarajan et al., 2011). It shows that the 

efficacy of STC is dependent upon the distance between the spines:  spines that are farther away 

(on different dendritic branches, or more than 70 µm away on the same branch) are not likely to 

benefit from STC. L-LTP formation is itself biased toward occurring on spines within a branch, 

because rescue of E-LTP to L-LTP is much less efficient if the two stimulated spines are on 

sister branches of the same dendrite. 

The third hypothesis is dendritic hotspots of turnover model. Dendritic spines are the 

postsynaptic sites of excitatory synaptic connections on pyramidal neurons and are thus good 

indicators of synapses (Fu et al., 2012). Recent technical advances have allowed scientists to 

image and follow the structure of spines over time periods of months in living animals by 
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utilizing two-photon laser scanning microscopy (Trachtenberg et al., 2002). In vivo imaging 

studies on a variety of organisms have made a consensus that spines are dynamic structures, 

which can be modified by long-term potentiation (LTP), sensory experience and learning (Fu et 

al., 2012; Holtmaat et al., 2009; Toni et al., 1999; Trachtenberg et al., 2002). Importantly, spine 

imaging of juvenile zebra finches suggests that spine turnover prior to song imitation correlates 

with future song performance (Roberts et al., 2010), which suggests that baseline spine turnover 

may indicate the ability of the brain to adapt neural circuits to new information. Individuals with 

faster spine turnover prior to learning may have better ability to capture the new information 

during learning, and integrate the information to the memory circuit by stabilization of functional 

synapses that have successfully stored the information. There is a huge variability of dendritic 

spine turnover across individuals, and across dendritic branches within same individual. It may 

suggest that there are certain hotspots on dendritic branches where higher spine turnover ratio 

may allow neurons to more efficiently sample the synaptic space during learning to optimize 

information acquisition. Therefore, spines within the hotspots have a higher probability being 

recruited to encode a memory. However, there is no evidence so far in supporting this hypothesis.  

A lot of studies using mouse model of Autism spectrum disorder (ASD), such as fmr1 knockout 

mice, have shown that dendritic spines are highly dynamic in the fmr1 knockout mice 

(Padmashri et al., 2013; Pan et al., 2010), and those mice have impairment in learning and 

memory. These findings suggest that excessive spine turnover is problematic, because the newly 

encoded information is not able to be stabilized: newly formed spines are usually lost in a short 

time. Therefore, a structural stabilization mechanism is needed after learning to retain the newly 

acquired information.  
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1.2 Evidence for clustered plasticity hypothesis 

 

One mechanism of such stabilization is probably through the clustered addition of spines. 

Interesting emerging phenomenon of spine structural dynamics (De Roo et al., 2008; Fu et al., 

2012; Harvey and Svoboda, 2007; Toni et al., 1999; Yang et al., 2016) and functional plasticity 

(Wilson et al., 2016) is that these events occur in clusters on dendrites. Fu et al. trained mice to 

learn a motor task, which led to rapid spine formation in clusters (less than 5 m) (Fu et al., 

2012). The second new spine formed in a close distance with the first new spine (Fig. 1.1a). In 

contrast, under baseline conditions, new spines appear to avoid existing stable spines on the same 

dendritic branch, rather than form uniformly (Lu and Zuo, 2017). In addition to the clustered 

formation and elimination of spines, morphological and functional alterations in spines also 

show correlation between nearby spines. These findings support the hypothesis that clustering of 

plasticity events within dendrites is a means to efficiently store information (DeBello et al., 2014; 

Govindarajan et al., 2006; Kastellakis et al., 2015; Poirazi and Mel, 2001). The following chapter 

will focus on the evidence that support the clustered plasticity hypothesis.   

 

1.2.1   Local protein resources within dendritic branch 
 

LTP is input-specific at individual synapses, but the interactions between plasticity at nearby 

synapses exist. Pairing a train of two-photon glutamate uncaging stimuli with postsynaptic 

depolarization induces LTP at individual spines. Subthreshold stimuli, which by themselves are 

too weak to induce LTP, result in robust LTP and spine enlargement at neighboring spines. The 
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reduction in LTP induction threshold last 10 min and spread over 10 m along dendrites (Fig. 

1.1b); (Harvey and Svoboda, 2007). In another study, high-frequency glutamate uncaging at 

individual spines leads to input-specific synaptic potentiation, and induces shrinkage of nearby 

unstimulated synapses. To be more specific, if more than 6 neighboring spines are potentiated 

simultaneously, the inactive synapse within the cluster weakens and shrinks (Fig. 1.1c); (Lu and 

Zuo, 2017; Oh et al., 2015).  

 

 

Figure 1.1. Schematic illustration of clustered synaptic alterations under various 

experimental conditions (from review by Lu and Zuo, Brain Research Bulletin, 2017). (a) 

Repetitive learning of the same task leads to clustered dendritic spine formation. (b) LTP 

induced at a single spine decreases the threshold for LTP at its neighboring spine. (c) 

Simultaneous potentiation of multiple dendritic spines in a cluster leads to the shrinkage of the 

inactive spine in the cluster. 
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What could be the reason for this reduction of LTP induction threshold at neighboring synapses? 

On the postsynaptic side, clustering could be due to the diffusion of intracellular signaling 

molecules, such as small guanosine triphosphatase (GTPase) (Harvey et al., 2008; Lu and Zuo, 

2017). In this study, the authors used two-photon imaging of a fluorescence resonance energy 

transfer (FRET)-based indicator of Ras activation. The authors demonstrated that following LTP 

induction by glutamate uncaging, Ca
2+

 entry led to Ras activation that persisted up to 5 min. 

Activated Ras could diffuse out of the stimulated spine, traveled approximately 10 µm along the 

dendritic shaft, and diffused into neighboring spines. Using a MEK (downstream target of Ras 

signaling) inhibitor prevented the induction of LTP at a neighboring spine with a subsequent sub-

threshold induction protocol. Therefore, diffusion of activated signaling molecules is a key 

component of interactions between nearby spines, providing biochemical support for the 

clustered plasticity model.  

Another study shows that, in addition to Ras, another GTPase named RhoA is also able to diffuse 

between spines (Murakoshi et al., 2011). In this study, the authors used a similar method, FRET-

based sensors optimized for imaging under 2 photon imaging combined with 2 photon glutamate 

uncaging, and demonstrated that two Rho GTPases, RhoA and Cdc42, were activated in the 

stimulated spines. Their activation lasted about 5 min, and were then followed by a phase of 

persistent activation lasting over 30 min. The two Rho GTPases were different in regulating 

spine plasticity from many perspectives. First, RhoA activation diffused out of the stimulated 

spines and spread over 5 µm along the dendrite, whereas Cdc42 activation was limited within 

stimulated spine. Second, inhibition of Rho-Rock pathway preferentially inhibited the initial 

spine growth, whereas the inhibition of the Cdc42-Pak pathway disrupted the maintenance of 

sustained structural plasticity. Both Rho GTPases required CaMKII. But CaMKII activation was 
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restricted to spines, and decayed rapidly with a time constant of 10 s. Therefore, in order to have 

long-lasting spine plasticity, the authors proposed that RhoA and Cdc42 relayed transient 

CaMKII activation to synapse-specific and long-lasting signaling.  

The diffusion of activated GTPases may be one of the mechanisms that regulate spine clustering. 

Govindarajan et al. suggest that locally synthesized protein resources maybe another important 

mechanism involved in clustered plasticity (Govindarajan et al., 2011). They modified the STC 

model by including time and location factors that should be taken into consideration for synaptic 

plasticity. The original STC model stated that the efficacy of L-LTP induced at some synapses 

facilitated L-LTP expression at other synapses receiving stimulation that were too weak to 

induce L-LTP by itself. By using glutamate uncaging and two-photon imaging, Govindarajan et 

al. found that this facilitation decreased as time interval increased between two stimulations, and 

decreased as distance increased between stimulated spines on same branches (no facilitation 

if >70 µm) or sister branches (no facilitation if >50 µm), indicating that STC is likely to be more 

efficient on a single branch, compared to spines at sister branches. Second, stimulated spines 

competed for L-LTP expression if stimulated too closely in time. One explanation of the 

observed spatial restriction of STC, and the competition between spines for L-LTP expression is 

that the rate-limiting PRPs are synthesized locally (Martin and Kosik, 2002; Steward and 

Schuman, 2001), and passively diffuses or is actively transported to create a gradient, away from 

the synthesis site (Govindarajan et al., 2006). This does not exclude the possibility that rate-

nonlimiting PRPs synthesized in the soma contribute to L-LTP formation.  

The findings by Govindarajan et al. (STC) and by Harvey et al. (Synaptic crosstalk) both 

contribute to the clustered plasticity hypothesis, but are clearly two different mechanisms. First, 
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STC is protein synthesis-dependent, whereas crosstalk is not; second, STC can operate over a 

larger time window of 90 min, compared to 5 min for crosstalk; third, STC operates over a larger 

distance around 70 μm, compared to 10 μm for crosstalk; Fourth, STC occurs both regardless of 

E-LTP is induced before or after L-LTP induced at a nearby spine, while this is not shown in 

crosstalk. Importantly, it is also observed that in STC, distance is not the only factor governing 

the sharing of PRPs, but that the branch point between dendrites acts as a filter to further limit 

diffusion of newly synthesized proteins. These data indicate that STC and synaptic crosstalk are 

different phenomena, but both may contribute to clustered plasticity hypothesis (Govindarajan et 

al., 2011).  

 

1.2.2   Similar activity patterns of clustered synapses  
 

There are numerous electrophysiological interactions within dendrites that support clustered 

plasticity hypothesis. The main finding is that adjacent spines may receive locally convergent 

inputs from axons of the same neuronal ensemble and exhibit similar activity patterns 

(Kleindienst et al., 2011; Lu and Zuo, 2017; Takahashi et al., 2012; Wilms and Hausser, 2015). 

First, Kleindienst et al. monitored the spontaneous synaptic activation in developing 

hippocampal CA3 pyramidal neurons by patch-clamp recordings and calcium imaging 

(Kleindienst et al., 2011). Voltage-clamp was used to record spontaneously occurring synaptic 

currents, representing both unitary synaptic events and bursts of synaptic inputs. Calcium 

imaging was used to reveal spontaneous local calcium transients. The authors next wanted to 

investigate the possibility that calcium transients at the dendritic shaft that occurred 

simultaneously with synaptic currents represent synaptic transmission at the respective dendritic 
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locations. They found that synaptic currents and simultaneous local calcium transients triggered 

by electrical stimulation were indistinguishable from those of the spontaneous transients that 

coincided with synaptic currents, indicating that the spontaneous local calcium transients and the 

synaptic currents were not accidental. Importantly, the authors frequently observed that 

neighboring synapses were coactive (Fig. 1.2a). In contrast, the percentage of co-activation was 

very small in pairs of synapses that were separated by more than 16 μm. The relationship 

between distance and input correlation was entirely blocked in cells that developed in the 

absence of neuronal spiking by tetrodotoxin (sodium channel blocker) treatment during 

incubation. Interestingly, the authors also found that minimal stimulation of presynaptic axons 

never triggered responses at more than one synapse within 16 μm along the dendrite. Therefore, 

the functional clustering observed was unlikely due to spill-over of glutamate or diffusion of 

intra- or extracellular signaling factors caused by activation of one synapse. Therefore, the 

authors concluded that the co-activation of neighboring synapses was due to clustering of 

functionally related axons. However, this may just be a special case for developing hippocampal 

CA3 neurons.  

Takahashi et al. found a similar phenomenon through in vivo whole cell patch clamp recordings 

and two-photon calcium imaging from spines of layer 2/3 pyramidal cells in the barrel cortex of 

anesthetized young adult mice. Spontaneous activities frequently occurred in neighboring spines; 

the probability of observing the coactive spines significantly increased within 6 μm along the 

dendrites (Fig. 1.2b); (Takahashi et al., 2012). It is very rigorous that the authors tried to 

differentiate the 5 possible mechanisms for this synchronization of adjacent spines: “ (i) 

convergent afferents from a population of spontaneously synchronized presynaptic neurons (cell 

assembly); (ii) multiple innervations of a single presynaptic axon; (iii) spillover of diffusible 
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molecules (such as glutamate) to neighboring synapses; (iv) spatial segregation of spine 

excitation by local dendritic inhibition; or (v) local depolarization-induced increase in a chance 

of calcium influx in neighboring spines.”  They applied electrical field stimulation to the CA3 

stratum radiatum and induced synchronized network activity. However, this cell-assembly 

irrelevant artificial synchronization did not trigger spatially clustered spine activation, which was 

inconsistent with ii, iii and v. ii can also be ruled out by the evidence from biocytin 

reconstructions of neurons that were synaptically connected. 51 of 55 putative synapses arising 

from 12 presynaptic neurons contacted single spines. iv can be ruled out by showing nearby 

spines were still coactive in dendrites that were disinhibited by the local application of picrotoxin. 

Therefore, mechanism i becomes the most plausible mechanism: clustered synaptic activation is 

due to connecting to convergent afferents from a population of spontaneously synchronized 

presynaptic neurons (Takahashi et al., 2012).  

                                        

 

Figure 1.2. Co-activation of neighboring synapses ex vivo and in vivo. (a) ex vivo relationship 

between inter-synaptic distance and prevalence of co-activation for all synapse pairs of one cell. 
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Manual analysis. Dotted line: nonlinear fit (Nelder-Mead) (from Kleindienst et al., Neuron, 

2011). (b) in vivo recordings show the probability of observing co-activated spines as a function 

of the inter-spine path distance (n = 10 dendritic segments in four cells). The chance level and its 

95% confidence intervals (purple) were estimated from the distribution of distances of more than 

10 μm (from Takahashi et al., Science, 2012).  

 

Wilms and Hausser used in vivo calcium imaging of multiple neighboring cerebellar parallel 

fiber axons, and found that parallel fibers active during sensory processing (airpuffs) exhibited 

spatially clustering pattern (Wilms and Hausser, 2015). All of these findings indicate that the 

functional clustering of spine activation is probably due to the close vicinity of function-related 

axons.  

Besides receiving inputs from functionally related axons, clustered spines may also share input 

from the exact same axons due to close vicinity (Yang et al., 2016). Yang et al. applied dual-

color in vivo two-photon imaging of mouse auditory cortex, so both pre- and postsynaptic 

structures were labeled by GFP and YFP, respectively. GFP and YFP signals were separated 

using bandpass filters. Unexpectedly, they discovered that essentially all new synaptic contacts 

were made by adding new partners to existing synaptic elements: either a new spine was added 

on an existing bouton (43.5%) or a new bouton was added on an existing spine (55%), while the 

de novo synapse formation was rare (1.5%, 4 out of 262 new pairs). This add-on fashion of new 

synapse formation strengthens the connections between existing neuronal partners. This finding 

is also consistent with a previous electron microscopy study that, LTP induced formation of 
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multiple spines from the same dendrite contacting with a single axon bouton, duplicating 

activated synapses (Toni et al., 1999).  

The nearby synapses are not always receiving similar inputs. In some cases, nearby spines 

receive functionally diverse inputs (Chen et al., 2011; Jia et al., 2010; Varga et al., 2011). These 

studies used high-resolution two-photon imaging to detect sensory-evoked calcium transients in 

single dendritic spines of mouse cortical neurons in vivo. Spines tuned for different sound 

frequencies, visual orientations, or whisker combinations were highly interspersed on the same 

dendrites. Neighboring spines were mostly responsive to distinct stimulations. These findings are 

not conflict with clustered plasticity hypothesis; instead they support the model by indicating that 

diverse synaptic inputs that are integrated by the postsynaptic cell through clustering of spines to 

generate highly specific output (Kleindienst et al., 2011). In addition, it is also possible that 

apical tuft dendrites have more clustered sensory inputs to the same dendrite, so that they are 

able to generate large amplitude dendritic spikes, while basal dendrites are more heterogeneous. 

In such a scenario, clustered spines may receive 1) shared input by same axon from the same pre-

synaptic neuron or 2) different but related inputs from the same neuronal ensemble, or 3) diverse 

inputs that need summation to generate a dendritic spike. 

 

1.2.3   Amplification of inputs by clustered spines 
 

A large amount of evidence has shown that dendritic integration in pyramidal neurons is supra-

linear. Therefore, the simultaneous activation of synapses that are spatially clustered on the same 

dendritic branch exhibit a stronger influence on firing action potentials, compared to the 



16 

 

activation of the same number of synapses on different dendritic branches (Branco and Hausser, 

2010; Kleindienst et al., 2011; Larkum and Nevian, 2008; Losonczy and Magee, 2006; Polsky et 

al., 2004). Further, theoretical studies suggest that this local integration structure can 

dramatically boost the information processing or computing capacities of neurons, thus 

optimizing learning and memory capacities (Hausser and Mel, 2003; Poirazi and Mel, 2001; 

Spruston, 2008). 

 

1.2.4   Learning-induced formation of clustered spines 
 

Learning triggers formation of clustered spines on dendrites (Fu et al., 2012). Specifically, the 

authors trained mice to learn a motor task (use forelimb to grab a seed through a narrow window). 

By performing two-photon imaging of Thy1-YFP mice, which express YFP in a subset of layer 5 

cortical pyramidal cells, the authors were able to collect time-lapse spine images before, during 

and after training. They found that spines added during training had 35% formed within 5 μm 

with each other on the same dendrites, while spines added in untrained group had only 10%. In 

other words, learning-induced new spines tended to form clusters. This is the first study showing 

that learning induces clustered spine formation in vivo. The newly added clustered spines were 

more stable than those dispersed new spines, further suggesting that the clustered spines maybe 

involved in long-term memory storage. Importantly, clustered spine formation is task-specific. 

The authors added another group of mice that received training of one motor task for a day, and 

another task for the subsequent 3 days. Both tasks by itself induced clustered spine formation. 

However, the second task-induced new spines did not cluster with first task-induced new spines, 
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suggesting that clustered spine addition is task-specific, so the memories for different tasks do 

not interfere with each other.  

However, although this study shows that learning induces spine clustering, it does not have a 

causal relationship between clustered spine and memory, or correlational evidence supporting 

this relationship.  

 

1.3 Goals of the dissertation 

 

Our understanding of how memories are formed and stored in the brain has advanced 

significantly over the past several decades (Dudai and Morris, 2013; Kandel et al., 2014). It is 

now accepted that memory storage processes operate conjointly at the level of neurons, dendrites, 

and dendritic spines (Bailey and Kandel, 1993; Holtmaat and Caroni, 2016; Kandel et al., 2014; 

Kastellakis et al., 2015). Further, dendritic spines are dynamic structures whose formation and 

elimination is postulated to expand memory storage capacity beyond that permissible solely from 

synaptic weight changes of existing synapses (Chklovskii et al., 2004; Kandel et al., 2014; 

Poirazi and Mel, 2001).  

A variety of studies in varying preparations and organisms have shown that spine turnover is 

modified by electrical activity, sensory experience, and learning (Fu et al., 2012; Holtmaat and 

Svoboda, 2009; Lai et al., 2012; Toni et al., 1999; Xu et al., 2009; Yang et al., 2009).  

Additionally, results from juvenile zebra finch show that endogenously higher levels of spine 

turnover before tutoring correlate with a greater capacity for subsequent song learning during the 
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critical period (Roberts et al., 2010). Another interesting emerging phenomenon of spine 

structural dynamics (De Roo et al., 2008; Fu et al., 2012; Harvey and Svoboda, 2007; Toni et al., 

1999; Yang et al., 2016) and activity (Wilson et al., 2016) is that these events occur in clusters on 

dendrites. These findings support the hypothesis that clustering of plasticity events within 

dendrites is a means to efficiently store information (DeBello et al., 2014; Govindarajan et al., 

2006; Kastellakis et al., 2015; Poirazi and Mel, 2001). 

However, although both spine turnover and spine clustering have been shown to impact learning 

and memory, it remains unclear how spine turnover and clustered spine addition relate to one and 

other and how does clustered spines contribute to memory storage. According to the clustered 

plasticity model, a stronger memory is hypothesized to consist of higher percentage of clustered 

spines within the circuit, to efficiently reactivate the engram. Therefore, a correlation and 

manipulation of spine turnover, clustering or memory is in need to strengthen the causal link 

between spine turnover, clustering and learning and memory. 

In this dissertation, I used transcranial two-photon microscopy to track spine dynamics, and 

examined the relation between basal spine turnover, contextual and spatial learning and memory, 

and subsequent spine clustering in the mouse retrosplenial cortex (RSC). RSC is important for 

spatial learning and amenable to long-term in vivo imaging. RSC (Brodmann areas 29 and 30) 

resides within the posterior cingulate cortex. From an anatomical perspective, this region has 

dense reciprocal connections with three notable regions that have been significantly implicated in 

cognitive functions: hippocampus, entorhinal cortex, and anterior thalamic nuclei. These strong 

connections immediately point RSC to a role in learning and memory (Vann et al., 2009). Indeed, 

a large number of rodent studies have shown that RSC lesions impair spatial memory (Aggleton 
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and Vann, 2004; Harker and Whishaw, 2004). In addition, human fMRI studies suggest that RSC 

is active during learning of new environments and navigation in recently learned environments 

(Epstein, 2008; Maguire, 2001). More recently, optogenetical reactivation of a specific ensemble 

of RSC neurons engaged by contextual fear conditioning is sufficient to produce context-specific 

behavior (Cowansage et al., 2014). Elevated expression of immediate early genes in RSC is 

detected by in vivo imaging during spatial learning in the Morris water maze (Czajkowski et al., 

2014). All of these results indicate that RSC neurons actually encode and store spatial memory. 

Overexpression of CREB in RSC results in spatial memory enhancements in the Morris water 

maze (Czajkowski et al., 2014). Also, RSC is amenable to long-term in vivo imaging, which 

allows us to image the dendritic spine turnover across time. Therefore, RSC is an ideal cortical 

structure to examine the effects of contextual and spatial learning and memory on spine 

dynamics.   

In this dissertation, I report that pre-learning spine turnover predicts both learning and memory 

performance and learning and memory-related spine clustering. Accordingly, a genetic 

manipulation (Ccr5
+/-

) that enhances pre-learning spine turnover also enhances clustering and 

learning and memory, strengthening the causal relationship between spine dynamics and learning 

and memory. Further, I also report that pre-learning spine turnover and learning-related 

clustering are related processes that themselves exhibit spatial clustering within the dendritic tree. 

This dissertation posits a hotspot model of memory storage in which higher rates of pre-learning 

spine turnover facilitate the formation of learning and memory-related clustered spines near 

regions of turnover, and that clustering serves as a structural mechanism to stabilize structural 

plasticity.  
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Chapter 2   CCR5 is a suppressor for learning 

and memory 

In this Chapter, I will firstly report the findings of CCR5 protein function in hippocampal 

learning and memory, and in barrel cortex synaptic plasticity. This is an important component of 

this dissertation, because I will adopt Ccr5 heterozygous mutation as a genetic manipulation of 

learning and memory in the following chapters, to investigate the causal relationship between 

hotspots of dendritic spine dynamics and learning and memory. This is the first spine imaging 

study using the ‘gain of function’ manipulation. Therefore, it is important to confirm 1) memory 

enhancement phenotype of Ccr5
+/-

 mice that have fluorescence labeled spines; 2) that RSC is an 

important region for memory enhancement by Ccr5 mutation, so that it is likely for me to 

observe a structural plasticity phenotype in RSC.  
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2.1 CCR5 is a suppressor for cortical plasticity and 

hippocampal learning and memory 

 

 

The following content was originally published in eLife: 

 

 

*Zhou M, *Greenhill S, Huang S, Silva TK, Sano Y, Wu S, Cai Y, Nagaoka Y, Sehgal M, Cai 

DJ, Lee YS, Fox K, Silva AJ. CCR5 is a suppressor for cortical plasticity and hippocampal 

learning and memory. eLife. 2016; 5: e20985. DOI: 10.7554/eLife.20985 (PMID: 27996938)  

* equal contribution. ©eLife  

https://doi.org/10.7554/eLife.20985
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2.2 Methods 

Subjects  

All experiments were conducted in accordance with the guidelines established by the UCLA 

Animal Research Committee. Adult (3-8 months old) male and female Ccr5
+/-

; yfp
+
 double 

transgenic mice and their WT littermates Ccr5
+/+

; yfp
+
 mice were used for the spine imaging 

experiments (Ccr5
+/-

 breeders were C57BL/6NTac; Thy1-YFP-H breeders were C57BL/6J). 

Ccr5
+/-

 and WT littermates, with or without Thy1-YFP were used for the behavioral 

enhancement experiments. C57BL/6NTac (3-4 months old) WT male mice were used for AAV 

injections. Animals were kept on a 12:12-h light:dark cycle with food and water ad libitum.  

AAV Injection Surgery 

AAV5 viral vectors containing shRNA-CCR5 or shRNA-DsRed (control), with a fluorescence 

protein GFP sequence, were engineered to decrease CCR5 expression levels in neurons. Mice 

were anesthetized with 2% isoflurane, placed in a stereotaxic frame, and kept warm with a 

monitored heating pad. A piece of skull (1mm width square) right above the center of RSC were 

thinned by a dental drill and removed bilaterally. AAV viral vectors were stereotaxically injected 

into the center of RSC bilaterally through a 30-gauge Hamilton microsyringe with a 50 µm wide 

capillary needle at 2 sites at the following coordinates relative to bregma (mm): AP: -2.3, ML: 

±0.7, DV: -0.5. After injection, the microsyringe were left in place for an additional 5 min to 

ensure full virus diffusion. After surgery, the mice were left for 2 weeks for recovery, followed 

by being handled for 1 week.  
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Contextual Fear Conditioning 

Following recovery from surgery, mice were handled and habituated to transport cues for 1 

weeks.  On the first day after handling/habituation mice underwent the first home cage baseline 

imaging session (Day-3). Two days later (Day0) mice underwent the second baseline imaging 

session. The following day half the mice were randomly selected to begin contextual fear 

conditioning using a multi-day paradigm. Animals were placed in conditioning chambers, 45 s 

later were given one 1.5-sec 0.5mA shock, and 10 s later were given a second shock of the same 

intensity and duration. Animals were removed from the conditioning chamber 2 min later and 

placed in their home cage. On day 2 mice were conditioned again as on day 1, except that 90 min 

after conditioning mice were imaged.  Training continued as above for a total of 5 days.  Each 

conditioning chamber (32 cm wide, 25 cm high, 25 cm deep) is equipped with stainless steel grid 

floor (36 rods, each rod 2-mm diameter, 8-mm center to center; Med-Associates Inc., Georgia, 

VT) and stainless steel drop-pan. Chambers are scented with 100% isopropyl alcohol to provide 

a background odor. Each chamber is equipped with an overhead LED light source providing 

white light. Each chamber is connected to a solid-state scrambler, providing AC constant current 

shock, controlled via an interface connected to a Windows computer running Video Freeze 

(Med-Associates Inc., Georgia, VT), a program designed for the automated assessment of 

freezing, an index of fear memory. Ccr5
+/-

 and WT littermates follow the same contextual fear 

conditioning and imaging protocol. Activity suppression ratio for each day is calculated as 

average activity during test divided by the sum of activity during baseline (activity on Day1 

before 1st shock) plus activity during test.  
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Morris Water Maze 

On the first day after handling/habituation (same as CFC), Ccr5
+/-

 and WT littermates underwent 

the first home cage baseline imaging session (Day-4). 48 hours later (Day-2) and 96 hours later 

(Day0) mice underwent the second and third baseline imaging session. The following day, all 

mice with Thy1-YFP were trained with two blocks per day for 5 days to find a hidden platform 

in Morris Water Maze. Each block consisted of two trials with 30 s interval between the trials. In 

each trial, mice were given 60 s to find the platform. If mouse found the platform earlier than 60 

s in a certain trial, that trial terminated at the time mice finds the platform. If mice failed to find 

the platform, the trial terminated at 60 s. After each trial, mice were put on the platform for 15 

sec. On day 3 and day 5, probe tests with a time of 60 s were administered 1 hour after training. 

During the probe test, platform was removed from the maze. 1) Percentage of time mouse spent 

in each quadrant and 2) platform crossing in each quadrant during probe test -which tests the 

accuracy of positional memory- were analyzed. AAV injected mice followed the same protocol. 

Confocal Imaging 

Mice were perfused 90 minutes after probe tests on day 5 of training. Brains were extracted and 

sectioned. Brain slices were incubated with 4’, 6-diaminodino-2-phenylindole (DAPI) for 15 min 

before mounting onto slides. Images were acquired through Nikon A1 Laser Scanning Confocal 

Microscope.  
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2.3 Results 

2.3.1 Ccr5
+/-

 show contextual and spatial memory enhancement 
 

I trained Ccr5
+/- 

mice and their wildtype (WT) littermate controls in either contextual fear 

conditioning (CFC) or Morris Water Maze (MWM) - a spatial learning task - and imaged 

dendritic spines in RSC in a subset of animals that expressed Thy1-YFP. Consistent with 

findings shown in Chapter 2.1, I confirmed that the Ccr5
+/- 

and Thy1-YFP double-transgenic 

mice showed superior contextual memory performances in CFC only after one day of training 

(Fig. 2.1). In addition, Ccr5
+/-  

mice also showed enhanced spatial learning and memory in a 

probe test given after 3 days of training in MWM (Fig. 2.2a-d). In the probe test given after 5 

days of training, although both Ccr5
+/- 

and WT mice spent significantly more time in the training 

quadrant than the other three quadrants (Fig. 2.2e), Ccr5
+/- 

 still showed enhanced accuracy for 

recall of platform location compared to the WT littermates, as shown by the increased number of 

crossings of the platform location (Fig. 2.2f). 
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Figure 2.1. Ccr5
+/-

 show enhanced memory in contextual fear conditioning. (a) Timeline of 

CFC training. (b) Ccr5
+/-

 mice show enhanced contextual learning and memory relative to WT 

littermates (Ccr5
+/-

 n=12, WT n=15; Two-way RM ANOVA, genotype x time interaction: 

F(4,100)=2.60, p=0.0404; Bonferroni post-test for Day2: p<0.05). (c) Ccr5
+/-

 mice have enhanced 

activity suppression after one day of training in CFC. Activity suppression ratio is the average 

activity during testing divided by the sum of baseline activity plus activity during testing (Ccr5
+/-

 

n=12, WT n=15; Two-way RM ANOVA, genotype x time interaction: F(4,100)=2.74, p=0.0329; 

Bonferroni post-test for Day2: p<0.01). Very low values indicate a high level of fear, 0.5 

indicates no fear, and values greater than 0.5 indicate conditioned safety. Data are represented as 

mean ± s.e.m. **p<0.01, *p<0.05. 
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Figure 2.2. Ccr5
+/-

 show enhanced memory in Morris water maze. (a) Timeline of MWM 

training. (b) In a MWM probe test given after only 3 days of training, Ccr5
+/-

 mice spent 

significantly more time in the target quadrant than in the other three quadrants. In contrast, at this 

point WT mice did not search selectively for the platform (Ccr5
+/-

 n=14, WT n=13; Two-way 

RM ANOVA, genotype x percentage of time in each quadrant interaction F(3,75)=9.11, p<0.0001; 

Bonferroni post-tests for the target quadrant versus all other quadrants: p<0.0001 for Ccr5
+/-

, 

p>0.05 for WT; Unpaired t-test for the target quadrant, t(25)=4.173, p=0.0003). (c) In a MWM 

probe test given after 3 days of training, Ccr5
+/-

 mice show enhanced accuracy for recall of 

platform location compared to the WT littermates, as shown by the increased number of 

crossings of the platform location (Ccr5
+/-

 n=14, WT n=13; Two-way RM ANOVA, genotype x 

platform crossings in each quadrant interaction F(3,75)=2.04, p=0.1153; Bonferroni post-tests for 

the target quadrant versus all other quadrants: p<0.001 for Ccr5
+/-

, p>0.05 for WT; Unpaired t-

test for the target quadrant, t(25)=2.221, p=0.0356). (d) Heat maps show the combined traces of 

the mice from each group during the probe test. (e) In a probe test given after 5 days of training, 

both groups spent significantly more time in the target quadrant than in the other three quadrants 

(Ccr5
+/-

 n=14, WT n=13; Two-way RM ANOVA, genotype x percentage of time in each 

quadrant interaction, p=0.7078; Bonferroni post-tests for the target quadrant versus all other 

quadrants: p<0.0001 for Ccr5
+/-

, p<0.001 for WT). (f) In a probe test given after 5 days of 

training, Ccr5
+/-

 mice still show enhanced accuracy for recall of platform location compared to 

the WT littermates, as shown by the increased number of crossings of the platform location 

(Ccr5
+/-

 n=14, WT n=13; Two-way RM ANOVA, genotype x platform crossings in each 

quadrant interaction, p=0.5693; Bonferroni post-tests for the target quadrant versus all other 
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quadrants: p<0.001 for Ccr5
+/-

, p>0.05 for WT. Data are represented as mean ± s.e.m. 

****p<0.0001, ***p<0.001, **p<0.01, *p<0.05; n.s., not significant. 

 

 

2.3.2 CCR5 knockdown in retrosplenial cortex leads to spatial memory 

enhancement 
 

After confirming the enhanced learning and memory phenotype by Ccr5
+/-

, next I want to ask 

whether RSC is an important region for the enhancement that I have seen in heterozygous mutant 

mice. To do so, I injected adeno-associated virus containing shRNA-CCR5 or shRNA-DsRed 

(shRNA-control) into RSC specifically in adult C57BL/6NTac mice (Fig. 2.3). After 3 week-

recovery from surgery, mice were trained in MWM to test the spatial learning and memory 

performance. I found that, knockdown of CCR5 specifically in RSC dramatically enhanced 

spatial learning and memory performance in a probe test given after 3 days of training (Fig. 2.4a-

d). In the probe test given after 5 days of training, although both CCR5 knockdown and control 

mice spent significantly more time in the training quadrant than the other three quadrants (Fig. 

2.4e), CCR5 knockdown mice still showed enhanced accuracy for recall of platform location 

compared to the control mice, as shown by the increased number of crossings of the platform 

location (Fig. 2.4f). This finding indicates that RSC has a fundamental role for CCR5 to take its 

effect on spatial learning and memory. This result further suggests that spine dynamics in RSC 

are likely to reflect the performance of spatial learning and memory.  
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Figure 2.3. AAV containing shRNA-CCR5 or shRNA-Control mainly infect neurons in 

RSC. One month after virus injection, mice were perfused and brains were extracted and 

sectioned. Brain slices were stained with DAPI to label cell nuclear. GFP labels AAV-infected 

neurons. 
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Figure 2.4. CCR5 knockdown in RSC enhances spatial learning and memory in Morris 

water maze. (a) Timeline of MWM training. (b) In a MWM probe test given after only 3 days of 



62 

 

training, mice injected with shRNA-CCR5 spent significantly more time in the target quadrant 

than in the other three quadrants. In contrast, at this point shRNA-dsRed (shRNA-control) mice 

did not search selectively for the platform (shRNA-CCR5 n=6, shRNA-control n=6; Two-way 

RM ANOVA, genotype x percentage of time in each quadrant interaction, p=0.0002; Bonferroni 

post-tests for the target quadrant versus all other quadrants: p<0.001 for shRNA-CCR5, p>0.05 

for shRNA-control; Unpaired t-test for the target quadrant, p<0.01). (c) In a MWM probe test 

given after 3 days of training, shRNA-CCR5 mice show enhanced accuracy for recall of platform 

location compared to the WT littermates, as shown by the increased number of crossings of the 

platform location (shRNA-CCR5 n=6, shRNA-control n=6; Two-way RM ANOVA, genotype x 

platform crossings in each quadrant interaction, p=0.0042; Bonferroni post-tests for the target 

quadrant versus all other quadrants: p<0.01 for shRNA-CCR5, p>0.05 for shRNA-control). (d) 

Heat maps show the combined traces of the mice from each group during the probe test. (e) In a 

probe test given after 5 days of training, both groups spent significantly more time in the target 

quadrant than in the other three quadrants (shRNA-CCR5 n=6, shRNA-control n=6; Two-way 

RM ANOVA, genotype x percentage of time in each quadrant interaction, p=0.9643; Bonferroni 

post-tests for the target quadrant versus all other quadrants: p<0.01 for shRNA-CCR5, p<0.05 

for shRNA-control). (f) In a probe test given after 5 days of training, shRNA-CCR5 mice still 

show enhanced accuracy for recall of platform location compared to the WT littermates, as 

shown by the increased number of crossings of the platform location (shRNA-CCR5 n=6, 

shRNA-control n=6; Two-way RM ANOVA, genotype x platform crossings in each quadrant 

interaction, p=0.0807; Bonferroni post-tests for the target quadrant versus all other quadrants: 

p<0.001 for shRNA-CCR5, p>0.05 for shRNA-control). Data are represented as mean ± s.e.m. 

***p<0.001, **p<0.01, *p<0.05; n.s., not significant. 
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2.4 Discussion 

CCR5 is a chemokine receptor that has an important function in inflammatory responses. Based 

on the evidence we found through contextual fear conditioning and Morris water maze, CCR5 

deficiency results in learning and memory enhancement. This enhancement is consistent with 

increases in hippocampal plasticity. In the barrel cortex, Ccr5 knockout mice show accelerated 

experience-dependent plasticity. Knockdown of CCR5 specifically in adult hippocampus or RSC, 

both result in enhancement in spatial learning and memory, and same procedure in adult barrel 

cortex results in enhanced experience dependent plasticity, demonstrating that the effect of 

CCR5 is not due to changes during development.  

Importantly, MAPK and CREB signaling, which have been implicated in learning and memory 

(Bourtchuladze et al., 1994; Roth and Sweatt, 2008), are found to be enhanced in Ccr5 knockout 

mice only after learning, not during baseline (MAPK: 1h, CREB: 3h after training). This finding 

provides molecular evidence that CCR5 regulate plasticity and learning and memory through the 

enhanced MAPK and CREB signaling. Enhanced CREB signaling in RSC leads to spatial 

memory enhancement (Czajkowski et al., 2014), as well as knockdown of CCR5 in RSC causes 

spatial memory enhancement, suggesting that Ccr5
+/-

 mice can be used as a gain of function 

manipulation of learning and memory to explore the relationship between spine dynamics in 

RSC and contextual and spatial learning and memory.  
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Chapter 3   Ccr5
+/-

 mice have enhanced pre-

learning dendritic spine turnover 
 

 

3.1 Introduction 

Dendritic spines are dynamic structures whose formation and elimination is postulated to expand 

memory storage capacity beyond that permissible solely from synaptic weight changes of 

existing synapses (Chklovskii et al., 2004; Kandel et al., 2014; Poirazi and Mel, 2001). A variety 

of studies in varying preparations and organisms have shown that spine turnover is modified by 

electrical activity, sensory experience, and learning (Fu et al., 2012; Holtmaat and Svoboda, 

2009; Lai et al., 2012; Toni et al., 1999; Xu et al., 2009; Yang et al., 2009).  Additionally, results 

from juvenile zebra finch show that endogenously higher levels of spine turnover before tutoring 

correlate with a greater capacity for subsequent song learning during the critical period (Roberts 

et al., 2010). Adam Frank, a previous graduate student from our lab found that the dendritic spine 

turnover in RSC happened before training was predictive of future contextual memory, as 

indicated by context freezing levels (Fig. 3.1). Therefore, I am interested to test the hypothesis 

that Ccr5
+/-

 mice, which show enhanced learning and memory in CFC and MWM, may also have 

enhanced dendritic spine turnover during baseline.  
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Figure 3.1. Pre-training dendritic spine turnover correlates with contextual learning. (a) 

Timeline of contextual learning and imaging. One group of mice underwent CFC training every 

day for 5 days. Control group of mice stayed in home cage. (b) Dendritic spine turnover ratio 

before training (Day-3 to Day0) correlates with future contextual learning. Scatter plot shows the 

relationship between dendritic spine turnover prior to training and average freezing in the 

contextual conditioning task measured from Day2 to Day5 (n=17 mice; Spearman’s rho=0.54, 

p=0.0255).  

 

 

 

3.2 Methods 

Subjects 

All experiments were conducted in accordance with the guidelines established by the UCLA 

Animal Research Committee. Adult (3-8 months old) male and female Ccr5
+/-

; yfp
+
 double 

transgenic mice and their WT littermates Ccr5
+/+

; yfp
+
 mice were used for the spine imaging 

experiments (Ccr5
+/-

 breeders were C57BL/6NTac; Thy1-YFP-H breeders were C57BL/6J). 

Ccr5
+/-

 and WT littermates, with or without Thy1-YFP were used for the behavioral 
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enhancement experiments. Animals were kept on a 12:12-h light:dark cycle with food and water 

ad libitum. For MK801 experiments, Ccr5
+/-

; yfp
+
 double transgenic mice and their WT 

littermates Ccr5
+/+

; yfp
+
 mice were used for the spine imaging and trained with CFC task. 

Intraperitoneal injections of MK801 were performed twice daily (0.25 mg/kg dissolved in 

saline). Injections started at 4 days before the first imaging day, and continued for 13 days 

until the last imaging was done.   

Cranial window implantation 

The procedure we utilized for window implantation has been described in detail (Holtmaat et al., 

2009); briefly, mice were anesthetized with isoflurane, placed in a stereotaxic frame, and kept 

warm with a monitored heating pad. Custom cut coverslips (square, 2x2mm) were cleaned in 

ethanol and sterilized. A square region of skull 2mm in width was marked using stereotactic 

coordinates (RSC: center at bregma -2.5 mm AP). The skull was thinned with a dental drill and 

removed. After cleaning the surgical site with saline, the coverslip was placed on the dural 

surface and fastened with adhesive and dental acrylics to expose a square window of 

approximately 2 mm. Next, an aluminum bar with a threaded hole was attached to stabilize the 

mice during imaging sessions. Finally, mice were maintained on antibiotics during recovery and 

also given daily injections of carprofen and dexamethasone for 1 week to reduce inflammation.  

Mice were allowed to recover for three weeks before the first imaging session. 

2-Photon imaging 

A custom-built two-photon laser scanning microscope was paired with a Spectra-Physics 2-

photon laser tuned to 920nm.  A 40x 1.0 NA water immersion objective (Zeiss) was used to 
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acquire images 90 minutes after each behavioral session. Mice were lightly anesthetized with 

isoflurane and attached to the head mount using a small screw. During the first imaging session, 

segments of apical dendrites from Layer V pyramidal cells were imaged. These segments were 

acquired within 200 m from the cortical surface, likely representing dendrites located in layers I 

and II/III.  Imaged segments were generally oriented in the x,y plane of imaging with minimal z-

projection. 512x512 pixel images were acquired at 0.5 m intervals to fully capture the segment 

of dendrite, and image stacks generally consisted of 20-30 slices. If a segment of dendrite was 

larger than could be acquired in one 512x512 stack, additional image stacks were sequentially 

acquired through the x,y,z plane of the dendrite in question so that its extent could be visualized. 

The same segments were repeatedly imaged across experimental days by locating their position 

via a coordinate system established during the first imaging session.  

Image and data analysis 

Dendritic spines were analyzed and counted by established criteria (Holtmaat et al., 2009). 

Specifically, the Spine Analysis software included in ScanImage was used to open all imaging 

days for a given segment of dendrite. A segment is classified as the entire visible length of a 

piece of dendrite; and segments were often followed across several images. The presence, gain, 

and loss of spines were quantified across days for each segment, and all segments were examined 

for a given animal. Importantly, all images were coded following completion of the experiment 

so that the experimenter was blind to training status and genotype of all mice while analyzing 

and counting spines. A subset of the images was counted by two experimenters independently to 

confirm the results.  

Statistics 



68 

 

5 and 3 separate replicates of imaging in RSC during CFC and MWM were run, respectively. 

The data from all replicates were pooled. Results for motor cortex CFC and imaging were 

collected from a single experiment. The size of each replicate was chosen to include 

approximately equal numbers of mice for group comparison, and to maximize the number of 

animals able to be imaged in one replicate cycle (~8-12 hours). On the first day of training, every 

other cage was taken for behavior. Cage placement on the rack was random, choice of animals 

for CFC was as well. All available Ccr5
+/- 

and their wildtype littermates at the age between 3 to 

8 months were used for experiments. Correlations were calculated as Spearman’s rho to 

compensate for the non-normality of the data. Similarly, the Mann-Whitney U test was used for 

all other group comparisons, except where indicated. All p-values represent results from two-

sided tests. Animals with behavioral data outside two standard deviations of the mean were 

excluded for the statistic tests. Animals with less than 5 spines gained during the learning phase 

were excluded for the statistic tests. Turnover ratio equals sum of number of gained and lost 

spines between two time points divided by sum of total number of spines on each time point.  

 

3.3 Results 

Baseline spine images were taken on Day -3 and 0 for CFC group, while on Day -4, -2 and 0 for 

MWM group (Fig. 3.2a, c). Pre-learning turnover of the first two imaging sessions were used for 

following analysis (CFC: Day-3 to Day 0; MWM: Day -4 to Day -2). As expected, we found that 

pre-training spine turnover of RSC was enhanced in Ccr5
+/-

 mice in both groups that trained for 

CFC (Fig. 3.2b) and MWM (Fig. 3.2d).  
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Chronic blockade of NMDA (N-methyl-D-aspartate) receptors with the antagonist MK801 

prevented this increased spine turnover in Ccr5
+/-

 mice, while having no effect on their wildtype 

littermates (Fig. 3.3), suggesting that the enhancement of pre-learning spine turnover observed in 

Ccr5 mutants is due to plasticity-related mechanisms. 

 

Figure 3.2. Pre-training dendritic spine turnover is enhanced in Ccr5
+/- 

mice. (a) Timeline of 

contextual learning and imaging. (b) Ccr5
+/-

 mice have increased baseline spine turnover prior to 

CFC (Day-3 to Day0) relative to WT littermates (Ccr5
+/-

 n=10, WT n=9; U=6.00, p=0.0006). (c) 

Timeline of spatial learning and imaging. (d) Ccr5
+/- 

mice have increased baseline spine turnover 

prior to MWM (Day-4 to Day-2) compared to WT littermates (Ccr5
+/-

 n=14, WT n=12; U=38.00, 

p=0.0193). Data are represented as mean ± s.e.m. plus individual points. ***p<0.001, *p<0.05. 
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Figure 3.3. Enhanced pre-learning spine turnover of Ccr5
+/- 

mice is NMDA receptor 

activity-dependent. Ccr5
+/- 

mice that receive MK801 treatment (0.25 mg/kg, twice daily) no 

longer have enhanced baseline spine turnover rate, while MK801 does not have a significant 

effect on their WT littermates (MK801|Ccr5
+/-

 n=4, Saline|Ccr5
+/-

 n=5, MK801|WT n=4, 

Saline|WT n=5, Two-way ANOVA, genotype x treatment interaction: F(1,14)=13.00, p=0.0029; 

Bonferroni post-test for Ccr5
+/- 

: p<0.0001, WT: p>0.05). ****p<0.0001; n.s., not significant. 

 

 

3.4 Discussion 

Adam Frank in our lab has found that there is a significant positive correlation between baseline 

spine turnover and future contextual learning. Also, spine turnover night before song tutoring 

correlates with song learning performance on the next day in juvenile zebra finches (Roberts et 

al., 2010). These findings are further extended by a genetic manipulation of enhanced learning 

and memory. Ccr5
+/-

 mice not only have enhanced performance in contextual and spatial 

learning tasks, but also have enhanced baseline spine turnover. These convergent evidences 
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suggest that spine turnover before learning is a determinant of future learning performance. 

Intrinsic basal spine turnover may allow neurons to efficiently sample synaptic space. Further, 

the increases in pre-learning spine turnover by Ccr5 mutation is prevented by NMDA receptor 

antagonist, suggesting that the enhancement is due to plasticity-dependent mechanisms mediated 

by NMDA receptors. Given this increased basal turnover, as well as enhanced contextual and 

spatial memory performance, I posit that learning-related spine clustering in Ccr5
+/-

 mice is also 

enhanced. 

 

 

Chapter 4   Ccr5
+/-

 mice have enhanced clustered 

spine formation  
 

 

4.1 Introduction 

Data shown indicate that baseline spine turnover is an important determinant of future learning 

and memory performance. However, long-term memories are thought to be stored in stable 

synapses. Excessive spine turnover may lead to rapid loss of acquired information. Therefore, a 

stabilizing mechanism of newly formed synapses is required. To determine whether contextual 

learning affects spine dynamics, Adam Frank split mice into two groups: one group underwent 

CFC while the second remained in their home cages.  Both groups were imaged on the same 

schedule: in the early stages of learning and again at the end of day 5 of training (Fig. 4.1a). 
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Trained animals showed a striking increase in the number of new spines that were clustered (two 

or more spines within 5 µm of each other; Fig. 4.1b, c) in RSC. In contrast, in primary motor 

cortex (not known to be involved in CFC), animals trained in CFC and home cage control 

animals had similar levels of clustering (Fig. 4.1d) suggesting that the changes observed in RSC 

are specific to structures involved in contextual learning and memory. A 5 µm window was 

chosen for the analyses as a number of biochemical, electrophysiological, and structural studies 

suggest that a 5-10 µm distance between spines facilitates sharing of resources, spine co-

activation, and learning induced structural plasticity (Govindarajan et al., 2011; Harvey and 

Svoboda, 2007; Harvey et al., 2008; McBride et al., 2008; Murakoshi et al., 2011; Takahashi et 

al., 2012; Wilson et al., 2016). Further, measurements of the nearest neighbor distances (the 

distance between a new spine to its closest new spine neighbor) for spines gained during learning 

were consistent with the results of the 5 µm analyses: in trained animals, the distribution of the 

nearest neighbor distances was significantly shifted towards smaller values (Fig. 4.1e). 

Furthermore, resampling analysis of the data from trained animals revealed that clustering within 

5 µm would occur randomly for only 22.2% of newly added spines – consistent with the amount 

of clustering observed in control animals and in motor cortex – while an average of 42.0% of 

new spines were clustered in RSC of trained animals (Fig. 4.1f). 

Mice that have higher rates of learning-related spine clustering in RSC exhibited more contextual 

freezing (Fig. 4.1g). This linear relationship between spine clustering and contextual learning 

and memory highlights the potential role of clustered plasticity as a mechanism for cortical 

information storage. Consistent with the idea of sparse encoding, clustered spines gained during 

learning in RSC are on average only 2.5% of the total population of spines. Further supporting 

the hypothesis that clustered spine addition contributes to long-term memory storage, spines 
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added in clusters in RSC during training have a higher survival rate compared to non-clustered 

spines (added during training) when examined 4-6 weeks after training (Fig. 4.1h). 

Next, given the increased basal turnover in Ccr5
+/-

, as well as enhanced contextual and spatial 

memory performance, I posit that learning-related spine clustering would also be enhanced in 

Ccr5
+/-

. 
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Figure 4.1. Contextual learning induces clustered spine formation in RSC. (a) Timeline of 

contextual learning and imaging. (b) Representative example of longitudinal imaging of a 

dendritic segment. One spine is lost following the first baseline imaging session (green). One 

new spines is added by Day 2 of training and persists to Day 5 (red).  Another new spine (yellow) 

is added by Day 5 of training and within 5 µm of the new persistent spine (red), forming a cluster. 

Scale bar indicates 1 µm. (c) Trained mice have a higher percentage of newly added spines that 

occur in clusters (≤5 µm) in RSC than home cage controls (42.0% vs 23.2%, n=17 mice per 

group; Mann-Whitney U=51.00, p=0.0014). (d) Contextual learning does not induce clustered 

spine addition in primary motor cortex relative to home cage controls (23.0% vs 22.0%, n=7 

mice per group; U=24.00, p=1.00). (e) The cumulative probability distribution of nearest 

neighbor measurements for spines formed during CFC in RSC shows that training significantly 

shifts these distances towards smaller values (Trained, n=155 distance measurements; Control, 

n=173 distance measurements; Two-sample Kolmogorov-Smirnov, D=0.2610, p=2.1006e-05). 

Inset is mean ± s.e.m. of values in distribution (8.3% vs 13.6%, Mann-Whitney U=10294, 

p=0.0003). (f) The percentage of clustered new spines is significantly greater than chance. 

Shown is a histogram of 10,000 simulations of randomized new spine positions, where the 

percent of new spines within 5 µm of each other was calculated. The arrow represents the actual 

percentage of clustered spines observed from the data, black line is Gaussian fit of data (mean of 

Gaussian fit = 22.1%, observed = 42.0%, n=17 mice; p<0.0001, as no simulated values were as 

or more extreme than the observed value). (g) Clustered spine formation is linearly correlated 

with freezing averaged from Day2 to Day5 (n=17 mice; Spearman’s rho=0.61, p=0.0088). (h) 

Clustered spines imaged at the end of training (Day5) have a higher survival rate than non-

clustered spines 4-6 weeks after training (67.6% vs 49.0%, n=9 mice; Mann-Whitney U=8.000, 
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p=0.0042). Data are represented as mean ± s.e.m. for c, d inset of e, and h. ****p<0.0001, 

***p<0.001, **p<0.01; n.s. not significant. 

 

 

4.2 Methods 

Same subjects and procedures as in Chapter 3. 

 

Statistics 

Clustering ratio equals the number of clustered spines divided by total number of new spines 

gained after Day 0 and stable at Day 5. Clustered spines are defined as a new spine that has a 

distance less than 5m with another new spine. For the resampling analysis of clustering, the 

segment length and number of new spines were collected for each segment of dendrite. For each 

resampling, the new spines were randomly distributed along the length of each dendritic segment. 

The average percentage of these repositioned spines within 5 µm of each other was calculated. 

This process was repeated 10,000 times for each method of analysis and the resulting mean 

values across all animals were compared to the observed mean value.  

 

 

4.3 Results 

I trained Ccr5
+/- 

mice and their wildtype (WT) littermate controls in either CFC or Morris Water 

Maze (MWM) -a spatial learning task- and imaged dendritic spines in RSC in a subset of animals 
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that expressed Thy1-YFP (Fig. 4.2a, d). I have confirmed that the Ccr5
+/- 

mice showed superior 

performances in both CFC (Fig. 2.1) and MWM (Fig. 2.2). Training in MWM also induced 

clustered spine formation in RSC (Fig. 4.3); and clustering is significantly greater than chance 

(Fig. 4.4). Remarkably, contextual and spatial learning-related spine clustering were enhanced in 

the RSC of Ccr5
+/-

 mice (Fig. 4.2b, e); and, clustered spines added during training (CFC or 

MWM) were significantly more stable than non-clustered spines at 4 weeks post-training for 

both Ccr5
+/-

 and WT animals (Fig. 4.2c, f). Importantly, at 4 weeks post-training, the percentage 

of clustered spine survival correlated with remote memory performance (Fig. 4.5), again 

suggesting a role for clustered spines in long-term cortical information storage.   

Chronic treatment with MK801 impaired clustered spine formation in both Ccr5
+/-

 and WT mice 

(Fig. 4.6), further demonstrating that spine clustering is a plasticity-dependent mechanism of 

learning and memory. 
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Figure 4.2. Ccr5 heterozygous null mutation (Ccr5
+/-

) augments learning-related spine 

clustering in RSC. (a) Timeline of CFC training and imaging. (b) The percentage of new spines 

added in clusters during CFC is significantly greater for Ccr5
+/-

 than WT littermates (Ccr5
+/-
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n=10, WT n=9; U=15.50, p=0.0178). (c) Clustered spines added during CFC are more stable at 4 

weeks post-training than non-clustered spines added at the same time (n=18 mice with combined 

Ccr5
+/-

 and WT; U=62.50, p=0.0017). (d) Timeline of MWM training and imaging. (e) The 

percentage of new spines added in clusters during MWM training is significantly greater for 

Ccr5
+/-

 than WT littermates (Ccr5
+/-

 n=14, WT n=11; U=33.50, p=0.0186). (f) Clustered spines 

added during MWM are significantly more stable at 4 weeks post-training than non-clustered 

spines added at the same time (n=8 mice with combined Ccr5
+/-

 and WT; U=10.00, p=0.0207). 

Data are represented as mean ± s.e.m. **p<0.01, *p<0.05; n.s., not significant. 

 

 

Figure 4.3. Representative example of longitudinal imaging of a dendritic segment during 

spatial learning. Three new spines were added by Day 3 of MWM training within 5 μm of each 

other (red arrowhead). Two new spines were added between Day 3 and 5 of training within 5 μm 

of each other (yellow arrowhead). There are total five learning-related clustered spines in this 

example.  
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Figure 4.4. Resampling analysis indicates that the percentage of clustered new spines 

during spatial learning is significantly greater than chance. Shown is a histogram of 10,000 

simulations of randomized new spine positions, where the percent of new spines within 5 μm of 

each other was calculated and averaged across animals. The arrow represents the actual averaged 

percentage of clustered spines observed from the data, black line is Gaussian fit of data (mean of 

Gaussian fit = 40.4%, observed= 48.8%, n=7 mice; p=0.0185, one tailed). 

 

Figure 4.5. The percentage of persistent learning-related clustered spines is correlated with 

remote memory. Wild type mice were tested for their memory of the training context four 



80 

 

weeks after contextual training ended. Animals were re-imaged at this time point and the 

stability of both clustered and non-clustered spines gained during learning was assessed. The 

number of surviving clustered spines was divided by the total number of surviving spines gained 

during learning and multiplied by 100% to calculate the percentage of remote clustered spines. 

This percentage is linearly correlated with the freezing levels at 4 weeks post-training (n=9 WT 

mice; p=0.0108). Spearman’s rho is indicated on graph. 

 

 

Figure 4.6. Learning-related spine clustering is NMDA receptor activity-dependent. MK801 

treatment significantly reduce clustered spine formation in both Ccr5
+/- 

and WT littermates 

(MK801|Ccr5
+/-

 n=4, Saline|Ccr5
+/-

 n=5, MK801|WT n=4, Saline|WT n=5, Two-way ANOVA, 

genotype x treatment interaction: F(1,14)=10.51, p=0.0059; Bonferroni post-test for Ccr5
+/- 

: 

p<0.0001, WT: p<0.05). Data are represented as mean ± s.e.m. ****p<0.0001, *p<0.05. 
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4.4 Discussion 

Together, these results indicate that clustered plasticity is a general information storage 

mechanism, not only for procedural memory in motor cortex (Fu et al., 2012), but also for 

episodic-like memory in RSC. My findings extend the clustered plasticity hypothesis by 

demonstrating that clustered spines are likely to be the storage sites of episodic-like memory. My 

findings include two different memory systems: contextual memory by CFC and spatial memory 

by MWM. Both of learning tasks induce clustered spine formation, which are more stable than 

the non-clustered spines. Importantly, memory at a remote time point (4 weeks after training 

ends) is reflected by the percentage of clustered spines that survived at the remote point, further 

suggesting that clustered spines facilitate long-term memory storage. Ccr5
+/-

 results demonstrate 

that mice with enhancements of contextual and spatial learning and memory, also have 

enhancements in spine clustering. Spine clustering is driven by plasticity-dependent mechanisms, 

as antagonist of NMDA (N-methyl-D-aspartate) receptor prevent spine clustering after learning. 

Taken together, these results demonstrate that enhancements to spine turnover and spine 

clustering are reflected in enhancements in contextual and spatial learning and memory. This 

first evidence of ‘gain-of-function’ manipulation dramatically add to the links between spine 

turnover, spine clustering, and learning and memory.  
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Chapter 5   Spines of distinct memories do not 

tend to form clusters 
 

5.1 Introduction 

Memories stored in different dendritic branches are thought to be a mechanism of memory 

specificity (Cichon and Gan, 2015). Clustered plasticity hypothesis suggest that clustered spines 

tend to be co-active, thus they should be in the same or related memory circuit (Kleindienst et al., 

2011; Takahashi et al., 2012; Wilms and Hausser, 2015). If this hypothesis is true, spines added 

at a later time point of learning should be added closer to spines gained during the early learning 

stage, instead of being randomly distributed, or being added next to spines from unrelated 

memory. Therefore, I hypothesize that the spines gained at an earlier stage of learning serve as an 

attraction site for later spines to cluster with. To do this, mice were trained with CFC for 5 days. 

Spine images were taken on Day2 (early stage) and Day5 (late stage). As a control, mice were 

trained in a dual-learning task, with 5 days of MWM followed by 5 days of CFC. Images were 

taken on Day5 (end of MWM) and Day10 (end of CFC). The interval between two tasks is 24 

hours. The timeline of behavior training and imaging is shown in Fig. 5.1.   

 

 

5.2 Methods 

Resampling analysis of cross-clustering 

Resampling method is shown in Fig. 5.2. The positions of all spines identified during imaging 

were determined for each segment of dendrite. 1
st
 task spines indicate spines that do not exist on 
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Day0, but gained by Day5. 2
nd

 task spines indicate spines that do not exist on Day5, but gained 

by Day10. Early spines indicate spines that do not exist on Day0, but gained by Day2. Late 

spines indicate spines that do not exist on Day2, but gained by Day5. 

For each permutation, the number of 2
nd

 task (or late) spines present on a given segment was 

counted and this number was used to randomly re-assign the “2
nd

 task (or late) spine” identity to 

all possible spine positions on that segment. The 1
st
 task (or early) spines were kept in the 

observed position. The average percentage of these repositioned 2
nd

 task (or late) spines that 

were within 5 m to the 1
st
 task (or early) spines was calculated. This process was repeated 

10,000 times and the resulting mean values across all animals were compared to the observed 

mean value.  
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Figure 5.1. Timeline of training and imaging. (a) Timeline for CFC training only. (b) Timeline 

for MWM-CFC dual task training.  

 

Figure 5.2. Method of randomized cross-clustering simulation. Spines gained during 1st task 

(or early stage) were kept at the observed position, while the 2nd task (or late stage) spine 

identities were randomly assigned based on the number of 2nd task (or late stage) spines. 

Simulation were repeated 10,000 times. Randomized spines were simulated within dendritic 

branches.  

 

5.3 Results 

I analyzed the cross-clustering ratio with resampling bootstrap method described in Fig 5.2. In 

mice trained with single task, the percentage of Day5 spines that cluster with Day2 spines is 

significantly above chance level (Fig. 5.3a), suggesting that the spines formed during early stages 
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serve as attraction sites for later spines to cluster with. In contrast, in mice trained with dual-

learning task, the dual-task cross clustering ratio (27.8%) observed from the experiment falls into 

the median of randomly simulated values (Fig. 5.3b), suggesting that MWM and CFC spines 

ensembles are independent from each other. In Ccr5
+/-

 mice, the result is consistent with WT. 

Two distinct tasks-induced spines do not tend to form clusters (Fig. 5.4). This finding further 

support the clustered plasticity hypothesis that clustered spines are involved in same or related 

circuit. 

 

 

Figure 5.3. Resampling analysis of cross clustering. (a) Spines from the same memory circuit 

tend to form clusters. Shown is a histogram of 10,000 permutations of Day5 new spine identity, 

where the percent of Day5 new spines that are clustered with Day2 new spines (within 5 μm of 

each other) is calculated. The arrow represents the actual percentage of Day5-Day2 clustered 

spines observed from the data (n=17 wildtype mice; Permutation test, p=0.001). (b) The 

probability for distinct memories-induced new spines to form clusters is at the chance level. 

Shown is a histogram of 10,000 permutations of CFC new spine identity, where the percent of 

CFC new spines that are clustered with MWM new spines (within 5 μm of each other) is 
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calculated. The arrow represents the actual percentage of CFC-MWM clustered spines observed 

from the data (n=7 wildtype mice; Permutation test, p>0.05).  

 

Figure 5.4. Resampling analysis of cross clustering in Ccr5
+/-

 mice. The probability for 

distinct memories-induced new spines to form clusters is at the chance level. Shown is a 

histogram of 10,000 permutations of CFC new spine identity, where the percent of CFC new 

spines that are clustered with MWM new spines (within 5 μm of each other) is calculated. The 

arrow represents the actual percentage of CFC-MWM clustered spines observed from the data 

(n=6 Ccr5
+/-

 mice; Permutation test, p>0.05).  

 

 

5.4 Discussion 

The above finding is consistent with clustered plasticity hypothesis that the clustered spines are 

usually coactive, thus they are likely to be involved in the same or related memory circuit 

(Kleindienst et al., 2011; Lu and Zuo, 2017). MWM and CFC are considered as two different 

memories, with limited similarity. The above finding suggests that spines gained during two 
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different tasks do not tend to cross cluster with each other. This may add to the mechanisms of 

memory specificity: memories are still different even when they are encoded on the same 

dendritic branch, so that we usually do not recall unrelated memories. In contrast, spines gained 

from one repetitive task prefer to form cluster with each other. This clustered distribution of 

spines from same or related memories is both timely and spatially efficient. Events from the 

same memory or related memories can be integrated by coactivation of clustered spines. The 

shared local protein resource may help clustered spines to stabilize.  In addition, this clustered 

distribution of spines may guide the pre-synaptic axons that are from the same or related memory 

circuit to a targeted dendritic space. Therefore, memory of related events may be represented by 

a bundle of circuits which are spatially close to each other.  

 

 

 

Chapter 6   Hotspots of dendritic spine turnover 

facilitate spine clustering 
 

 

6.1 Introduction 

I have found that pre-learning spine turnover and learning-related spine clustering both correlate 

with contextual learning and memory. Ccr5
+/- 

mice have enhanced pre-learning spine turnover, 

also show enhanced spine clustering after learning. Next, it is interesting to explore the 

relationship between pre-learning spine turnover and learning-related spine clustering, and ask 
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whether these two spine measurements have a positive relation with each other. I hypothesize 

that pre-learning spine turnover serves as a method for neurons to sample their surrounding 

synaptic space.  With an increased turnover rate, neurons are able to more efficiently sample this 

space and thus are more likely to make connections with presynaptic partners during learning. 

Clustering then serves as a mechanism to stabilize these new synapses. To do this, correlation 

analyses are done at both mouse level and dendritic segment level. Next, a nearest neighbor 

distance simulation is performed to investigate whether the observed distance between a 

clustered spine to its nearest pre-learning turnover spine is different from chance level.  

 

6.2 Methods 

Same subjects were used as previous chapters.  

 

Resampling analysis of nearest neighbor distance 

The distance of each clustered spine to its nearest neighbor pre-learning turnover spine was 

measured. These values were averaged for each animal and then all animals averaged together. 

For each permutation, the number of pre-learning turnover spines present on a given segment 

was counted and this number was used to randomly re-assign the “turnover spine” identity to all 

possible spine positions on that segment. The clustered spines were kept in the observed position. 

The distance of each clustered spine to its nearest “simulated turnover spine” was measured. 

These values were averaged for each animal and then all animals averaged together for each 

permutation, with the process repeated a total of 10,000 times. 
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Resampling analysis of distribution of segments 

For resampling analysis of distribution of segments with different levels of pre-learning turnover 

and post-learning clustering, the null hypothesis simulation is done by permuting the number of 

clustered spines on each dendritic segment within each animal and recalculating the percentages 

of segments of the 4 categories. For example, a mouse has 10 segments and each segment has 2 

numbers: number of clustered spines, and number of turnover spines. We simulate the null 

hypothesis by permuting the number of clustered spines on the 10 segments, without changing 

the original number of turnover spines. This will yield a random distribution of clustered spines 

on dendritic segments that is independent of pre-learning turnover. The permutation was 

repeated for 10,000 times. 

 

6.3 Results 

As expected, I found a significant positive correlation between pre-learning spine turnover and 

learning-related spine clustering at mouse level (Fig. 6.1a). To further explore the spatial 

relationship between the two, I examined turnover and clustering at the level of dendritic 

segments and normalized by segment length. The results show that segments with greater 

amounts of pre-learning turnover also have increased levels of learning-related clustering (Fig. 

6.1b). Accordingly, I analyzed the average nearest-neighbor distance between learning-related 

clustered spines and spines having undergone pre-learning turnover and found this value to be 

significantly smaller than random chance (Fig. 6.1c), revealing the presence of hotspots of 

turnover and clustering in dendrites. In Ccr5
+/-

 mice, pre-learning spine turnover and learning-
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related spine clustering are also correlated at mouse level (Fig. 6.2a) and dendritic segment level 

(Fig. 6.2b). Next, I analyzed the distribution of dendritic segments regarding levels of pre-

learning turnover and learning related clustering. I found that the percentage of segments with 

concordant turnover and clustering (segments having both clustering and turnover or segments 

with neither) was higher than random chance, while the percentage of segments with discordant 

turnover and clustering (segments with only one of the two) was lower than chance level (Fig. 

6.3). 

 

 

 

Figure 6.1. Learning-related spine clustering occurs within segments of increased pre-

learning spine turnover in wild type mice. (a) There is a positive correlation between the 

percent of pre-learning spine turnover and the percent of learning-related spine clustering within 

individual animals (n=17 WT mice; p=0.0154). (b) There is a positive correlation between the 

density of spines undergoing pre-learning turnover and the density of learning-related clustered 

spines on each segment of dendrite (n=577 segments across 17 WT mice; p<0.0001). Segments 

are defined as the entire length of each branch of dendrite identifiable as unique during imaging. 

(c) The average nearest neighbor distance from each learning-related clustered spine to its closest 
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neighboring pre-learning turnover spine is significantly smaller than chance. 10,000 

permutations of pre-learning turnover spine identity were run, with nearest neighbor distance to 

clustered spines measured and averaged in each (n=577 segments; Permutation test, p<0.0001, as 

no permutation values were as or more extreme than our observed value). Spearman’s rho is 

indicated in a and b. 

 

 

 

Figure 6.2. Pre-learning turnover and learning-related spine clustering are correlated in 

Ccr5
+/- 

mice. (a) A significant positive correlation exists between the percent of pre-learning 

spine turnover and the percent of learning-related spine clustering within individual Ccr5
+/-

 

animals (n=14 Ccr5
+/- 

mice; p=0.0014). (b) A significant positive correlation exists between the 

density of spines undergoing pre-learning turnover and the density of learning-related clustered 

spines on each segment of dendrite (n=57 segments over 6 Ccr5
+/- 

mice; p=0.0018). Clustering 

and turnover were normalized to the length of dendrite for each mouse so that comparisons 

across mice could be accomplished. Spearman’s rho is indicated in a and b. 
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Figure 6.3. Resampling analysis indicates that the distribution of dendritic segments with 

concordant pre-learning turnover and post-learning clustering observed in data is greater 

than chance. (a) Observed distribution of dendritic segments that fall into the four categories: i. 
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segments with no pre-learning turnover spines or clustered spines (blue); ii. segments with pre-

learning turnover, but without clustered spines after learning (yellow); iii. segments with both 

pre-learning turnover and clustered spines (green); iv. segments without pre-learning turnover 

spines, but gain clustered spines after learning (red). Each observed percentage of the 4 

categories is shown individually in the following graphs. The distribution of segments in the 

same 4 categories are calculated using simulated values, which is done by permuting the number 

of clustered spines on each dendritic segment within each subject and recalculating the 

percentages of segments of the 4 categories. Simulated distribution is the average of simulated 

values of 17 trained mice. (b, c) Percentage of segments without turnover, but gain clusters (b) 

and segments with turnover but do not gain clusters (c) are both lower than chance level. (d, e) 

Percentage of segments with both turnover and clusters (d) and segments without any turnover or 

clusters (e) are both higher than chance level. Shown in b, c, d and e is a histogram of 10,000 

permutations. The arrow represents the actual percentage of dendritic segments in indicated 

category observed from data, black line is Gaussian fit of data (mean of Gaussian fit = 5.0%, 

38.2%, 5.4% and 51.4% in b, c, d and e respectively; observed values are indicated in graphs; 

n=17 trained mice). 

 

6.4 Discussion 

Based on above evidence, I posit a model where pre-learning spine turnover serves as a method 

for neurons to sample their surrounding synaptic space. With an increased turnover rate, neurons 

are able to more frequently sample this space and thus are more likely to make connections with 

presynaptic partners during learning.  Clustering then serves as a mechanism to stabilize these 
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new synapses. The dendrites with frequent spine turnover before learning become hotspots of 

memory encoding and storage, because they are likely to have new spines form in clusters on 

those hotspots.  

 

 

Chapter 7   Conclusions 
 

 

7.1 Summary of results 

By using transcranial two-photon microscopy to track spine dynamics, I examined the relation 

between basal spine turnover, contextual or spatial learning and memory, and subsequent spine 

clustering in the mouse retrosplenial cortex (RSC) - a neocortical structure critical for spatial and 

contextual learning and memory (Corcoran et al., 2011; Cowansage et al., 2014; Czajkowski et 

al., 2014; Keene and Bucci, 2008; Robinson et al., 2012). I found that pre-learning spine 

turnover predicts both learning and memory performance and learning and memory-related spine 

clustering. Accordingly, Ccr5
+/-

 as a genetic manipulation that enhances pre-learning spine 

turnover also enhances clustering and learning and memory. Spines formed during one learning 

task do not form cluster with spines induced by an unrelated learning task. Further, I found that 

pre-learning spine turnover and learning-related clustering are related processes that themselves 

exhibit spatial clustering within the dendritic tree. According to these findings, I posit a hotspot 

model of spine formation in which higher rates of pre-learning spine turnover facilitate the 
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formation of learning and memory-related clustered spines near regions of turnover, and that 

clustering serves as a means to stabilize structural plasticity (Fig 7.1).  

 

 

 

Figure 7.1. Model of hotspots of spine turnover and clustering. Dendrites with higher rates of 

pre-learning spine turnover may allow neurons to more efficiently sample the surrounding 

synaptic space and subsequently establish more clustered connections after learning. Clustered 

spine addition within a small spatial window allows for stabilization of the encoded information.  

 

 

7.2 Discussion 

Our understanding of how information is stored and memories formed within the brain has seen 

remarkable advancements in the last several decades (Dudai and Morris, 2013; Kandel et al., 

2014).  For example, it is now generally accepted that information processing and storage occurs 

across physiological and morphological levels from neurons to dendrites to individual dendritic 
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spines (Bailey and Kandel, 1993; Holtmaat and Caroni, 2016; Kandel et al., 2014; Kastellakis et 

al., 2015).  For instance, a recent study demonstrated that light-activated shrinkage of new or 

recently potentiated dendritic spines was sufficient to weaken memory strength (Hayashi-Takagi 

et al., 2015). Outstanding, though, is a unifying framework for how subcellular processes, such 

as dendritic spine addition, affect cellular and network properties during learning and 

information storage.   

An emerging theory, known as the clustered plasticity hypothesis, proposes that plastic events 

occur in a clustered fashion within the dendritic tree (DeBello et al., 2014; Govindarajan et al., 

2006; Kastellakis et al., 2015; Poirazi and Mel, 2001). In agreement with clustered plasticity 

hypothesis, several studies have shown that long-term potentiation (LTP) induces biochemical 

interactions between clustered spines that alter the threshold for induction of LTP (Harvey and 

Svoboda, 2007; Harvey et al., 2008; Murakoshi et al., 2011).  Further, facilitation of LTP 

between clustered spines is also due to the sharing of protein synthesis products (Govindarajan et 

al., 2011). Studies of structural plasticity have additionally shown that learning drives clustered 

addition of new dendritic spines (Fu et al., 2012; McBride et al., 2008). From a functional 

perspective, recent data demonstrates enhanced orientation selectivity due to clustered synaptic 

inputs (Wilson et al., 2016). Interestingly, studies in sensory cortices also suggest that clustered 

spines may serve to integrate different inputs, as synapses on nearby spines appear to code for 

distinct visual orientations, sound frequencies, or whisker combinations (Chen et al., 2011; Jia et 

al., 2010; Varga et al., 2011). However, the principles that govern where and to what extent 

clustered plasticity operates within dendrites, as well as how these subcellular events impact 

network dynamics have remained unclear.   
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My in vivo imaging study suggests answers to these outstanding questions.  First, animals have 

individual variability in their baseline rate of spine turnover, and that higher rates of this pre-

learning spine turnover correlate with future levels of learning and memory.  While similar 

findings of pre-learning spine turnover predicting future learning have been previously 

demonstrated in zebra finch during the critical period for song learning (Roberts et al., 2010), my 

results are important in extending these findings to adult mammalian learning and memory. 

Critical period plasticity is generally regarded as unique during brain development (Hensch, 

2005), however this work shows that structural mechanisms of plasticity important during this 

juvenile period of learning also operate in adult mammals. Further, the results show that spine 

dynamics are an important component of neuronal plasticity, learning & memory, and that this 

spans both classes within the phylum Chordata as well as very different memory systems. 

I also show that learning of contextual and spatial tasks increases clustered addition of dendritic 

spines in RSC.  Spine clustering in association with learning has been demonstrated in primary 

motor cortex during motor learning tasks (Fu et al., 2012) and in barn owl vestibular systems 

during prism adaptation (McBride et al., 2008). This dissertation add to this body of evidence in 

support of the clustered plasticity model by showing that spine clustering also occurs in 

association with episodic-like learning and is moreover positively correlated with learning and 

memory.  Importantly, I show that the Ccr5
+/-

 mutation alters spine dynamics and causes 

enhancements in learning and memory. Moreover, Ccr5
+/-

 results show that a genetic 

manipulation that increases spine turnover also causes an increase in clustering.  While other 

studies have shown that shrinkage of spines (Hayashi-Takagi et al., 2015) negatively impacts 

memory, this first evidence of positive manipulation of spine dynamics adds a critical line of 

convergent evidence in support to the clustered plasticity model.    
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The increases in pre-learning spine turnover and clustering by Ccr5
+/-

 mutation is prevented by 

NMDA receptor antagonist, suggesting that both events are due to plasticity-dependent 

mechanisms mediated by NMDA receptors. In contrast, NMDA receptor antagonists did not 

affect the increased rates of spine turnover in Fmr1 knockout mice, a mouse model of autistic 

spectrum disorder (Nagaoka et al., 2016), demonstrating that they are not due to plasticity 

mechanisms mediated by NMDA receptors. In addition, the Ccr5
+/-

 mutation also causes 

increased clustered spine formation after learning. I show that clustered spines are more stable 

and therefore they may facilitate long-term information storage. As such, although Ccr5
 

knockout mice and Fmr1 knockout mice both show enhanced spine turnover (Cruz-Martin et al., 

2010; Nagaoka et al., 2016; Padmashri et al., 2013; Pan et al., 2010), the two mutations result in 

opposite effects on learning and memory: while the Ccr5 mutation causes learning and memory 

enhancement (Zhou et al., 2016), the Fmr1 mutation causes learning and memory deficits 

(Bolduc et al., 2008; Dolen et al., 2007; Koekkoek et al., 2005; Krueger et al., 2011; Zhao et al., 

2005).  

This dissertation also show that spines gained during two different tasks do not tend to cross 

cluster with each other. This may add to the mechanisms of memory specificity: memories are 

still different even when they are encoded on the same dendritic branch. In contrast, spines 

gained from one repetitive task prefer to form cluster with each other. This clustered distribution 

of spines from same or related memories is both timely and spatially efficient. Events from the 

same memory or related memories can be integrated by coactivation of clustered spines. The 

shared local protein resource may help clustered spines to stabilize.  In addition, this clustered 

distribution of spines may guide the pre-synaptic axons that are from the same or related memory 
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circuit to a targeted dendritic space. Therefore, memory of related events may be represented by 

a bundle of circuits which are spatially close to each other.  

Given my finding that increases in turnover occur in association with increased spine clustering 

and learning, I explored a possible structural relation between these phenomena. I find that 

learning-related clustering preferentially occurs on segments of dendrites that have undergone 

pre-learning turnover. Strikingly, I also found that clustered spine addition preferentially occurs 

near areas of spine turnover on these dendritic segments.  These data suggest that pre-learning 

turnover facilitates the process of clustering and thus generates hotspots of structural plasticity.  

Therefore, I propose that increased baseline turnover allows neurons to efficiently sample their 

synaptic space, such that they can optimize synaptic connectivity during learning. When new 

connections do occur, clustering then integrates and stabilizes the acquired information. 
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