
UCLA
UCLA Previously Published Works

Title
The what, where, and why of priority maps and their interactions with visual working 
memory

Permalink
https://escholarship.org/uc/item/5nc5498t

Journal
Annals of the New York Academy of Sciences, 1339(1)

ISSN
0077-8923

Authors
Zelinsky, Gregory J
Bisley, James W

Publication Date
2015-03-01

DOI
10.1111/nyas.12606
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/5nc5498t
https://escholarship.org
http://www.cdlib.org/


The what, where, and why of priority maps and their interactions 
with visual working memory

Gregory J. Zelinsky1,2 and James W. Bisley2,3,4

1Departments of Psychology and Computer Science, Stony Brook University, Stony Brook, New 
York

2Center for Interdisciplinary Research (ZiF), Bielefeld University, Bielefeld, Germany

3Department of Neurobiology and Jules Stein Eye Institute, David Geffen School of Medicine at 
the University of California Los Angeles, Los Angeles, California

4Department of Psychology and the Brain Research Institute, University of California Los 
Angeles, Los Angeles, California

Abstract

Priority maps are winner-take-all neural mechanisms thought to guide the allocation of covert and 

overt attention. Here, we go beyond this standard definition and argue that priority maps play a 

much broader role in controlling goal-directed behavior. We start by defining what priority maps 

are and where they might be found in the brain; we then ask why they exist—the function that 

they serve. We propose that this function is to communicate a goal state to the different effector 

systems, thereby guiding behavior. Within this framework, we speculate on how priority maps 

interact with visual working memory and introduce our common source hypothesis, the suggestion 

that this goal state is maintained in visual working memory and used to construct all of the priority 

maps controlling the various motor systems. Finally, we look ahead and suggest questions about 

priority maps that should be asked next.
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What is this paper about?

Despite its widespread adoption, the term priority map is often used as a simple conceptual 

shorthand for some mechanism responsible for the allocation of attention over visual space. 

Our aim in this paper is to delve deeper into the theory of priority maps, clarifying not only 

what priority maps are and where they likely exist in the brain, but also asking why they 

exist at all—what function they serve. We will argue that this function is largely one of a 
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filter that selects goal-relevant information in visual space for the purpose of controlling and 

coordinating activity across different effector systems. This paper will not consider how 

priority maps work, the competitive process of selecting a winner. We also speculate about 

the relationship between priority maps and visual working memory (VWM), suggesting that 

neither concept can be fully understood in isolation from the other.

What is a priority map?

Models of visual attention and search have long appealed to the notion that locations in 

space are prioritized for some upcoming behavior (e.g., an eye movement) or process (e.g., 

recognition). This prioritization of location, however, has been referred to by many names, 

with the chosen term often reflecting the chosen task, or lack thereof. For example, in free 

viewing, there is no explicit task, so activity on this map is mostly dominated by 

perceptually salient contrasts between visual features—hence the term saliency map, a 

purely bottom-up prioritization of incoming visual information.1–4 Contrast this with visual 

search, a task having a well-defined goal state—the features composing the target pattern.a 

The efficient detection of most targets requires the top-down prioritization of visual input 

with respect to this goal state. This is accomplished by neurons coding for the locations 

offering the most evidence for the target becoming more active than those offering less 

evidence, with the totality of this target evidence across visual space sometimes referred to 

as a target map.7–9 The peak-to-peak navigation of this activation landscape results in search 

being guided efficiently to the target goal.10 The idea of a target map has recently been 

extended to targets that can be any member of an object category. Physiological work has 

shown that some neurons in the lateral intraparietal area (LIP), a putative priority map, 

preferentially respond to stimuli in one over-trained category compared to another.11 

Although this has been interpreted as evidence against the LIP being a priority map, recent 

computational work has shown that a categorical target map can be constructed and used to 

guide search to a categorically defined target in much the same way as a target map derived 

for a specific target goal.12 The implication of this is that the representation of a goal state, 

even in the straightforward context of a search task, need not be as simple as a static 

template of features, but rather may be a dynamic neural weighting of those features forming 

a classification boundary between a goal state (the target category) and a non-goal state (all 

non-target categories).

Given the importance of a task or goal in prioritizing information, we encourage the 

adoption of the following naming convention. Task-specific terms like saliency maps and 

target maps are used when conclusions are to be limited to the contribution of specific 

operations in the assignment of priority—for example, feature contrast in the case of 

saliency maps and comparison to a search target in the case of a target map.b However, it is 

important to also refer to these maps in the collective to highlight their shared function, and 

aWe will use the term goal state to refer to the pattern of spiking activity across some population of neurons coding a desired or 
planned behavior. By this definition, all goals, whether they are complex reaching movements or the features defining a target, are 
states. Moreover, we assume that all of these states are dynamic, albeit some more so than others. Complex actions certainly emerge 
from highly dynamic systems, but even seemingly static target goals likely emerge from the dynamic weighting of features allowing 
expected targets to be discriminated from expected distractors. In this sense, the target of a search task is not a static entity or 
“template,” but rather a goal state that emerges over time.5,6
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for this we suggest using the term priority map.13,14 We define a priority map as a neural 

representation of a topographic space in which activity codes for the priority of locations in 

that space irrespective of the bottom-up or top-down factors contributing to this 

prioritization. Individual priority signals may originate from various sources, not only 

feature contrast in the sensory input and goal states corresponding to planned behaviors, but 

also top-down factors best described as expectations or predictions based on past 

experience.15,16 This general and source-neutral term therefore subsumes saliency maps and 

target maps and whatever other task-specific maps that have been described in the literature, 

allowing a focus on the prioritization itself rather than the individual operations leading up 

to this prioritization. We should note that some studies use the term salience map in the 

same way that we use the term priority map:17,18 to refer to any factor that attracts gaze as 

salience regardless of whether this factor is bottom-up or purely endogenous in origin.19 

This usage, however, is inconsistent with studies using the term salience to refer to purely 

bottom-up feature contrast,3,20–22 creating the potential for confusion. Adopting our 

suggested naming convention would avoid this potential problem.

Distinguishing between general priority signals and those arising from bottom-up salience 

also aids in the clear comparison of the factors affecting priority. Because we assume that a 

priority map reflects some combination of priority signals, it is appropriate to talk about the 

relative contributions of salience and top-down goals (as in the goal of searching for a 

particular target) in the context of a priority map, but it would not be appropriate to make 

these comparisons in the context of a task- or source-specific map. Similarly, the existence 

of multiple contributing priority signals creates the potential for these signals to be in 

conflict—the target of a person’s search need not also be the most salient object, and 

typically is not. In the context of a well-specified goal, as in the case of a target preview in a 

search task, performance is known to be strongly dominated by the goal state,23 but even in 

these cases there may be some minimal competing influence of object salience owing to the 

concurrent contribution of this priority signal. This is particularly true in the case of sudden 

onsets or object motion, which produce strong responses in putative priority maps in the 

brain.24,25 It has also been argued that feature pop-out in static displays produces similarly 

strong responses in the LIP, the frontal eye field (FEF) and the superior colliculus,26–28 but 

the majority of these studies rewarded animals for looking at the pop-out stimulus, thereby 

introducing a confound with the goal state. When this confound was removed, pop-out alone 

was found to increase responses in the LIP by only about 10%.29 Of course, as a goal 

becomes less well defined, as in the case of a free viewing task or even categorical search, 

object salience may play a larger role in driving activation on a priority map (for additional 

discussion of object salience, see Refs. 1 and 30–32), but regardless of the specific mixture 

of priority signals, priority maps are probably the more appropriate construct for predicting 

behavior.

bBy this definition, both salience maps and target maps become theoretical abstractions that would rarely, if ever, exist in a pure form. 
Even in a free viewing task there is likely some minimal, and typically unknown, goal injecting a top-down influence into what may 
be predominately a saliency map. Similarly, bottom-up feature contrast may exert some small influence on the search for a specific 
target, thereby diluting the purely top-down prioritization with respect to a search target ostensibly captured by a target map.
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What is the mechanism by which a goal state becomes instantiated on a priority map? 

Converging evidence from behavioral, computational, and neurophysiological studies 

suggest that this is accomplished through a selective weighting of the low-level features 

matching the features representing a goal state8,10,33–37 (see Ref. 38 for a general 

framework). We also subscribe to this view. This could be implemented at the physiological 

level by changing synaptic weights on the feed-forward pathways such that the features 

corresponding to the goal are given greater weight. If one is looking for a red square among 

objects of other colors and shapes, weighting the contributions of red and square features 

across low-level retinotopic feature maps will give priority to the locations of these features 

in downstream priority maps. Consequently, target locations will be disproportionately 

weighted on these maps relative to non-targets having neither of these goal features, 

resulting in near effortless parallel search. Conversely, to the extent that non-targets share 

these goal features, their locations will also be prioritized, resulting in a lower signal-to-

noise ratio and less efficient search. In the extreme, the priorities of target and non-target 

locations may not be discriminable, with this producing an unguided sequence of overt and 

covert attentional movements often described as serial search. Regardless of how a feature 

bias is implemented in the brain, as synaptic weighting or as a property of the larger 

network, the point here is that parallel and serial search behaviors may both be products of a 

common mechanism, one in which the locations of goal-modulated feature information are 

competing on a priority map.

The existence of priority maps also has implications for the distinction between feature-

based and spatial attention. Feature-based attention is often described as being non-spatial, 

but this characterization overlooks a fundamental fact: the weighting of features in visual 

space exists in the context of a spatial organization. Exemplifying this problem, 

physiologists have tended to describe activity on a priority map in terms of behavioral 

relevance, focusing on whether a given location in space is important for some ongoing or 

upcoming behavior.39 However, this view neglects the possibility that this activity may 

simply reflect evidence for the features of a goal across retinotopic space. Rather than neural 

activity indicating just the location of a behavioral goal, such as an upcoming saccade,40,41 

we contend that this activity actually indicates the degree that patterns falling within the 

receptive fields of retinotopically organized neurons match the features of the goal state. 

Features and locations are therefore inexorably bound, with the neural instantiation of this 

binding being activity over a priority map. Under this view, the binding problem may be 

solved, not in the sensory system, but in the motor system, with features being bound in 

order to achieve some behavioral goal.

Where are the priority maps?

Having considered what priority maps are, we now shift our attention to where they might 

be found in the brain. Map-based representations of space are ubiquitous throughout the 

brain, particularly in the sensory42,43 and motor44,45 systems. These representations 

constitute a sort of anatomical prerequisite for a priority map; although not every topological 

neural representation need serve as a priority map, all priority maps must have some 

topological representation. Here we focus on two questions: what areas in the primate brain 

may function as priority maps, and is it likely that any one area is the priority map for a 
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given effector system? We will first address these questions for the visual attention/

oculomotor system, and then ask whether our answers might generalize to other effectors.

The oculomotor system is unique, not only in its speed, but also in the simplicity of its 

visuomotor transformation. Both the visual inputs and the motor outputs (saccades) share the 

same retinotopic reference frame, at least to the level of the superior colliculus. This is 

largely a consequence of oculomotor programming following Listing’s law46 allowing for a 

straightforward spatial registration between the visual and motor maps. If an eye movement 

is to be made to a visual stimulus at a given location on the retina, this same location can be 

used to coordinate the motor maps used by the oculomotor system, enabling the quick and 

largely effortless generation of saccades. Oculomotor programming is therefore best 

understood as a network of brain areas, starting with visual areas in which receptive fields 

grow with each new level along the visual pathway and ending with motor areas and 

ultimately the oculomotor plants in the brain stem. Between these input and output areas are 

several association areas, such as the LIP, the FEF and the superior colliculus, each of which 

has been proposed to act as a priority map.47–49

Do the LIP, the FEF, and the superior colliculus have similar roles, acting as three redundant 

priority maps, or do they work as a network to prioritize overt and covert movements of 

attention? Most studies of these areas have used single-unit responses in simple tasks: 

visually guided saccades, memory-guided saccades, and pop-out visual search. Under these 

conditions, neuronal responses seem fairly similar across the areas, with the primary 

difference being the inclusion of movement neurons in the FEF and the superior colliculus 

that project directly down to brain stem oculomotor areas. However, under more complex 

stimulus conditions, differences do appear. Activity in the LIP shows strong set-size 

modulation (responses decrease as set size increases50–52) that is absent from subsets of FEF 

neurons,53 suggesting that the FEF might represent postprocessed signals from the LIP. We 

speculate that this processing step performs a normalization function,51 effectively taking 

activity in varying response ranges in the parietal cortex, which would represent relative 

priority, to a common response range in the prefrontal cortex, which would represent 

absolute priority. Once in a common response range, actions can be triggered when activity 

reaches an absolute threshold, as seen in the superior colliculus. Although this step may 

seem small, it suggests that each area along this pathway performs a slightly different 

function leading up to the behavioral response, and that they are not just redundantly coding 

information.

As already noted, the oculomotor system is unique in that the affector and effector systems 

share the same reference frame; would the same relationship between priority maps apply to 

less straightforward visuomotor systems? We think so. As a general principle, we believe 

that there is a systematic prioritization of information, starting in the posterior parietal 

cortex, extending into the premotor areas of the frontal lobe, and ultimately resulting in 

prioritized activity in the motor cortex and movement. Supporting this view, within the 

intraparietal sulcus there are a number of cortical areas that transform afferent signals 

(primarily, but not exclusively, visual) into maps that appear to be important for different 

effectors. For example, neurons in the anterior intraparietal area (AIP) respond similarly to 

those in the LIP, but for grasping actions rather than for eye movements.54 The AIP projects 
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to F5 (or PMVr),55 a premotor area associated with visual and visuomotor responses to 

grasping actions.56 Likewise, neurons in the ventral intraparietal area (VIP) respond to 

stimuli in peri-personal space and have congruent multi-modal tactile and visual receptive 

fields.57,58 The VIP projects to F4 (or PMVc),55 a premotor area that is also responsive to 

stimuli and actions in peri-personal space.59 And the medial intraparietal area (MIP), often 

described as the parietal reach region (PRR), has neurons that respond to stimuli that will 

become the targets of reaches.60 It projects to F2 (or PMDc),61 a premotor area that is 

responsive during reaches and reach planning.62

From just these few examples, it is clear that there are multiple maps that start out in a 

retinotopic reference frame in the parietal cortex but transform to a motor reference frame as 

they project to the frontal lobe. We suggest that each of these paired areas acts as a single 

functional priority map, with one end existing in afferent space and the other end in effector 

space. Crucially, a single prioritization is maintained from the parietal cortex to the motor 

cortex. Indeed, this is similar to what is believed to be happening from the LIP to the FEF, 

but because those areas use a common reference frame, we are able to see more easily the 

subtle changes occurring to bring activity into a common response range. We predict that, if 

tested in this way, responses in the premotor cortices would show a similar transformation, 

not only from afferent to efferent space, but also in the adoption of a common response 

range for the selection of the appropriate next movement.

Why are there priority maps?

There are many ways to address the question of why structures exist in the brain. Here we 

will focus on function: why is it useful to have a map-based prioritization of information?

One function of a priority map may be to serve as a sort of filter on the world, telling all 

downstream brain areas which bits of incoming information are important for a given task. 

This suggestion is not entirely new. The concept of a filter has a long history in the study of 

attention,63 with its suggested raison d’être being a need to reduce the amount of incoming 

sensory information that must be processed by higher-level mechanisms. Note that this 

function of a filter is essentially one of priority control: too much information is arriving 

from the world, so some of it must be filtered out or attenuated,64 thereby giving priority to 

the information allowed through. On what dimensions this information is filtered, and 

especially at what stage in information processing this filtering occurs (e.g., whether it is 

early, before object recognition; or late, after object recognition) have been topics of intense 

debate65–68 (see Ref. 69 for an extended discussion). Less debated is the fact that filters can 

be set in both feature spaces (feature-based attention) and topographic spaces (spatial 

attention). This dual application of a filter dovetails nicely with our conception of a priority 

map. Under this view, a priority map is a neural weighting of feature importance at each 

location in a topographic space, and priority control is the competitive process by which the 

most important locations can be selected.

Another function of priority maps may be to coordinate the different effector systems so as 

to achieve some goal. Rather than serving as passive filters on the world, this view has 

priority maps being more active participants in controlling actionable behavior, actually 
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interfacing with motor systems. Efficient task performance commonly requires the fluid 

coordination of multiple actions. Reaching for a coffee mug can be accomplished with just 

an arm movement to the object, but the task can be performed more efficiently and 

accurately if the eyes are also directed to that goal. From the reviewed neuroanatomical 

evidence, priority maps seem well suited to accomplish this coordination task. The features 

of a goal, such as the handle of a coffee mug, are identified in visual space, and these 

prioritized locations are propagated via multiple visual-to-motor projections to the effector 

systems that enable various interactions with that object.

But are these filtering and action selection/coordination functions really different? Filters are 

a means of prioritizing information for more efficient subsequent processing, one that 

involves the reduction or exclusion of information such that the postfiltered space is smaller 

than the prefiltered space. Selection is the process of choosing one thing, or a set of things, 

from a larger set of things. Both characterizations apply to action selection. There are an 

uncountable number of locations in space to which the eyes or the arms can be moved, and 

each of these would require a different (in some cases, only slightly different) setting of 

parameters to make that specific movement possible. In order to mediate a goal-directed 

action, the nervous system must therefore select from a space of potential motor-system 

configurations the specific settings needed for a specific action, and filter out all the rest. 

Filtering and selection are therefore opposite sides of the same coin; where there is one you 

will find evidence for the other.70 Priority maps are in some sense the metaphorical coins, 

where a filtering of feature-based information over a topographic space selects a point or 

region in this space for the purpose of mediating an action.

For some simple tasks (or subtasks), a goal can be reduced to just a single point in a space. 

In addition to the coordination and action selection functions discussed above, an even more 

basic function of priority maps may be to orient motor systems to specific locations. Arms 

and heads and eyes can only be oriented to one place at a time, and out of all these potential 

positions, the one corresponding to the goal must be selected. This involves a sort of 

competition between the different motor vectors within a given effector system, with the 

arm movement to the mug and the eye movement to the handle occurring only after this 

competition is resolved in the respective priority maps. It is the resolution of this 

competition that results in the activation of the specific muscle groups needed to acquire a 

specific location in space. Using dynamic neural field modeling,71 this competition-

resolution process has been implemented as a laterally interconnected neural network that 

converges over time on a single state,72–74 with the outcome of this selection process being 

the goal location to which a particular effector is directed (see also Ref. 8, which uses 

spatiotemporal pruning of a target map to select a saccade goal). In this sense, the metaphor 

of “shifting attention” is literal: navigating the priority map is equivalent to shifting or 

moving effector systems to the next most prioritized point.

Under this view, attention would be our ability to prioritize information, and an attentional 

state would be the prioritized pattern of neuronal firing at a given moment in time. We 

suggest that this prioritized pattern is expressed in multiple motor systems. Eye movements 

are the expression of this prioritized pattern by the oculomotor system; reaching and 

grasping and full-body orientation would be expressions by others. However, because 
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saccades are made with great frequency, due in part to their straightforward visuomotor 

transformation and their low energy cost, the oculomotor system is better able to sample, 

and therefore allow us to see, what this prioritization function actually looks like. It is this 

spatiotemporal resolution afforded by eye movements that likely results in the near perfect 

agreement between fixations of gaze and what may be called “attention.” If attention is a 

prioritized state, and saccades are the motor behavior best able to sample this state, then it 

follows that changes in fixation would be our best estimate of a distribution of attention in 

an explicitly observable motor behavior. It is this relatively high resolution that has likely 

caused the debate over how attention and eye movements are related75,76 (for a review, see 

Ref. 77); they are related because the oculomotor priority maps contain our best guess of 

what this distribution of attention—this prioritized landscape of neural activity—looks like 

in visual space. Understanding this visual prioritization is of singular importance because it 

is this pattern that may be propagated to all the effector systems, making it quite literally 

responsible for driving our behavior.

The implication of this common source hypothesis is that there may be only one 

prioritization of a goal, with the different priority maps throughout the brain existing mainly 

to interact with different effector systems.48 As we will argue in the next section, we believe 

that working memory plays a pivotal role in this goal prioritization. For visually guided 

behaviors, a top-down goal in VWM weights feature information on parietal priority maps, 

perhaps through the synaptic modulation of low-level feature channels in early visual areas, 

with this bias then feeding forward to downstream priority maps interfacing with all the 

effector systems.

Priority maps and visual working memory

Research on VWM does not often appeal to priority maps, but we believe that a relationship 

exists between the two that is central to both concepts. This relationship is clearest in the 

case of the large and growing literature on feature templates that are maintained in VWM 

and used to guide behavior, and the brain mechanisms engaged in this maintenance.78–80 

These templates are thought to be neural representations of goal states that can be used to 

mediate a variety of tasks, with change detection and visual search being among the most 

commonly studied.5,81–83 In the case of search, a VWM representation of a search target is 

compared to incoming visual information for the purpose of creating a target map. The 

activation landscape of this map can then be navigated, typically by changing gaze, so as to 

make better and more confident search decisions.8 In change-detection tasks, the goal state 

is often a specific configuration of colored boxes, with the VWM template being the spatial 

configuration of this feature information. As in the case of search, this prechange template is 

compared to a postchange template in order to generate a priority map signaling the 

change84 (see also Ref. 85, which explicitly shows this in the LIP). Framed in this way, one 

relationship between VWM and priority maps is clear: VWM embodies the goal state from 

which priority maps are built, at least for the vast majority of endogenously driven behaviors 

that rely on VWM. The VWM template changes the filter settings on the feed-forward 

information entering the priority maps, effectively biasing responses on these maps and 

weighting those features that are important for satisfying the goal state. From this 

perspective, the VWM template is the common source that we hypothesize to exist—the 
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prioritized weighting of features from which all priority maps are constructed (see also the 

idea of a “task buffer” in Ref. 86).

The above-described relationship emphasized the role of VWM in constructing a priority 

map, but we speculate that VWM is also important in sustaining the goal state so as to keep 

active an ongoing goal-directed behavior. Central to this suggestion is the observation that 

behaviors happen over time. Take, for example, the disproportionately studied task of 

making a cup of tea.87,88 This task can take several minutes, and requires the orderly 

execution of several subtasks, from the initial reach for the handle of the kettle to the final 

stirring movement to mix the tea and milk. During this time, there are untold opportunities 

for disruption—telephones ring, doors are knocked, and conversations are had, all while the 

tea-making task is unfolding. Each of these disruptions might cause the eye or head or body 

to veer off task momentarily—the arm may reach out towards the phone or gaze may dart 

off to meet a partner’s eyes during a poignant point in a conversation. These disruptions are 

behavioral evidence for some fleeting task (e.g., answering a phone) interrupting the current 

goal state and, consequently, seizing control of the ongoing behavior by changing the 

priority map. At these moments, the tea-making task technically stops, and only resumes 

when that goal state in working memory (WM) can reconstitute the proper sequence of 

priority settings needed to configure the body to again make a cup of tea. We hypothesize 

that a fundamental function of WM is to not only reinstate a goal state following an 

interrupt, but to prevent such interrupts from gaining priority in the first place. Absent this 

goal-maintenance function of WM, new and salient patterns in the continuous sensory input 

would frequently win priority and seize behavior, making the fluid execution of any goal-

directed behavior next to impossible. The battlefield in this war between goals and 

interrupts, be they top-down or bottom-up in origin, is the priority map. To the extent that a 

goal state in WM is well specified (perhaps through extensive practice) and is used 

continuously to impose prioritized activation on the maps controlling the effectors, the tea-

making task will unfold efficiently and without disruption from minor distractions—the eyes 

will remain on the kettle spout as the water is pouring instead of drifting to the television.

Visual search offers some of the clearest examples of what problems might arise when a 

goal state in VWM, a target representation, is not correctly reflected on a priority map owing 

to some goal degradation or interference. When people are asked to search for two or more 

targets, the VWM goal state must either be broadened to include features from both targets, 

which would be expected to lower the signal-to-noise ratio on the priority map (as roughly 

half of the target representation would not match the target features in the search display), or 

a person might gamble and choose to represent only one of the targets in VWM, which 

would result in a correctly prioritized map and strong search guidance when the correct 

target was chosen but weak guidance when this gamble did not pay off. We suspect that 

these different strategies for target representation and prioritization might explain, in part, 

the discrepant results that have been reported using such multi-target search tasks.80,89 A 

related problem exists in dual-task situations requiring the simultaneous maintenance of 

search and memory goals.90 One such paradigm asked people to maintain an object in 

VWM (in anticipation of a memory test) while performing a search task during the retention 

interval.91 These situations create the opportunity for a form of cross-talk, where the 

memory goal might be used to prioritize visual information for the search task, resulting in 
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the expected cost to search efficiency when a feature of the memory goal matches a search 

distractor.92 Such cross-talk might occur when these goal states recruit the same populations 

of neurons93 or when neuronal populations are modified in an attempt to keep the goal states 

distinct (a form of neural reorganization in VWM94). However, to the extent that different 

goal states can be well specified in VWM while remaining distinct, task-appropriate priority 

maps might be created and used to control behavior, and such interference may be 

minimized (see Ref. 95 for a review of efficient dual-task performance in non-search 

contexts, and Ref. 96 for evidence suggesting a nearly simultaneous allocation of attention 

to a saccade target and a reach target despite these targets appearing in different spatial 

locations).

Looking forward

This review attempted to highlight the profoundly important role that priority maps likely 

play in controlling goal-directed behavior. However, as this perspective on priority maps 

broadens beyond its competitive winner-take-all mechanism, new questions arise that cannot 

be addressed given the available data. Here, we focus on four such questions that should be 

prioritized in future work.

What neurocomputations are used to construct priority maps? Fundamental to the concept of 

a priority map is that there is a goal state and a state of the world and that the two are 

compared. In this paper, we used terms such as filtering, weighting, and selection to describe 

the consequences of this comparison, but the computation itself was not specified. This 

comparison may also depend on the goal being prioritized. In a visual-search task, the 

signals on a priority map are coding the similarity between these two states, while in a 

change-detection task these priority signals are coding dissimilarity. Given that similarity 

and dissimilarity are essentially the same computation with a reversed sign, is it the case that 

priority maps are limited to this one operation, or is there a repertoire of elemental 

operations that can be used to construct a priority map? Future work should continue to 

study priority maps using many types of tasks so as to better understand the computation of 

these priority signals.

Are the different priority maps in the brain simultaneously coding different prioritization 

landscapes, or are they the same? Common source theory suggests that the same 

prioritization of information should exist across all of these maps because they all originate 

from a common source. The existence of a common source might also explain why damage 

to a priority map often induces temporary97 or minimal98 behavioral effects: information 

about the prioritized goal is not lost because it originates from the common source, requiring 

only the rerouting of connections to a given effector system. We propose that this common 

source is a goal state maintained in working memory. An important direction for future work 

will be to test this proposal. Also, if a goal state is the common source, where does it exist in 

the brain (the prefrontal cortex?) and how would damage to this brain region be reflected in 

all the priority maps relying on this goal? Answers to these questions will tell us whether 

priority maps are best understood as single and relatively independent entities or as networks 

of interconnected priority landscapes all functionally (and perhaps, anatomically) linked by 

a common goal.
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What signals are competing in each of the different priority maps? Even if priority maps are 

specific to different effector systems, understanding the signals being coded by each priority 

map is essential to understanding how coordinated goal-directed behavior is accomplished 

by the brain. Models of the superior colliculus assume that this competition is between 

saccade movement vectors,99 but other systems are not this straightforward.100 Arm 

movements and body movements are far more complex than saccades, and are coded in 

qualitatively different ways.101–103 These movements require the specification of many 

more parameters—a reaching movement requires the fluid coordination of elbow, wrist, and 

finger joints if it is to be successful. Does the goal specification on this priority map capture 

this coordination, or does this happen downstream of the priority map? The answer to this 

question will tell us the degree to which higher level action schema compete on a priority 

map, as has been suggested by early work linking attention and action.104

Finally, is there an essential difference between priority maps and other systems for 

competitive goal selection? Concepts compete for retrieval from memory and, ultimately, 

awareness—should this competition be characterized as a priority map and, if not, why? The 

information represented by priority maps is, by definition, organized into a map of some 

space. Is there something about this map-based organization that requires a qualitatively 

different competitive process than one that may exist between the nodes of a highly 

distributed neural network?86 At issue here is the importance of a topology to the concept of 

a priority map, and the decisions that must be made in topographic spaces (do I run left or 

right?). Are priority maps simply instances where this competition occurs across a topology 

and can therefore be more readily discovered in neural tissue? Other competitive 

mechanisms may be more diffusely distributed throughout the brain, and therefore more 

difficult to observe, but this hardly seems a defining distinction. Is there something unique 

to topological competition that results in priority maps filling an essential 

neurocomputational niche? If not for priority maps, would we have a sense of attention 

shifting from one place in space to another, and would our ability to navigate through and 

orient to our environment be as efficient and fluid? How closely tied are priority maps to 

attention and action? Answers to these more philosophical questions will determine how the 

definition of a priority map should evolve moving forward.
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