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ABSTRACT

The U.C. Berkeley, California PATH-Renault collabtion, detailed in this report, built upon
the Mobile Millennium and Networked Traveler prdgthat were conducted from 2007 to 2011
as part of the US DOT's SafeTrip-21 Initiative. eTobile Millennium project provided a
platform for aggregating traffic information acrossious sources, including infrastructure
sensors, commercial data feeds, probe vehiclespai@® cell phones. The Networked Traveler
project provided the California PATH instrumentedearch vehicle platform used to both
deliver vehicle probe data back to the infrastreeetand to generate Advanced Driver Assistance
Systems (ADAS) alerts to the drivers of those vielsic The main theme of this collaboration
project was to demonstrate the potential to crEateanced Probe Vehicles (EPVs) by merging
vehicle CAN-bus data with the typical GPS data thairovided by normal probe vehicles.
EPVs could then provide more accurate speed infitoméo the traffic servers along with
additional information that only the vehicle knowssch as current gear, hazard light warning
activation, or even airbag deployment events.

During SafeTrip-21, the two California PATH resdaptatforms were built independently, so
the first goal of this project was integrate the systems, allowing the instrumented research
vehicles to communicate with the Mobile Millennidraffic aggregation servers. The second
goal was to enhance the data gathered and storiéx jobile Millennium traffic aggregation
server to include the enhanced information providgthe EPVs, specifically, to include hazard
warning light activation events. The third andafigoal of this project was to integrate the
information provided by the EPVs to the traffic\a@rinto soft-safety alerts that could be
provided to the drivers of the EPVs and demonstragrototype system. This report
documents the systems that were built for the destnation, and provides a short analysis of the
system performance from data gathered throughdstmulation and an on-the-road vehicle
test.

Key Words: ITS, Intelligent Transportation Systems, ATIS, Advanced Traveler
Information Systems, Traffic Information, Human Factors, Driving
Behavior, Situational Awar eness, Soft Safety Alerts, End-of-Queue Warnings
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1 INTRODUCTION

1.1 Background

The U.C. Berkeley, California PATH-Renault collabation, detailed in this report, builds upon
two projects that were conducted as part of theD@F’s SafeTrip-21 initiative. The

SafeTrip-21 initiative started in 2007 and conclide2011. It was launched by the US DOT'’s
Research and Innovative Technology AdministratRiTA), in partnership with the California
Department of Transportation (Caltrans) and ottetedDOTSs, to demonstrate how current ITS
(Intelligent Transportation Systems) solutions dauntprove transportation safety and reduce
congestion. Although there were a number of défieiand diverse projects conducted under the
SafeTrip-21 initiative, the two projects relevamthe current collaboration included the Mobile
Millennium Project and the Networked Traveler Fagbted Driving Field Experiment, both
conducted at California PATH.

In the Mobile Millennium Project (Bayen, et al.,120) 2011), California PATH demonstrated the
potential of GPS in cell phones to alter the walfic data is collected. The existing cell phone
infrastructure was leveraged to collect vehiclessh@and travel time data and merge it with data
gathered from the infrastructure through the Caii Performance Measurement System
(PeMS) and through traffic speed and travel timeredes provide by private companies such as
Navteq (http://www.navteq.com) and Speedinfo (Witpvw.speedinfo.com).

In the Networked Traveler Foresighted Driving FiEbkjperiment (Nowakowski, et al., 2011,
2012), California PATH demonstrated how Advancet/&rAssistance Systems (ADAS) could
provide real-time soft-safety alerts to driversy &éims project demonstrated how these alerts
could benefit drivers approaching end-of-queuditratenarios. In this project, commercial
data sources such as Navteq and Speedinfo wemad¢mek along with the existing cell phone
infrastructure, to provide the drivers with a “Sldwaffic Ahead” alert about 60 seconds before
reaching traffic that had significantly slowed.

It was hoped that the soft-safety alerts might cedend-of-queue, rear-end crashes through one
of several means. By increasing the driver’s etqieam of an impending speed change with an
alert, we might decrease the probability of an pwpune driver distraction, influence smoother
speed changes, and minimize the speed differematiatsng the vehicles in the traffic flow. Each
of these reactions should help to reduce the pibiyadft an end-of-queue crash.

To test this hypothesis, four California PATH rasbavehicles were instrumented to collect
driving behavior data and provide soft-safety aléotthe drivers when travelling around the San
Francisco Bay Area. A total of 24 drivers partatgd in the experiment for two weeks over the
course of 5 months. During the first week, thdesyssimply collected data, but during the
second week, the system provided drivers with alibéel“Slow Traffic Ahead” alert, also
specifying the detected speed of the traffic aheatong the test results, there were clear
reductions in peak deceleration rates when thessdéity alerts were provided, suggesting that
these types of alerts might provide some safetytitsn

However, the raw traffic data provided by the conuia vendors was not without issue, and
over 40 percent of the alerts received during ithld £xperiment ended up being false alarms



related to incomplete or inaccurate data. SineeMbbile Millennium project provided a robust
data aggregation and traffic speed prediction @tatf it was a natural extension of the two
projects to attempt to merge the functionality pded by each of the two systems.

1.2 Project Overview

1.2.1 Project Goals

The ultimate goal of the PATH-Renault collaboratisio build and demonstrate a collaborative
system utilizing V2I communication combining thénanced information that can be generated
from probe vehicles, with estimates of traffic dgnand the road network conditions, to provide
contextual safety-related information to driveii® this end, the Mobile Millennium project
provides a platform for aggregating traffic infortie@a across various sources, including
infrastructure sensors, commercial data feeds,gvehicles, and probe cell phones. The
California PATH instrumented research vehicles|tifar the Networked Traveler Foresighted
Driving Experiment, provide a platform to both deli enhanced vehicle probe data back to the
infrastructure and to generate ADAS alerts to ttieetds of those vehicles.

The first goal of the project was to integrate letworked Traveler Foresighted Driving
Experiment vehicle platform with the data that cblé provided by the highway traffic models
built during the Mobile Millennium project. Whikhis integration was relatively
straightforward, there were a number of implemenathallenges to be discussed later. Once
this goal was completed, the two California PATHe& ch vehicles would be able to receive
traffic speed data that had been gathered and ggedd¢hrough the Mobile Millennium
architecture, allowing the vehicle to provide thivers with soft-safety alerts regarding “Slow
Traffic Ahead.”

The second goal of this project was to introdueedbncept of an enhanced probe vehicle.
Currently, probe vehicles or probe cell phones ®basic GPS information (latitude,
longitude, and a GPS speed estimate) to the dgtagation servers which feed into the
highway traffic models that were built during theble Millennium project. In contrast, an
enhanced probe vehicle would gather and transrtatlazh from the GPS and from the
vehicle’s own CAN bus. Using the additional inf@tion gathered from the vehicle’s CAN bus,
the probe data can be enhanced, first, to provider@ accurate vehicle speed and, second, to
include data known only to the vehicle, such asernirgear, hazard light status, or even an
airbag deployment.

Furthermore, adverse events involving the enhapogloke vehicle could be defined, recorded,
and transmitted to the traffic data aggregationesst and then this information could be fed
back to other approaching vehicles in the formdufigonal soft-safety alerts. As an example, if
an enhanced probe vehicle was involved in a cotlisit might be able to transmit this event to
the traffic aggregation servers, and once this ggaped through the system, approaching
vehicles would not only be warned about slow tcadfinead, but they might also be warned about
an accident or disabled vehicle ahead. For thpgses of this collaborative demonstration, the
initiation of the hazard warning lights would seag&a surrogate for the types of events that
could be generated by an enhanced probe vehit¢ie.California PATH research vehicle

platform was already set up to read and send CAdNrformation, but there was a fair amount



of work to be done on the Mobile Millennium sideaggregate, store, process, and serve up the
enhanced probe data to approaching vehicles.

The third and final goal of the project was to grege the information provided about traffic
events from the enhanced probe vehicles into tfiesatety alerts provided to the drivers.
During the Networked Traveler project, the onlyregrovided to the drivers were based on
traffic speeds, warning the drivers about slowficathead. With the introduction of enhanced
probe vehicles, additional soft-safety alerts cdaddprovided to the drivers, and alterations to
the alert system in the California PATH researchicle that was left over from the Networked
Traveler project would be required.

1.2.2 Demonstration Use-Case Scenarios

Three use-case scenarios were proposed for deraboistin this project. The first use-case
scenario involved a major freeway traffic slowdowrhe demonstration scenario would use one
of the instrumented Nissan Altimas acting as enbddmecobe vehicles (EPV) and receiving

traffic information from the infrastructure. Asetlvehicle approaches a real traffic jam, it
receives the speeds of the traffic ahead from tbbeil Millennium server, and determines when
to give the driver an alert regarding slowed traffhead. Basically, if the vehicle is travelling
more than 15 mph above the mean speed of tratitasrabout a mile ahead, then an alert would
be given. As an example, the EPV is travelling@imph and the traffic ahead is 35 mph, then
the EPV would issue an auditory alert saying, “Slnaffic Ahead, 35 Miles Per Hour,” when

the EPV was about 60 seconds from the end of tveesl traffic queue.

In the second use-case scenario, a disabled EPYWwetlsimulated using one of the two Nissan
Altimas, and as the second vehicle approachedyuldwget a warning about the presence of the
disabled vehicle. In this scenario, both Nissatin#ds would be acting as EPVs. The first
vehicle enters the highway, travels for a few mitesd then pulls off to the side of the road
while engaging its hazard warning lights. The selcNissan Altima would follow the same
route, getting information about both traffic spe@ethd EPV events from the Mobile Millennium
server. As the second vehicle approaches the atetutlisabled vehicle, an auditory alert would
be given to the driver, such as, “Caution, DisabMetiicle Ahead.”

The third use-case scenario is simply a combinaifdhe first two scenarios, and it
demonstrates the possibility of providing contextiee soft-safety alerts. In this scenario, both
Nissan Altimas will be acting as EPVs. The firghicle enters the highway, travels for a few
miles, locates an area with a queue of slowedappetd traffic, and then pulls off to the side of
the road while engaging its hazard warning lightke second Nissan Altima would follow the
same route, getting information about both tradfpeeds and EPV events from the Mobile
Millennium server. As the second vehicle approadiwh the slowed traffic and the simulated
disabled vehicle, an auditory alert would be git@the driver, such as, “Caution, Disabled
Vehicle Ahead, 35 Miles Per Hour.”



1.3 System Overview

1.3.1 Architecture Overview

The proposed system overview architecture is shaviagure 1.1, consisting of two major
components. The first major component is theitrafata server, which was built upon the
Mobile Millennium architecture. The second majomponent is the enhanced probe vehicles,
which were built upon the existing architectureided by the two California PATH research
vehicles that were developed during the Networkexdler project.

4 N

Data Mobile Millennium
Feeds * Traffic Information Aggregation
* Highway Traffic Speed Modeling
* Probe Vehicles Path Prediction

PeMS \_ Y,

NavTeq 4 Event Management Module I
(traffic) * Verification of Event Certainty

* Registration of Events
Probe * Association of events to traffic data
Vehicles * Event life cycle management
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Enhanced Probe Vehicle Enhanced Probe Vehicle
[ GPS ] [ 3G } [ HMI ] [ GPS ] [ 3G ] [ HMI J
[ CAN-bus ] [ Soft Safety Alert Module ] [ CAN-bus } [ Soft Safety Alert Module ]

Figure 1.1: System Overview.

The Mobile Millennium server receives data from timlé sources including PeMS (the Caltrans
system of freeway loop detectors), Navteq (comraétaaffic data), and from various probe
vehicles, including the two Enhanced Probe Vehi#3Vs) developed for this project. When
an EPV is detected, the Mobile Millennium servelt miatch the vehicle location to a highway
segment and keep a record of the events triggarélellb vehicle, such as the triggering of the
vehicle’s hazard warning lights. The server theminns relevant traffic and event information to
each EPV with which it is communicating.

The EPVs for this project included the two CalifierRATH Nissan Altima research vehicles.
Vehicle position information is read from the afterrket GPS receiver, and a connection with
the vehicle CAN-bus enables the system to obséerstatus of the vehicle, including speed and
the activation of the hazard warning lights. Comioation to the Mobile Millennium server is
achieved through a 3G cell modem data connectitath vehicle continually updates its



position, speed, and status, and in return, rese®levant traffic and event information.

Onboard the vehicle, the soft-safety alert modube@sses the vehicle’s current status, the
traffic information, and the event information, aheén it decides whether or not to issue an alert
to the driver through the Human-Machine Interfad®1(). Both audible alerts and a
visualization of the system status were to be pledito the driver and passengers.

1.3.2 Alert Algorithm Overview

The concept for the soft-safety alert algorithrfaigy straightforward and described in Figure
1.2. The EPV is travelling along the freeway commating with the Mobile Millennium traffic
server. When a traffic slowdown or disabled vehislencountered ahead, the alert algorithm
calculates the Estimated Time of Arrival (ETA) letslowed traffic or disabled vehicle. When
the vehicle’s current speed exceeds the speec afdfiic ahead by more than a preset speed
(such as 15 mph) and the ETA to the slowed tradfless than a preset value (such as 60
seconds), then an audible alert is issued to tlrerdr

Traffic Slowdown
Or

. Disabled Vehicle
Alert location

)b

Enhanced Probe data

Figure 1.2: Soft-Safety Alert Algorithm Concept.

Three possible audible alerts could be given tadtihveer. First, if the driver is encountering
slowed traffic, an alert would be provided sayit§jow Traffic Ahead, 35 Miles Per Hour,”
where 35 mph would indicate the average speededfr#ifific ahead. Second, if the driver
encounters a disabled vehicle ahead (without a&spanding traffic slowdown), then an alert
would be provided saying, “Caution, Disabled Vehighead.” Finally, if the driver encounters
both slowed traffic and a disabled vehicle aheagh the alert would say, “Caution, Disabled
Vehicle Ahead, 35 Miles Per Hour,” where againn@3h would indicate the average speed of
the traffic ahead.



2 PATH RESEARCH VEHICLE ARCHITECTURE

2.1 Vehicle Architecture Overview

The California PATH instrumented vehicle Data Aaiion System (DAS) used in the two
Nissan Altima EPVs (Enhanced Probe Vehicles) wals sing almost entirely Commercial
Off-The-Shelf (COTS) components. The system coethiwo computers which were based on
the Mini ITX platform. The first computer was ustedgather and record vehicle CAN and
external sensor data, communicate with the MobiléeNhium traffic data server, and to process
and generate relevant soft-safety alerts for theedr The second computer was dedicated to
video data acquisition. Both of the computers wecated in the trunk of the vehicle.

As shown in Figure 2.1, the DAS computer gathemd tfom both the vehicle manufacturer’s
CAN and from several other sensors that were atlw#ee vehicles. The CAN data was
gathered through a CAN to USB converter. Additi@snsors and displays included the
following:

» A forward looking Eaton-Vorad EVT-300 Radar

* A 3-axis, MEMSense, Combination Accelerometer agpdo&cope

* A Garmin GPS18x, 5 Hz, D-GPS

* A LandCell-882 3G Wireless Router

A7’ LCD Display and a PC Speaker for the Drivehitde Interface (DVI)

o N

Visualization

Response from Server
(GPS points with freeway current speed,

T Historical speed, events etc.)
s o O —
(Computer) kit
1\ A

LELETS

Composer

Update to Server
(Time, Veh ID, Lat, Long, Heading,
HDOP, Speed, Gear, Events)

Figure 2.1: Vehicle Architecture Overview.
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Other incidental equipment required by the systectuded a standard Ethernet switch and a
USB Digital Input/Output (DIO) device that was ugednute the vehicle’s audio system
whenever audible alerts were being issued. Thikualerts were issued through a standard PC
speaker mounted on the dashboard. A more desydm diagram is shown in Figure 2.2.
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Figure 2.2: California PATH Instrumented Vehiclesgyms Diagram.
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The VAS (Video Acquisition System) computer couddard up to 4 channels of video, each at
320x240 pixels at up to 30 frames per second. elbaeeras were placed to capture the forward
and rear driving scenes and the driver’s facecesthe alert that was being tested was only
given using audio and audio was not recorded duhagxperiment, the fourth video channel
was a system status visualization display thatgesmerated by the data acquisition computer.
Figure 2.3 depicts an output image as recordethdyitleo acquisition computer. As shown in
this image, a “Slow Traffic Ahead” alert was curttgrbeing given to the driver to warn the

driver that the traffic speed ahead was expectée t85 mph.



Driver Forward
Face Scene
Rear System

Scene Visualization

Figure 2.3: Video Acquisition System Output Image.

2.2 Vehicle Software Architecture

The vehicle DAS and VAS software was written inr@ £++ and compiled for the Linux
operating system. All of the software was custontt@n by California PATH, but many parts

of the software were based on open source drivetdilararies. Due to the availability of
various required hardware drivers, the data adipmscomputer ran a version of Slackware
Linux and the video acquisition computer ran a ieref Debian Linux. The software
architecture consists of a set of processes ruronrthe each of the data acquisition computers,
communicating through the Publish/Subscribe dawmbéSee Figure 2.4.)

Data Data'
Recording Processing

Hardware Devices

Figure 2.4: California PATH Publish/Subscribe Saftes Architecture.



The California PATH data hub lies at the centethef software architecture. The data hub is
simply a memory space for storing data that cashiaeed among different processes. At the
lowest level of the software architecture, deviggats and data hub client processes were
written for each sensor or device to read the fitata that device and place it into the data hub.

At the data processing level, various processes watten to use the data that was gathered
through the sensors. For example, a communicafimtess would read the necessary data
from the data hub and send vehicle position anddpethe Mobile Millennium server over the
3G data modem using the Linux system “curl” commaibe response from the server was
written to a file. At the same data processing@lean alert process would read and parse the
traffic information received from the Mobile Milleium server, read the data gathered by the
sensors from the data hub, determine whether oamatert condition existed, issue an auditory
alert if necessary, and write the alert informatiack to the data hub.

At the Ul level, a display process would then rdelsensor and alert data from the data hub and
use it to draw the system status visualizationestrd=inally, at the data recording level, a data
recording process would write selected data froendidta hub to files stored on the DAS
computer. These files could then be downloademh fitee vehicle and analyzed later in Matlab.

2.3 Alert Algorithm

The actual vehicle-server communication messagedty are discussed, but essentially, the
Mobile Millennium server provided the vehicle wiilio lists of data at each update interval (a
configurable parameter): (1) a list of freeway spkeations and (2) a list of EPV event
locations. These speed and event locations cadld potentially be a trigger point for the alert
algorithm. Each trigger contained the followingalalements:

Speed Trigger Data Elements Event Trigger Data Elements
* GPS Latitude * GPS Latitude
* GPS Longitude e GPS Longitude
* Heading (compass) * Heading (compass)
» Current Speed (mph) * Event Code (integer)
» Historical Speed (mph) * Event Age (s)

* Road Segment Name (character string) Road Segment Name (character string)
During each processing update cycle (a configurphiameter), the alert algorithm used the
speed and event trigger data to calculate therdisteestimated time of arrival (ETA), and
relative bearing to the trigger point based onviileicle’s current GPS location and speed.
Relative bearing was used to discard trigger pdhdsthe vehicle already passed. The alert
algorithm then simply cycled through the speed eveht trigger point lists to determine if any
alerts were triggered.

A “Slow Traffic Ahead” alert was triggered if thelfowing four conditions were satisfied:

1. ETA < ETAmax
2. Current Speed — Trigger Speed > Speed Differenceshblgax
3. Trigger Speed < Alert Spegg



4. Elapsed Time Since Last Alert > Audible Alert Retay Period

A “Caution, Disabled Vehicle Ahead” alert was treggd if the following two conditions were
satisfied:

1. ETA < ETAnax
2. Elapsed Time Since Last Alert > Audible Alert Retay Period

The lists of speed and event triggers were prodessgarately; however, when an alert was
encountered using one list, the other list wasaegssed using a relaxed setting for the
maximum ETA. Thus, if slow traffic was reported €€conds ahead, triggering an alert, the
event list was reprocessed looking for disabledolefiup to 120 seconds ahead. If an alert was
triggered on both lists, then a combined alert mgssvas provided to the driver.

Most of the alert parameters discussed above vegriggarable and were stored in a

configuration file read at the start of the apgima. The parameters and their purposed and
used values are listed below in Table 2.1, andvecfanments on these values follow. The
update interval set for this project was set t@@€onds, but this was primarily based on the fact
that the matching of the vehicle location to afvag segment was being performed by the server
and a minimum of three vehicle locations were remfito match the vehicle to a roadway
segment. Alternative architectures, such as pnogithe server with a GPS history of the
vehicle, rather than a single point, could eadilyathe update interval to be raised to 60
seconds. Typically, the Mobile Millennium serveedl to provide the vehicle with about 5
minutes of data during each update.

Table 2.1: Configurable Parameters Related to tee Algorithm.

Parameter Recommended Settings Demo Settings
Update Interval (seconds) 60 s 10 s
Processing Update Rate (milliseconds) Depends ¢ (BRlate Rate 200 (ms)
Event Age (seconds) Depends on Event Type 180 s
Relative Bearing to Trigger/Event Roadway GeomBiependent + 90 Degrees
Max ETA to Slowed Traffic or Event 60 s 30s
Maximum Alert Speed 50 mph 60 mph
Max Speed Difference Threshold 15 mph 5 mph
Audible Alert Refractory Period 120-180 s 45 s

The alert algorithm processing rate was set basg¢tleupdate rate of the vehicle’s GPS

(200 ms) since the algorithm can only recalculagedistances and ETASs to each of the trigger
points when there is new GPS information availadlee 60 second recommendation for the
maximum ETA at which to alert the driver was basedhe results of the Networked Traveler
project (Nowakowski, et al., 2011, 2012). In thatdy, alerts given 90+ seconds from the traffic
slowdown were often rated as early, while alertmiog less than 60 seconds from the traffic
slowdown were often rated as late. Similarly,t@mmended settings for the maximum alert
speed, maximum speed difference threshold, andkualiert refractory period came from the
Networked Traveler project results.
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2.4 System Status Visualization

Two screen captures of the system status screesnaven in Figure 2.5 and Figure 2.6. During
the demonstration the system status screen wasstwwowa 7” LCD display mounted in the
vehicle for the driver and passengers to obsefve information on the screen was dynamically
updated by the DAS computer, and the purpose ofdheeen was to help visualize the system
status and the flow of information from the Molillennium server to the vehicle.

Numb f i . - ) Numb: f
Spe‘;';Tfi;gers Speed Triggers Event Triggers EveﬂTTigé’e,s
R?ﬁz'\ée;\,f;?m Received: 45 Received: 1 Tﬁ:“ézrv::m

Most 1-580 1-580 Most

i Dist: 0.6 mi Dist: 0.8 mi Relevant

Speed Event
nggt;aer _L ETA: 36.0 s »ETA 450 s \J— Tlr:i’ggt;:r

Estimated / CSpd: 55.0 mph Code: 10 . Estimated

Time of HSpd: 65.0 mph oT) Age:120s | Time of
Current Speed / Event Code
at Trigger / - Hazard Lights =
Location ear 10
HzD T e Lo
Location Server Update
/N{ssan Altima £) @ o 047 5/23112 14:05:37.6
‘Heating — N N N
Radar GPS Server Date Time
Communication
S
Figure 2.5: DVI Pre-Alert System Status VisualiaatScreen.
,Speed Triggers Event Triggers |
:J' Z:}TJE; Received: 45 4’. P 55 < Received: 1 Recommended
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Figure 2.6: DVI Post-Alert System Status Visual@atScreen.
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The first screen capture shows the system in alenr¢state. In this figure, the vehicle is
travelling at 65 mph, and since the start of tig #7 communication attempts have been made
with the Mobile Millennium server. Currently, 46teve speed triggers had been received, and
the closest speed trigger was 0.6 miles away witR BA of 36 seconds. Additionally, one
event trigger had been received, and it was 0.8alvay with an ETA of 45 seconds. The
second screen capture shows the system in thestateeafter an alert had been triggered. The
triggering of the alert adds a few more data eldmenthe screen such as the alert type, the
recommended speed, and an indication that an @ualiit is currently playing. Based on this
screen, an auditory alert saying, “Caution, Disablehicle Ahead, 55 Miles Per Hour,” would
currently be playing for the driver. Again, theswal screen was designed with the purpose of
providing a visualization of the demonstration, @ad as a prototype of an interface that would
be provided by a vehicle manufacturer to a typitaler.
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3 MOBILE MILLENNIUM TRAFFIC DATA ARCHITECTURE

3.1 Server Architecture

The Mobile Millennium server architecture, as déglcin Figure 3.1, can be broken into two
main processes: (1) the updating of the curreffidrdata through the Mobile Millennium
Highway Model, and (2) the processing of the Endrférobe Vehicle (EPV) information
requests and events. Highway speed estimatiomitgseon a perpetual basis through the Mobile
Millennium Highway Model, beginning with data frotine Caltrans PeMS (Performance
Measurement System) inductive loop sensors neap#tesurface. These sensors provide flow
and occupancy data, which then get filtered andgm®ed to estimate current highway speeds.
Other data sources, such as probe vehicles and eonatrtraffic data (from Navteq) can then be
fused with the PeMS data to provide refined freegp@ged estimates in the highway model.

The processing of the EPV information requestshmahroken into three parts: vehicle path
inference, vehicle event register, and return nggssamposition. When an EPV message is
received by the server, it is first parsed for e&hlocation and speed. The GPS location
provided by the vehicle, along with several pasatmns provided by the same vehicle, is
processed using a path inference algorithm to alygimatch the current vehicle location to a
specific roadway segment in the Mobile Millenniunghivay Model. In parallel, the EPV
message is also processed by the event registeh vglresponsible for storing, cancelling, and
decaying EPV events. Finally, the message compweeess composes the return message to
the EPV, which includes both speeds and eventgdlmvehicle’s predicted path.

Output
(GPS points with heading, current speed, historical speed etc.)

Event Validity
and Lifetime €

Segments, Path

>

Speed Prediction Filter Compo;er
A Output
\VET) Relevant Events with Iocatio+
Data Matching [o]:}
Integrity
Filter
Event Register Response from|Server
(GPS points with heading, current speed,
A Historical speed, events etc.)

Data
Integrity =
Filter

Enhanced Probe
Feed

Network Interface

T sec [ ] (T+x) sec

Request to Server
(GPS points with heading, current speed, Events etc.)

Figure 3.1: Server Architecture.
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3.2 Vehicle-Server Message Exchange

The web-based communication between the EPVs ansktiver utilized the cURL command.
Basically, the EPV posted a web request with itsezu data, and the server responded with a
formatted text response. For expediency in prgiaty at this stage in the development process,
all communications were simply plain text encodethwdividual parameters being comma
delimited. The format of the vehicle informati@yuest message to the server is detailed in
Table 3.1, and the format for the server responsesage is detailed in Table 3.2.

Table 3.1: Vehicle Message to Server.

Parameter Description

Current Time Unix time in seconds since epoch (danfi, 1970)

Vehicle 1D Character string

Latitude GPS position latitude

Longitude GPS position longitude

Heading GPS compass heading (0 — 360 degrees)

HDOP GPS measure of accuracy

Vehicle Speed Obtained from CAN-bus (m/s)

Vehicle Gear Obtained from CAN-bus and convertedrtinteger from 0 — 4
0 Unknown | 1 Park | 2 Reverse | 3 Neutral | 4d®riv

Vehicle Event Code Events obtained from CAN-bus
0 No Event | 10 Hazard Warning Lights Active

Table 3.2: Server Response Message to Vehicle.

Parameter Description
Current Time Unix time in seconds since epoch (danfi, 1970)
Number of Speed Triggers Integer
Latitude GPS latitude
Longitude GPS longitude
Heading Freeway direction compass heading (0 —d8g0ees)
Current Speed Current freeway speed for this ilocat
Historical Speed Historical freeway speed for thation/time (from Navteq)
Freeway Segment Name Character String
Number of Event Triggers Integer
Latitude GPS latitude
Longitude GPS longitude
Event Code Integer (10 for Hazard Warning Lightdive)
Event Age Seconds
Heading Last known vehicle heading (0 — 360 degree
Freeway Segment Name Character String

The server response messages were variable irh|ategendent upon the number of speed and
event triggers returned to the vehicle. Typicale server tried to predict the vehicle path out
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for at least 5 minutes of travel, and this resuitednywhere from 50 to 100 speed trigger points
being transmitted during each message. If theclehicurrent location could not be matched to
a highway model freeway segment, then zero speggkts were returned.

3.3 MobileMillennium Highway Model Graph

The Mobile Millennium Highway Model Graph is essalty a simplified version of the

highway maps provided by Navteq. As shown in Feg8l2, the Navteq maps include links and
nodes for on-ramps, off-ramps, and frontage rolatare all considered as part of the freeway
system. Additionally, the intersection of multipileks can result in the generation of many
additional short links to handle the various trgvath connection options. The Mobile
Millennium Highway Model Graph simplifies the list links and nodes to include only the
freeway segments, and the intersection of multiples becomes a single node. However,
longer Navteq links may be subdivided in the MobMidennium Model Graph so that freeway
speeds can be interpolated between known pointg tisé cell transmission model.

g s e UL %
Mobile Millennium Highway Model

Figure 3.2: Comparison of Navteq and Mobile Millarm Maps.

Due to computer processing power constraints amgtbtotype nature of this project, the actual
server used in the demonstration contained onlypaes of the freeways in the San Francisco
Bay Area near and around the Richmond Field Statidgtichmond, CA. As shown in Figure
3.3, the coverage area included 1-580 and I-80¢lwhiere the primary roads used in the
demonstration.
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3.4 Vehicle Path Inference and Future Path Prediction

After receiving a location update from an EPV, sleever used a path inference filter (PIF)
algorithm to match the probe vehicle to a spetiifik of the Mobile Millennium Highway

Model Graph. The PIF was not simply a direct mataming algorithm because of the
inaccuracies in the GPS location provided by tlodervehicle. The raw GPS coordinates tend
to not clearly follow a highway or arterial roadthier the GPS coordinates “bounce” from side
to side and forward or backward. This is especiabblematic for an arterial or city map due to
the frequent intersections and traffic signals; éeer, even on a highway, the GPS coordinates
can frequently provide only a probable locatiomezsally when frontage roads and overpasses
are considered.

To counter the issues with simply map matchinghglsiGPS location, the PIF kept track of
three previous GPS coordinates for each vehiabagalvith a record containing the last known
Navteq map link that was matched to the vehiclee dccuracy of the PIF increases both with
the number of points per unit time (frequency) waiitth the number of points available to look
back to; however, there was also a trade-off batveeeuracy and processing speed. Thus, for
this demonstration, the probe vehicle needed toigecat least three updates to the server before
a match could be made. Furthermore, when a lotat@tch is made, the PIF also returns a
probability of accuracy. If the probability was$ethan 65 percent, then the match was
discarded and no freeway speeds were returnee tBRN .

Once the probe vehicle was matched to a link orMdbleile Millennium Highway Model Graph,
the vehicle’s possible future path was calculatetWalking” the model graph links in the
forward direction to return a set of all model drdipk IDs within a five-minute driving time.
Once the list of model graph link IDs was gatheee8QL query was performed to get the
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associated highway model current and historicaédpéor each link. The message composer
process then formatted the list of links and spéedsturn to the EPV.

3.5 Enhanced Probe Vehicle Event Register

Along with GPS location and speed, EPVs also prexidn event code, either a 0 for no event,
or a 10 for the activation of the hazard warnigiis. The event register was used to both store
and decay events supplied by the EPVs. The eegidter was basically a database of vehicle
IDs, locations, and events. The time was tracke@#éch event in the register and events could
be cancelled in one of two ways. First, the EPVId@rovide a subsequent update that cancels
the event. Second, each event was given a fiettaydtime, for example, 3 minutes for hazard
light activation.

If a vehicle was sitting on the side of the roathviis hazard lights on, it would broadcast this
event state on each update to the server. Eaclupéate from a vehicle was checked by the
event register. If the vehicle cancelled the evii@n the event status was removed from active
in the event register. If an event was verified¢@stinuing, then the event was reaffirmed as
active and the decay time was reset to the ddfaulbat event type. If a vehicle stopped
broadcasting while an event was still active, #war would keep the event active until the
decay time for that event was exceeded, after wiielevent would be labelled as inactive.

The event register used the PostgresQL databakeust-GIS extensions. On each EPV
update, the message composer process executed gtBagtured query language) command to
return all events within five minutes driving diste as the crow flies and not older than 3
minutes. The message composer also filtered b@aséduk vehicle ID to make sure that it only
returned events from other cars. This query ceaklly be filtered in the future to return only
events within a forward “cone” of travel by disciangl events for which the disabled vehicle’s
Navteq link ID does not match any of the speedygidink IDs that are being returned to the
EPV.
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4 SIMULATION RESULTS

4.1 Simulation Overview

As part of the development and testing processnalation tool was written using the Matlab
programming and analysis language and environnfenmary purpose of the simulation was
twofold: (1) to playback prerecorded vehicle détas, simulating a vehicle moving along the
freeway network, and (2) to simulate disabled Viekion the freeway for the two PATH
research vehicles acting as EPVs to encounter. oDtie advantages of the simulation tool was
that the vehicle-server communication was handiezkactly the same way as it was done on
the vehicle, so the simulation tool was invaluabldebugging the vehicle-server
communications protocols. Furthermore, the sinnutatool was able to record and save the
entire output of the communications received fromderver, which then provided for a more
detailed analysis of the system performance thaat wias available from the data set that was
saved on the vehicle.

The simulation tool loaded pre-recorded vehicledaim any of the California PATH research
vehicles, and played back the vehicle route (GR&tion and vehicle speed) in real time,
substituting the current clock time for the timendtich the data was actually recorded. The
simulated vehicle trip that was analyzed was resti@h July 15, 2010, at about 11:00 PM, by
one of the California PATH Nissan Altima researelicles. The route taken by the vehicle is
shown in Figure 4.1, and this particular route wiien used in simulation because the research
vehicle both started and ended the trip at therRarid Field Station, allowing the simulated trip
to be looped without an apparent jump in the vehpdsition.
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Figure 4.1: Simulated Trip Vehicle Route.

4.2 Simulation Results

4.2.1 Entering A Freeway — Initial Server Data Update

The actual simulation discussed in this section nuasat approximately 4:00 PM on a
Wednesday to provide some evening traffic alongekeroute using the pre-recorded trip data
previously discussed. The vehicle-server commtimicaate was set to update every 15
seconds, and over the 17-minute route, there wkefficle-server communication transactions.
Figure 4.2 provides an overview of the data prodittethe vehicle during the first update from
the server. Shown on the left side of Figure 4e2the vehicle positions during the first six
communication attempts, plotted in red bubbles wltee number in the bubble depicts the
communication attempt. The green bubbles withuasgdepict freeway speed points, and the
yellow bubbles with diamonds depict simulated disdlvehicle locations. The numbers next to
the bubbles indicate either the vehicle speed @ethe freeway traffic speed (green) in miles
per hour (MPH).
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On the first update to the server, the simulatddole had exited the Richmond Field Station
and was on Bayview Avenue about to get onto thenfes entrance ramp headed east on 1-580
towards Berkeley. With the vehicle updating itsifion every 15 seconds, it took 5 additional
updates, during which time the vehicle traveledrif@s or about 1 minute and 15 seconds, for
the Mobile Millennium server path inference algimit to correctly place the vehicle on I-580
and provide the vehicle with data on the freewasesis ahead. By this time the vehicle had
reached Central Avenue, the next exit on the frgev@milar data delays were seen whenever
the vehicle entered the freeway.

Another issue seen with the initial placing of iehicle onto the highway was that the path
inference algorithm would sometimes place the Jetoa the correct highway, but facing the
wrong direction, i.e., all of the freeway speedalib@ns sent to the vehicle were for the opposite
direction traffic. However, when this occurredwis usually corrected within the next update or
two at the most.

4.2.2 Loss of Vehicle Match to a Highway Link

Looking at the right side of Figure 4.2, once thevsr provided the vehicle with data, it
provided data along I-580 east and I-80 west (whiehin fact the same direction, southbound)
for about 5 miles, all the way down to Emeryvill/here the freeway branched off, points were
provided along all the branches. This strategyeapgd to work well. Also noted in Figure 4.2,
the spacing between highway speed points was oortlee of about 200 m or 650 feet. A full 5
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minutes of driving time at roughly 60-65 mph resdlin 40 to 50 speed data points being
transmitted to the vehicle on each update. Awvéecle approached a freeway junction, the
number of data points that needed to be transntibtétte vehicle increased since data for each
branch was required. During the simulation, th&imam number of data points received in
any single update was 125.

b5
mer) V|Ile -
-9‘ el

Figure 4.3: Location Where Slmulated Vehlcle PositWas Lost By Path Inference Algorithm.

Examining the output of the simulation data alseeted a number of locations where the path
inference algorithm temporarily lost the positidrtlee vehicle on the Mobile Millennium Model
Graph. In Figure 4.3, the vehicle location ontttedel graph was lost during updates 18 and 19,
and then regained on update 20. At this locattas,possible that the GPS might have placed
the vehicle on the frontage road next to the frgewad the path inference algorithm assumed
that the vehicle had exited the freeway at Univgilsivenue and got onto the frontage road.
During the simulated trip, the vehicle location viest three times while it was validly travelling
on a highway. Each loss only lasted for one or $exver updates (30 to 45 seconds).

Whenever the path inference algorithm failed teeltne vehicle on a link in the Mobile
Millennium Highway Model Graph, the server returmexifreeway speed information (zero
speed trigger points). To account for this behatfe system in the vehicle had to maintain a
copy of the last set of speed trigger points. Bfimwved the vehicle to keep processing
previously received speed trigger data until thié paference algorithm on the server re-
established the vehicle’s position on the highwag provided it with new highway speed
information.
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4.2.3 Soft-Safety Alert Algorithm Testing

The purpose of the simulation was to test the comaation protocols, to test data manipulation
algorithms before putting them on the vehicle, tmdharacterize the behavior of the freeway
speed updates. In the vehicle, the alert algoridmmcontinually each time the GPS updated the
vehicle position, even between communication updfiten the server. However, in the
simulation, the only data that was recorded occuatehe moment of the communication update
from the server. Additionally, the simulated vedispeeds and travel times were unrelated to
the current traffic conditions on the freeway a time of the simulation. Still, based on the
simulation data, there would have been severaM/Simaffic Ahead” alerts issued by the

vehicle, and one such scenario is shown in Figute 4
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Figure 4.4: Alert Condition Encountered in Simudati

In Figure 4.4, the vehicle position during thé'2bmmunications update (shown in red) from
the Mobile Millennium server provided a speed teg{shown in green) with an ETA of 45.5
seconds from the current vehicle position. Attihee in the simulation, the vehicle was
travelling at 60 mph, while the speed at the trigm@nt near Powell Street in Emeryville, CA,
was only 27 mph. Given the alert algorithm segititat were used in the Networked Traveler
project (i.e., ETA less than 60 seconds and spdéftahce greater than 15 miles per hour), a
“Slow Traffic Ahead, 30 Miles Per Hour” auditoryeal would have been triggered.
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5 DEMONSTRATION RESULTS

51 On-The-Road Test Overview

An on-the-road test of the system was conducteld té two California PATH research
vehicles at approximately 2:45 PM on a Friday tovjgde some traffic along the test route. The
Silver Nissan Altima drove from the RFS towards &llg and eventually pulled over to engage
its hazard lights along I-80 W. The Gray Nissatim followed the same route about 1-2
minutes later. After passing the Silver Nissanmét, both vehicles exited the freeway at
University. The gray vehicle waited several misuiar the silver vehicle to turn around, and
enter 1-580 W headed back towards the RFS. Therstehicle again pulled to the side of the
road just past the RFS on the I-580 W and putshatard lights. The gray vehicle followed a
few minutes later.

Figure 5.1 provides an overview of the test rotlie,locations where the first vehicle turned on
its hazard lights to mimic a disabled vehicle (shawyellow), and the locations where alerts
were given to the second vehicle (shown in red)addition to the two “Caution, Disabled
Vehicle Ahead” alerts, the following vehicle alsreived two “Slow Traffic Ahead” alerts.

: *‘ "3
% !;ZI‘ Cerrito”

L

Brooks Island
Bird: Island

Figure 5.1: On-The-Road Test Route and Alert Locei
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For both vehicles, the vehicle-server communicatvas set to update every 10 seconds, and
over the 30-minute test route, there were approtalnd 90 vehicle-server communication
transactions. The mean time between server updaied40.5 (SD 2.9) seconds, and the
maximum time between successful server updateR@idsseconds. During the on-the-road
test, the “Slow Traffic Ahead” alerts in the grajléwing vehicle were configured to be
triggered with a speed differential greater thang@h, a maximum alert speed of up to 70 mph,
and at an ETA to the location of the slowed traffetow 30 seconds. The gray following
vehicle received an average of 25 (SD 19.2) spéggets on each update from the server, with
a maximum number of triggers received at 69. Stheesilver car was the only disabled vehicle
in the system, the gray following vehicle only eveceived one disabled vehicle trigger.

5.2 Disabled Vehicle Ahead Alerts

During the on-the-road test, the silver vehicleéada on its hazard warning lights twice,
simulating a disabled vehicle. There were two rogtof interest that could be gathered from
this test. The first metric of interest was howdat took for the event to propagate through the
system and reach the following vehicle. The prapiag of an event through the system should
be primarily related to the communication update,ralthough there could also be additional
system delays. Based on the 10-second commumagpidate rate set on the vehicles for this
test, it would be expected to take at least 1®Mtegtonds (or two asynchronous update cycles)
for the silver vehicle to turn on its hazard wamlights and for the following gray vehicle to
receive that information from the server in theniasf an event trigger. Based on the data
collected as shown in Table 5.1, it took betweem2@® 40 seconds (two to three update cycles)
for the hazard warning light activation to propagtirough the system and be received by the
following vehicle.

Table 5.1: Hazard Light Event Propagation Through$ystem.

Hazard Light | Transmitted Received by Following Veh. | Following Veh.
Activation Event| to Server | Following Vehicle Distance ETA
1 9 (s) 31 (s) 0.3 mi 34.1s
2 3(s) 25 (s) 0.8 mi 47.0s

The second metric of interest centered aroundldreactivation, and how closely the alerts
activated to the parameter settings used for #te teor the “Caution, Disabled Vehicle Ahead”
alert, the key parameter to trigger an alert wagphi that the ETA be less than 30 seconds. The
accuracy of the alert triggering would be exped¢tedepend on the vehicle’s GPS update rate
(set to 200 ms during this test) and overall acouraAs shown in Figure 5.2, the audible alert
was triggered almost exactly when the calculated ETthe disabled vehicle reached 30
seconds. In the first alert case, the followingigle was travelling between 18 and 25 mph in
stop-and-go traffic, and in the second case, thewmg vehicle was travelling at a fairly
constant 62 mph (SD 2.1 mph).
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Figure 5.2: Disabled Vehicle Alert Activations aBuanction of ETA.

5.3 Sow Traffic Ahead Alerts

During the on-the-road test, the gray following ie#halso received two “Slow Traffic Ahead”
alerts, both unrelated to the disabled vehiclethatfirst “Slow Traffic Ahead” alert, the gray
vehicle was travelling at 59.8 mph when it receigeskt of speed triggers from the server. One
of the speed triggers was 0.4 miles away (ETA 23\ith a freeway speed of 53 mph. As
shown in Figure 5.3, as soon as the speed triggerraceived and processed by the alert
algorithm, an audible alert was issued to the drsuggesting a speed of 55 mph. Although the
alert algorithm functioned as designed, this chgstiates the problems that can occur when it
takes too long for the vehicle to be matched teeaviay segment. The vehicle had been
travelling on the freeway for almost 65 secondsd@munications update cycles) before the
path inference algorithm correctly placed the viehon the freeway and provided speed data.
Thus, by the time that the speed data was provwléue vehicle, the ETA to the slowed traffic
was below the 30-second ETA alert threshold.
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Figure 5.3: First "Slow Traffic Ahead" Alert as ari€tion of ETA.

At the second “Slow Traffic Ahead” alert, the gnaghicle was travelling at 67.8 mph and had
been receiving about 55 speed triggers from thees@n each update prior to the alert. As
shown in Figure 5.4, the alert algorithm was pretesthe speed difference and ETA to each
trigger until the vehicle passed the trigger, dr&durrent freeway speed at each trigger was
being reported around 63 mph. In the 10 seconidsforthe alert, the vehicle speed increased
from 64 to almost 68 mph, and when the 5 mph spédégtence threshold was exceeded, an
alert was correctly triggered with an ETA of 16etsnds. This case illustrates how an alert
could be triggered later than the desired ETA @fbads) when the vehicle is in the process of

accelerating.
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Figure 5.4: Second "Slow Traffic Ahead Alert asumé&tion of ETA.
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6 SUMMARY AND CONCLUSIONS

6.1.1 Project Summary

The U.C. Berkeley, California PATH-Renault collahtion, detailed in this report, built upon
the Mobile Millennium and Networked Traveler prdgthat were conducted from 2007 to 2011
as part of the US DOT'’s SafeTrip-21 Initiative. eTklobile Millennium project provided a
platform for aggregating traffic information acrossious sources, including infrastructure
sensors, commercial data feeds, probe vehiclespratd cell phones. The Networked Traveler
project provided the California PATH instrumentedearch vehicle platform to both deliver
vehicle probe data back to the infrastructure angenerate ADAS alerts to the drivers of those
vehicles.

The main theme of this collaboration project wadeémonstrate the potential to create Enhanced
Probe Vehicles (EPVs) by merging vehicle CAN-busdeth the typical GPS data that is
provided by normal probe vehicles. EPVs could thevide more accurate speed information
to the traffic servers along with additional infation that only the vehicle knows, such as
current gear, hazard light warning activation, wereairbag deployment events. During
SafeTrip-21, the two California PATH research matis were built independently, so the first
goal of this project was integrate the two systeafisywing the instrumented research vehicles to
communicate with the Mobile Millennium traffic agmyation servers. The second goal was to
enhance the data gathered and stored by the Mdiiennium traffic aggregation server to
include the enhanced information provided by th& &Rpecifically, to include hazard warning
light activation events. The third and final go&this project was to integrate the information
provided by the EPVs to the traffic server intotsatfety alerts that could be provided to the
drivers of the EPVs and demonstrate the prototyptes.

Overall, the construction of the system prototypé subsequent demonstration was a success.
The two California PATH Nissan Altima research \ads provided the Mobile Millennium
server with EPV data including GPS, speed, gea hazard warning light activation events.

On each communications update to the Mobile Miliermserver, a path inference algorithm
placed the vehicle on a link of its highway modedeway traffic speeds were provided to the
vehicle every 200 m up to a driving distance ofwaldominutes, and hazard warning light events
were recorded, processed, and communicated bdbk 6PVs. The EPVs then used the
freeway speed and event data to provide the drivithssoft-safety alerts such as “Slow Traffic
Ahead” or “Caution, Disabled Vehicle Ahead.”

6.1.2 System Architecture Conclusions

Based on the analysis of the data saved by bothiaied and actual vehicles driving a route
from the Richmond Field Station down to Powell 8tri@a Emeryville, CA, there were several
issues noted with the implementation of the systam,there was room for future improvement.
The largest issues with the prototype system waseeto the implementation of the path
inference or matching algorithms. First, it oftenk too long for a vehicle to be placed on a
freeway and to get freeway speed information flgntim the vehicle. Even with a 10-second
update rate, it often took 60 to 90 seconds bdf@esehicle was correctly placed on a freeway
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segment. Second, there were frequent drop-outa Wisevehicle was incorrectly shown to have
exited the freeway.

While there are a number of ways to solve thisassach comes with a series of trade-offs. In
the implementation of this prototype, the knowledfjghe Mobile Millennium Highway Model
Graph was only contained on the server, and tltsigid that the map matching of the current
vehicle location to a link on the model graph befgrened on the server. Currently, the path
inference algorithm uses 3 points to compute affixhe vehicle. More points could be used,
but this strategy would require more computatidimaé and power on the server as well as
compounding the initial freeway entrance problenrdxyuiring longer waiting times (more
update cycles) for the first fix of the vehicle orthe highway. Some of this delay might be
mitigated by changing the communication messadataature to include the vehicle
transmitting a path history over some time framesach update, rather than simply transmitting
the current location at the time of the updateansmitting a path history would increase the size
of each update message, but it could reduce sonme d@urden currently on the server requiring
it keep track of each vehicle’s location history.

A second approach to solving this problem might edrom a larger change in the system
architecture. If the knowledge of the highway nlagtaph was shared between the server and
the vehicle, then map matching could take placthervehicle. Since the vehicle already has
higher fidelity GPS and IMU data, the vehicle athg&as its path history, and path inference
would not be necessary. However, the tradeoff with approach is that the model graph must
be communicated and kept up to date between thersand the vehicle, but this strategy alone
would not necessarily solve the problem. In essgethe vehicle doesn’t need to just track where
it has been and where it currently is; it needgréalict when it is getting onto a freeway so that
freeway speed data can be downloaded before thele&hactually traveling on the freeway.
There could be an end-of-queue disturbance nearti@f the entrance ramp or before the next
exit, so waiting for a minute or two to place theicle on the freeway and get the correct data
from the server is likely to be unacceptable fas thipe of system. Strategies need to be
explored on how to best provide the vehicle witlewant freeway information before it gets onto
the freeway.

6.1.3 “Slow Traffic Ahead” Alert Conclusions

This collaboration effort was the second iteratbonproviding drivers with a soft-safety “Slow
traffic Ahead” alert. The initial implementatiosed in the Networked Traveler project utilized
fixed alert trigger points about 1 mile upstreaonirknown traffic speed locations, and the
spacing of these trigger points varied from maybef & mile to several miles depending on the
density of the traffic sensors, which led to mangsad and false alerts. The current project
utilized the traffic flow models built in the MolilMillennium project to interpolate between
known speed locations, providing estimates of itapeeds every 200 m (650 ft). Rather than
having fixed alert trigger points, the vehiclediz#id the freeway speed estimates directly, and
this strategy worked well.

However, the tradeoff with providing such closeghased speed estimates was in the amount of
data that needed to be transmitted to the vehickeagh update. Each update contained 50 to
100 speed points, and most of the points were dahtncontaining similar speeds. One
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strategy to reduce the amount of data being tratestibetween the server and the vehicle would
be to filter out the redundant speed points, angadi speed topology map. Rather than having a
fixed distance between speed estimates, the sptiethtes could be placed far apart when the
freeway speed is relatively stable, but closer ttogrewhen the freeway speed is rapidly
changing.

One final topic for further research relates todlgorithm used to trigger a “Slow Traffic

Ahead” alert. In the Networked Traveler projecippresearch discussed in the literature review
suggested that drivers should be alerted to spéfedetitials greater than 15 mph, but other
algorithms or conditions could be placed on thetalEor example, historical speeds could be
used to raise or lower the speed differential thoe and the alert algorithm could do a better
job of looking at the speeds ahead on the freevalgtermine the recommended speed for the
driver.

6.1.4 “Disabled Vehicle Ahead” Alert Conclusions

This collaboration effort was the first attempttttiee researchers in this project know of to
create EPVs and provide drivers with soft-safegytalregarding disabled vehicles. The
prototype system worked as expected. With an Epate interval of 10 seconds, there was
minimal delay, between 25 and 31 seconds, in traiisghand receiving the locations of
disabled vehicles on the freeway network. Curgertlthe prototype system, EPV updates to
the server occurred at fixed intervals, and if e@n¢ occurred, such as the activation of the
hazard warning lights, this event was not trangditintil the next scheduled update request.
During the demonstration, the update rate wasoskd tseconds, so the longest that it took for an
event to reach the sever was 9 seconds, but ifgiiate interval were raised to one or more
minutes, much longer delays would be expectedt d?#ne solution would be for certain

vehicle events to trigger an immediate update ftioenEPYV to the server, but that only reduces
the delay on the transmitting of the event fromE®R/ to the server. The delay would also then
be dependent on the update rate of the vehiclesvieg the alert information. Reducing the
event propagation delay below the vehicle upddatewauld then require the communication
system to utilize an information push architectuather than the current pull architecture.

Perhaps the largest topic that requires futurearebecenters around what kind of soft-safety
alert to provide to drivers and when to providentheOnce the traffic server knows that there is
a disabled vehicle of some sort, the questionrstiiains about what to do with that information.
During the demonstration, drivers were warned abtutisabled vehicles, whether they were
related to a traffic backup or not. Whether orthat is the best policy is still unknown. As an
example, the policy in many Traffic Management @en(TMCSs) is to confirm the event with
further evidence before giving drivers an alerthi@i on the website or through a variable
message sign). Thus, if someone calls in a didal#gicle, operators in the TMC might be
required to visually verify the vehicle using caaseor some other means before they take
action, and this may or may not be the best pdbcyn-vehicle alerts.

Currently, there have been very few functional iempéntations of soft-safety driving alert
systems, and the Networked Traveler project, aleitly this current collaboration between
California PATH and Renault are among those fewasdsl on this limited research, this topic
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stills shows much promise, but the question sithains as to what kinds of soft-safety alerts
driver will accept, desire, and be willing to puaske.
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