
UCLA
UCLA Electronic Theses and Dissertations

Title
Electron-THz Wave Interactions in a Guided Inverse Free Electron Laser

Permalink
https://escholarship.org/uc/item/5n4543bs

Author
Snively, Emma Joyce Curry

Publication Date
2018
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/5n4543bs
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA

Los Angeles

Electron-THz Wave Interactions

in a Guided Inverse Free Electron Laser

A dissertation submitted in partial satisfaction

of the requirements for the degree

Doctor of Philosophy in Physics

by

Emma Joyce Curry Snively

2018



c© Copyright by

Emma Joyce Curry Snively

2018



ABSTRACT OF THE DISSERTATION

Electron-THz Wave Interactions

in a Guided Inverse Free Electron Laser

by

Emma Joyce Curry Snively

Doctor of Philosophy in Physics

University of California, Los Angeles, 2018

Professor Pietro Musumeci, Chair

The THz frequency regime holds the possibility of a new frontier in advanced accelerator

research. In bridging the gap between optical and RF technology, THz-based accelerating

structures can retain advantages from both, achieving high field gradients while maintaining

large temporal acceptance relative to beam size. These features make THz radiation an

exciting tool for beam manipulation, but, thus far, exploration of its application to acceler-

ator physics has been limited by the low power of today’s THz source technology, typically

limited to a µJ-level pulse energy, often in a near single cycle waveform.

In this dissertation, we present a guiding technique for phase and group velocity matched

interaction between a near single cycle THz pulse and an electron beam copropagating in

a magnetic undulator. This “zero-slippage” scheme results in efficient energy exchange,

necessary for utilizing a low power THz source, and in extended interaction, necessary for

harnessing short and intense THz pulses, along with unique features like broadband coupling

and tunable resonance that stem from the waveguide-induced dispersion. We explore the

applications of “zero-slippage” coupling in an inverse free electron laser (IFEL), for THz-

driven acceleration and beam manipulation, and a free electron laser (FEL), for broadband

THz amplification or a stand-alone THz source based on spontaneous superradiance.

To model this novel interaction regime, we developed a 1-dimensional FEL simulation tool

that tracks the THz pulse undergoing dispersion in a waveguide, along with the longitudinal
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phase space dynamics of the beam. The experimental work presented in this dissertation

includes a THz IFEL and FEL experiment, both conducted on the PEGASUS beamline

at UCLA using a 30 cm, planar, permanent magnet undulator and 1 µJ-level laser-based

THz source. The THz IFEL experiment produced a record 150 keV energy modulation

of the relativistic beam, verified the tunable resonance of the guided IFEL interaction, and

provided longitudinal phase space measurements demonstrating potential applications of the

technique, including bunch compression by a factor of two.

Measurements from the THz FEL experiment show evidence of both stimulated ampli-

fication/absorption of the THz seed pulse, and spontaneous superradiant emission, due to

the short bunch length relative to THz wavelength after bunch compression driven by the

PEGASUS linac. Extrapolating to a 100-200 pC beam in a tapered undulator, simulations

predict corresponding THz outputs exceeding 100 µJ with up to 30 % beam energy extrac-

tion, from broadband amplification with a long beam or spontaneous superradiance from a

short beam, inviting the development of exciting and competitive new THz sources using

the “zero-slippage” FEL technology.

iii



The dissertation of Emma Joyce Curry Snively is approved.

James Rosenzweig

Benjamin Joel Schwartz

Pietro Musumeci, Committee Chair

University of California, Los Angeles

2018

iv



To my mothers

v



TABLE OF CONTENTS

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Inverse Free Electron Laser acceleration . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Transverse ponderomotive vs. longitudinal coupling . . . . . . . . . . 4

1.2 THz frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 A “Zero-slippage” IFEL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Outline of this dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 The “Zero-Slippage” Inverse Free Electron Laser . . . . . . . . . . . . . . 12

2.1 IFEL Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1.1 A waveguide IFEL . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 “Zero-Slippage” velocity matching . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2.1 THz pulse description . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3 “Zero-slippage” IFEL Simulations . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3.1 WAFFEL Simulation Code: Wide-bandwidth AmpliFication in a Free

Electron Laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4 THz-driven transverse deflection . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4.1 GPT simulations of a THz-driven streaking diagnostic . . . . . . . . 41

3 Experimental Techniques: THz generation, detection, and guided propa-

gation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.1 Optical rectification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.1.1 Pulse front tilting for optical rectification . . . . . . . . . . . . . . . . 50

3.2 THz source setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2.1 THz detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

vi



3.2.2 THz transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.3 Electro-Optic Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.4 Curved Parallel Plate Waveguide . . . . . . . . . . . . . . . . . . . . . . . . 67

3.4.1 EOS measurements of tunable group velocity . . . . . . . . . . . . . . 70

3.4.2 CPPWG modes for THz streaking diagnostic . . . . . . . . . . . . . . 73

3.5 THz detection using photoconductive antennas . . . . . . . . . . . . . . . . . 77

4 THz IFEL Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.1 Guided IFEL design and construction . . . . . . . . . . . . . . . . . . . . . . 86

4.1.1 Undulator design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.1.2 CPPWG and mount design . . . . . . . . . . . . . . . . . . . . . . . 93

4.2 PEGASUS Beamline: Experimental setup . . . . . . . . . . . . . . . . . . . 93

4.2.1 THz generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.2.2 UV generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.2.3 Electron beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.3 THz IFEL measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.3.1 Tunable IFEL resonance condition . . . . . . . . . . . . . . . . . . . 110

4.3.2 Longitudinal phase space measurements . . . . . . . . . . . . . . . . 113

4.3.3 THz-driven bunch compression . . . . . . . . . . . . . . . . . . . . . 118

5 THz FEL Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.0.1 THz diagnostics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

5.0.2 Electron bunch compression . . . . . . . . . . . . . . . . . . . . . . . 127

5.1 THz FEL measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.2 THz FEL simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.2.1 Broadband THz amplification . . . . . . . . . . . . . . . . . . . . . . 135

vii



5.2.2 Spontaneous superradiance . . . . . . . . . . . . . . . . . . . . . . . . 137

6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

A EOS signal calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

viii



LIST OF FIGURES

1.1 Dispersion curves for “zero-slippage” interaction . . . . . . . . . . . . . . . . . . 9

2.1 Diagram of an IFEL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Particle trajectories in the ponderomotive bucket . . . . . . . . . . . . . . . . . 18

2.3 Diagram of the guided IFEL, showing waveguide and undulator . . . . . . . . . 20

2.4 Phase and group velocity matching conditions in a guided IFEL . . . . . . . . . 25

2.5 Comparison of resonant interaction bandwidth . . . . . . . . . . . . . . . . . . . 29

2.6 Visualizations of THz-driven streaking schemes . . . . . . . . . . . . . . . . . . 39

2.7 GPT simulations of beam trajectory through the undulator . . . . . . . . . . . . 42

2.8 GPT simulation results for THz streaking using the TE11 mode . . . . . . . . . 43

2.9 GPT simulation results for THz streaking using the TE20 mode . . . . . . . . . 44

3.1 Optical rectification with tilted laser pulse front . . . . . . . . . . . . . . . . . . 51

3.2 Pulse front tilt set-up using a diffraction grating . . . . . . . . . . . . . . . . . . 52

3.3 Determining pulse front tilt geometry . . . . . . . . . . . . . . . . . . . . . . . . 54

3.4 Benchtop THz source diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.5 THz transport system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6 Diagram of ZnTe orientation for EOS . . . . . . . . . . . . . . . . . . . . . . . . 63

3.7 EOS characterization of THz source . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.8 Curved parallel plate waveguide (CPPWG) diagram . . . . . . . . . . . . . . . . 68

3.9 TE01 mode profile used for IFEL . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.10 Diagram of EOS setup used to characterize THz dispersion in the CPPWG . . . 71

3.11 EOS characterization of THz source . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.12 EOS measurements after THz propagation in CPPWG . . . . . . . . . . . . . . 74

ix



3.13 CPPWG mode profiles for THz streaking . . . . . . . . . . . . . . . . . . . . . . 76

3.14 Photograph of the PCA device . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.15 Comparison of THz measurements using the PCA and EOS . . . . . . . . . . . 79

3.16 PCA experiment setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.17 Diagram of the photoconductive antenna . . . . . . . . . . . . . . . . . . . . . . 80

3.18 PCA signal timing scan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.19 PCA signal for varying beam charge . . . . . . . . . . . . . . . . . . . . . . . . 83

3.20 PCA signal for varying beam distance . . . . . . . . . . . . . . . . . . . . . . . 83

4.1 IFEL resonance at 0.8 THz in free space vs. “zero-slippage” regime . . . . . . . 86

4.2 Diagram of undulator Halbach array . . . . . . . . . . . . . . . . . . . . . . . . 88

4.3 Radia model of the undulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.4 Diagram of undulator cross section . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.5 Photograph of undulator tuning . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.6 Photograph of combined undulator-CPPWG apparatus . . . . . . . . . . . . . . 92

4.7 THz source and undulator setup on beamline . . . . . . . . . . . . . . . . . . . 95

4.8 Photograph of CPPWG entrance and ZnTe for EOS measurements . . . . . . . 96

4.9 Diagram of the PEGASUS beamline . . . . . . . . . . . . . . . . . . . . . . . . 99

4.10 Diagram of the THz IFEL experiment at PEGASUS . . . . . . . . . . . . . . . 101

4.11 Photograph of CPPWG entrance with DRZ for beam position monitoring . . . . 102

4.12 Photograph of the PEGASUS beamline . . . . . . . . . . . . . . . . . . . . . . . 103

4.13 3-D visualization of the streaking diagnostic . . . . . . . . . . . . . . . . . . . . 104

4.14 Examples of the beam energy distribution after THz IFEL interaction . . . . . . 106

4.15 Analysis of energy distribution slices after THz IFEL interaction . . . . . . . . . 107

4.16 Timing scan of IFEL energy modulation . . . . . . . . . . . . . . . . . . . . . . 108

x



4.17 LPS simulation of the THz IFEL interaction . . . . . . . . . . . . . . . . . . . . 109

4.18 Measurements demonstrating the tunable IFEL resonance condition . . . . . . . 111

4.19 Raw LPS images with THz off and THz on . . . . . . . . . . . . . . . . . . . . . 113

4.20 Processing of raw LPS images to remove RF curvature . . . . . . . . . . . . . . 114

4.21 Frequency chirp in LPS image and dispersed THz profile . . . . . . . . . . . . . 115

4.22 Example LPS image with irregular energy modulation . . . . . . . . . . . . . . 116

4.23 Scaling of the energy modulation as a function of THz energy . . . . . . . . . . 117

4.24 Raw LPS images with varying beam TOA . . . . . . . . . . . . . . . . . . . . . 118

4.25 LPS image processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

4.26 Example images of short beam bunch compression . . . . . . . . . . . . . . . . . 120

4.27 Distribution of short beam LPS measurements . . . . . . . . . . . . . . . . . . . 122

5.1 Diagram of the beamline set up for the THz FEL experiment . . . . . . . . . . . 126

5.2 GPT simulations using linac as bunching cavity . . . . . . . . . . . . . . . . . . 128

5.3 WAFFEL simulation of beam LPS in THz FEL experiment . . . . . . . . . . . . 129

5.4 Simulated output THz energy vs. input arrival time . . . . . . . . . . . . . . . . 130

5.5 Measurements of THz output energy vs. input arrival time . . . . . . . . . . . . 131

5.6 Measurements of THz output energy vs. beam charge . . . . . . . . . . . . . . . 133

5.7 WAFFEL simulation of seeded THz FEL gain . . . . . . . . . . . . . . . . . . . 136

5.8 WAFFEL simulation of seeded THz FEL gain without tapering . . . . . . . . . 137

5.9 WAFFEL simulation of spontaneous superradiant THz FEL gain . . . . . . . . 139

5.10 Resonant energy and bucket height in the tapered undulator simulation . . . . . 140

5.11 Simulated evolution of THz spectrum produced via spontaneous superradiance . 141

A.1 Rotation of index of refraction ellipse in ZnTe . . . . . . . . . . . . . . . . . . . 146

xi



LIST OF TABLES

2.1 Comparison of THz streaking schemes . . . . . . . . . . . . . . . . . . . . . . . 40

3.1 CPPWG coupling efficiency for THz streaking . . . . . . . . . . . . . . . . . . . 75

3.2 Parameters for the PCA-based beam timing experiment . . . . . . . . . . . . . 81

4.1 Undulator magnet specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2 PEGASUS beam parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.1 FEL Gain Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

xii



ACKNOWLEDGMENTS

I’d like to begin by thanking my adviser Pietro Musumeci. From the projects and collabo-

rations he has steered my way, to the conferences I have attended, I am immensely grateful

for his dedication to ensuring every opportunity for success is available to me, and to all the

students in his research group. I am still amazed to have stumbled into such a wonderful

research environment. As it evolves through generations, PBPL maintains a balance of re-

spect and irreverence that fosters both the drive for excellence in our research and also a

ridiculously fun and welcoming sense of community. In the interest of brevity I should not

name everyone, but really I would like to thank each and every member of PBPL, please

know you have been greatly appreciated.

For teaching me the ropes, I want to thank Joe, Cheyne, Renkai, Oliver, Gerard, and

especially Josh Moody, for laying the groundwork for the THz IFEL that became my thesis

project, along with a big thank you to Kristin, Hoss, Evan, Sean, Long, and Kevin for

welcoming me in, not just as a co-worker, but as a friend, when I was new in L.A. and had

no idea what I was getting into. I want to thank my generation of Pietro’s grad students,

David, Nick, and Eylene, along with Claudio, Ryan, Ivan, DB and Jared for what have

become wonderful, I hope lifelong, friendships. I’ve had so much fun these years, from

PBPL BBQs and foosball tournaments, to D&D and musical gigs.

I want to thank Pietro’s undergrads Siara, who helped me design and build the THz

IFEL, and Junwen, who helped me run the THz FEL experiment, as well as Pietro’s post

docs Jared, for running PEGASUS with me on my first THz IFEL experiment, and Jorge

and Xinglai, whom I’ve had the pleasure of collaborating with on the split ring resonator

project. I’d also like to thank my collaborators outside of PBPL. Prof. Avraham Gover

has been an invaluable source of knowledge on the “zero-slippage” technique and the design

and theory of the waveguide IFEL. Thank you to Bryce Jacobson and Alex Murokh, for

coming to me with the photoconductive antenna project, and to Tolga Yardimci and Prof.

Mona Jarrahi, for contributing the plasmonics-enhanced PCA technology that has made it

a success.

xiii



I’d like to thank Nickie Ng for all her help with my traveling logistics, and the UCLA

Physical Sciences Division Machine shop, led by Harry Lockart, for making all the parts

of the undulator, the waveguide, and numerous other pieces and modifications that were

critical to the success of my project. I also want to thank both the U.S. DOE and NSF for

supporting much of my research through grants DE-SC0009914 and PHY-1734215.

To my family and friends, thank you for showering me with love and support through

the many years of my academic journey. Your enthusiasm for my work is contagious and

always much appreciated.

Finally, to my husband, River, your unbridled confidence in me and my abilities leaves

me humbled and filled with pride. As we have gone through this odyssey of physics graduate

school together, you’ve seen the best and worst parts of me in both physics and life. Thank

you for fielding my most cringe-worthy questions, being a party to my best breakthroughs,

supporting me through each moment of doubt, and filling my life with joy every day.

xiv



VITA

2009–2012 Undergraduate Research Assistant, Physics Department, University of

Chicago.

2012 B.A. in Physics (with Honors), University of Chicago

2013 M.S. in Physics, University of California, Los Angeles

2013-2014 Teaching Assistant, Physics and Astronomy Department, University of

California, Los Angeles

2012-2018 Graduate Student Researcher under Pietro Musumeci, UCLA Particle

Beam Physics Laboratory

PUBLICATIONS

M. Ave, M. Bohacova, E. Curry, P. Di Carlo, C. Di Giulio, P. Facal San Luis, D. Gonza-

les et al. “Precise measurement of the absolute fluorescence yield of the 337 nm band in

atmospheric gases.” Astroparticle Physics, 42 (2013): 90-102.

E. Curry, P. Musumeci, J. Moody, and J. Duris. “THz-based phase-space manipulation

of electron bunches.” In AIP Conference Proceedings, vol. 1777, no. 1, p. 080003. AIP

Publishing, 2016.

E. Curry, A. Gover, S. Fabbri, and P. Musumeci. “THz Based Phase-Space Manipulation in

a Guided IFEL.” In FEL 2015 Conference Proceedings, (2015): TUP069.

E. Curry, B. Jacobson, A. Murokh, and P. Musumeci. “Sub-picosecond shot-to-shot electron

xv



beam and laser timing using a photoconductive THz antenna.” In 4th International Beam

Instrumentation Conference (IBIC2015), Melbourne, Australia, 13-17 September 2015, pp.

243-245. JACOW, Geneva, Switzerland, 2016.

E. Curry, S. Fabbri, P. Musumeci, and A. Gover. “THz-driven zero-slippage IFEL scheme

for phase space manipulation.” New Journal of Physics, 18, no. 11 (2016): 113045.

E. Curry, B. Jacobson, M. Jarrahi, P. Musumeci, and N. Yardimci. “Synchronization of ps

Electron Bunches and fs Laser Pulses Using a Plasmonics-Enhanced Large-Area Photocon-

ductive Detector.” In 5th Int. Beam Instrumentation Conf. (IBIC’16), Barcelona, Spain,

Sept. 13-18, 2016, pp. 775-778. JACOW, Geneva, Switzerland, 2017.

E. Curry, S. Fabbri, P. Musumeci, and A. Gover. “Simulation of 3-D effects in THz-based

phase space manipulation.” Nuclear Instruments and Methods in Physics Research Section

A: Accelerators, Spectrometers, Detectors and Associated Equipment, 865 (2017): 67-70.

E. Curry, S. Fabbri, J. Maxson, P. Musumeci, and A. Gover. “Meter-scale terahertz-driven

acceleration of a relativistic beam.” Physical review letters, 120, no. 9 (2018): 094801.

E. C. Snively, N. T. Yardimci, B. T. Jacobson, M. Jarrahi, P. Musumeci, and A. Murokh.

“Non-invasive low charge electron beam time-of-arrival diagnostic using a plasmonics-enhanced

photoconductive antenna.” Accepted to Applied Physics Letters, (2018).

E. C. Snively, J. Xiong, P. Musumeci, and A. Gover. “Broadband THz Amplification and

Superradiant Spontaneous Emission in a Guided FEL.” Under review at Optica, (2018).

*Last name changed to Snively from Curry in 2018

xvi



CHAPTER 1

Introduction

Particle accelerators are a formidable tool in the arsenal of scientific discovery. On the

most expansive scale, they give us the ability to find new particles and verify theories like

the Standard Model of particle physics, bolstering our knowledge of fundamental physics

and inspiring humanity with greater understanding of our universe. That enhancement of

knowledge is complemented at the microscopic scale, with accelerators enabling the study of

materials and dynamical processes at the atomic level, providing insight into structural biol-

ogy and chemistry. Just as impressively, the influence of accelerator technology reaches, often

unseen, into our everyday lives, from the extremely personal level, with medical diagnostics

and treatment, to the societal level with industrial applications and security imaging.

Accelerator technology has flourished in the radiofrequency (RF) regime. Around the

world, the infrastructure of modern accelerator facilities has been built upon robust, reliable

RF technology, which remains largely unchanged from its original form [1]. There are many

paths forward now as the accelerator physics community seeks to push the peak attainable

beam energy and the efficiency of interaction beyond our current capabilities. There is

extensive research on improving RF technology, including superconducting RF cavities [2]

and innovative normal conducting RF structures [3], and a massive body of work is dedicated

to plasma based acceleration [4], with wakefields driven by lasers [5] and wakefields driven by

beams [6]. There is also a diverse field of research dedicated to novel structures and coupling

schemes [7].

Hand in hand with these efforts is ongoing research into driving acceleration with elec-

tromagnetic fields in higher ranges of the frequency spectrum. The interest in acceleration

schemes using higher frequencies is in large part the result of one of the key limitations

1



on current RF accelerator technology, which consists of the breakdown within structures

operating above a certain threshold of accelerating field. From the empirical scaling of this

breakdown threshold, ∝ f 1/2 [8], it is clear that a higher breakdown threshold is attainable at

higher frequencies. In addition to sustaining larger gradient fields, moving to higher frequen-

cies allows energy manipulation at shorter length scales, making advantageous properties,

like shorter bunch lengths, more easily attainable.

The substantial energy density available from contemporary laser technology has pro-

moted a wide range of laser-driven acceleration schemes in today’s field of advanced acceler-

ator research. To harness higher frequencies for acceleration, alternative structures or cou-

pling techniques must be implemented. A structure-based acceleration technique operating

at laser frequencies cannot be obtained by simply re-scaling the components of RF-driven

structures. Instead, non-conventional machining techniques and specialized materials are

necessary to reach the length scales and damage thresholds required.

A prominent example of this groundbreaking technology is the fused silica dielectric laser

accelerator (DLA) developed by the Accelerator on a Chip International Program (ACHIP).

The high frequency driving field and novel nanofabricated structures have enabled record-

high (GeV/m) accelerating gradients [9], but they also place stringent requirements on the

electron beam emittance and control of both spatial alignment and timing. Only a small

fraction of those electrons making it through the structure aperture are injected at a phase

resulting in energy gain, while others fall outside of the temporal acceptance window to

interact at a phase inducing beam energy loss.

1.1 Inverse Free Electron Laser acceleration

The work presented in this dissertation falls into another category of laser-driven acceleration,

the Inverse Free Electron Laser (IFEL), which can circumvent the problem of breakdown

entirely. This technique uses ponderomotive coupling from the combined effects of a periodic

magnetostatic undulator field and an electromagnetic wave to exchange energy between the

laser and the electron beam. The only structure required for the conventional IFEL process
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is the source of the magnetic field, typically a periodic array of undulator magnets which

acts on the beam as a far field process, leaving no fundamental breakdown limitation for the

electromagnetic field of the laser.

The IFEL, proposed by Palmer in 1972 [10], is the inverse process of the energy exchange

in a Free Electron Laser (FEL), in which the beam is decelerated to radiate energy as a

coherent light source. In both cases, the principle of the interaction requires a periodic

magnetic field to give the beam a wiggling trajectory. This transverse motion enables energy

exchange with the transverse electric field of a laser that is copropagating with the beam.

The FEL mechanism, originally conceived by John Madey in 1971 [11], uses a seed

laser to modulate the beam energy in order to form a periodic density modulation, i.e.

“microbunching”, which allows the synchrotron radiation produced by the beamlets bending

in the undulator field to add coherently, amplifying the initial laser. Taking advantage of

concepts such as the Self-Amplified Spontaneous Emission (SASE) FEL [12], the so-called

“FEL instability” can be tuned for operation as a coherent light source without any seed laser,

ideal for frequencies not accessible with conventional bound-electron-based laser technology.

Most notably, the SASE-FEL has enabled the development of coherent Xray sources with

revolutionary capabilities [13].

In contrast to acceleration in a laser-driven dielectric structure, the laser-driven IFEL

allows full beam transmission and is not limited by a structure damage threshold. However,

side-by-side comparison of these techniques would be overreaching, given that much of the

driving force behind DLA research is dominated by unique advantages, like its radically small

footprint and potential for inexpensive mass production. Instead, we’ll note that the two

techniques share the disadvantage of small temporal acceptance window relative to beam

size, as determined by the driving frequency. For the DLA, this is evident in the acceleration

and deceleration of electrons at different injection phases within the transmitted beam.

Similarly, for the IFEL, this effect produces the periodic energy modulation that results in

“microbunching” at the laser wavelength.

3



1.1.1 Transverse ponderomotive vs. longitudinal coupling

To establish resonant IFEL interaction between the laser and the beam as it wiggles in the

undulator, a phase velocity matching condition

ω = (k0 + ku)βzc. (1.1)

is required, where ω and k0 are the radiation frequency and wavenumber in free space, ku is

the wavenumber corresponding to an undulator period, λu = 2π
ku

, and βzc is the longitudinal

beam velocity. This allows the beam to slip backwards along the electromagnetic wave by

one period (may also be an integer number of periods) as it progresses through one period

of the undulator, maintaining a constant interaction phase, as we’ll describe in more detail

in Chapter 2.

Alternatively, in a longitudinal “slow-wave” (Cherenkov and Smith-Purcell [14, 15]) cou-

pling scheme for exchanging energy between a laser and electron beam, the specialized struc-

ture, such as a dielectric or corrugated waveguide, which supports a mode of the electromag-

netic wave with a longitudinal component to the field must have a periodicity satisfying, for

particles traveling at velocity cβz, the phase synchronism condition

ω = kzβzc (1.2)

for the selected mode. In the following discussion, we highlight the relevant results from

a comparison of laser-to-beam coupling schemes compiled in Ref. [16].

For both IFEL and longitudinal coupling schemes, the fields driving the interaction are

supported by a physical structure. The periodic magnetostatic field of the undulator decays

exponentially with increasing distance from the magnets, and the slow radiation mode sup-

ported by the longitudinal structure decays exponentially with distance from the structure

wall. In both cases, the need for a structure imposes a limitation on the device size in order

to have a substantial field in the space occupied by the electron beam. However, as we will

see, this distance is much larger for the undulator case, especially for ultrarelativistic parti-
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cles, giving it significant advantages over the near field structures necessary for longitudinal

coupling.

A useful point of comparison between the two coupling schemes is provided by the decay

constant, k⊥, that appears in the field description, i.e. proportional to e−k⊥x where x is

the distance away from the magnetic field source or slow wave structure wall. The decay

constant, k⊥, is determined by the geometry of the periodic field source or slow wave structure

and by the interaction frequency. For the case of transverse ponderomotive coupling in an

undulator, k⊥ is equal to the undulator wavenumber ku to satisfy the magnetostatic Laplace

equation. In the case of longitudinal coupling with a TM mode, k⊥ should satisfy the

Helmholtz equation. The decay constants are then given by

k⊥ =

{
ku , transverse coupling(

k2
z − ω2

c2

)1/2

, longitudinal coupling.
(1.3)

The decay constant establishes a transverse acceptance interaction range, inversely pro-

portional to that parameter, in which there is strong coupling for beam-wave interaction.

We can use the dispersion relations for phase synchronism in each case (Eqs. 1.1 and 1.2) to

write this distance in terms of the beam Lorentz factor with normalization by the wavelength

for both schemes. Defining the interaction range to be 1
2k⊥

, we have

1

2k⊥
=

λ

4π

{
βz

1−βz , transverse coupling

βzγz , longitudinal coupling.
(1.4)

In the non-relativistic limit, the interaction ranges have equivalent magnitudes for both

manipulation techniques, but as one approaches the highly relativistic limit the interac-

tion range is proportional to 2γ2
z for the transverse coupling technique and to γz for the

longitudinal technique. This larger transverse acceptance of the interaction region is the

main advantage of transverse ponderomotive coupling using an undulator magnetic field

(commonly referred to as FEL or IFEL coupling) as compared to longitudinal “slow-wave”

(Cherenkov and Smith-Purcell) coupling in a dielectric or corrugated waveguide structure.
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This scaling is advantageous for beam transmission, making it substantially easier to

propagate significant charge through the device when the wavelength of the driving field is

shrunk by two or three orders of magnitude from conventional radiofrequency. The cross-

section of the relativistic beam accelerated by the electromagnetic wave can be significantly

larger in the undulator coupling case. Furthermore, because the electromagnetic wave ex-

changing energy with the beam remains far from the boundaries set by the undulator, for free

space laser propagation there is no attenuation due to ohmic losses, improving the efficiency

of the interaction, and no fundamental limit to the field strength imposed by breakdown in

the device.

1.2 THz frequencies

The frequency range that corresponds to wavelengths two to three orders of magnitude

smaller than conventional RF, but still larger than laser wavelengths, is the THz regime.

Accelerating structures operating in the THz range (0.1-10 THz) still have a length scale

large enough to retain advantages associated with RF structures, such as broad temporal

acceptance windows and large structure apertures, but the higher frequency means such

structures can sustain higher field gradients and provide a more efficient energy chirp for

beam phase space manipulation or transverse deflection for longitudinal diagnostics.

In addition to these unique advantages for accelerator applications, the THz regime is

also of particular relevance as an FEL application, as it falls outside the range of frequencies

that can typically be generated by bound-electron-based laser sources, without a subsequent

process of difference frequency mixing. The THz regime deserves an introduction of its own,

as it has been significant for both the challenge of developing sources as well as the broad

range of applications in which it has already proven invaluable, within only a few decades of

research.

Until recently, the frequency range of 0.3-10 THz was referred to as the “THz gap” due

to a dearth of powerful sources, but after decades of intensive research, a broad array of THz

generation techniques have become available, from quantum cascade lasers, to THz vac-
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uum electronics, to laser-driven and accelerator-based sources [17, 18]. These THz sources

have been implemented in a wide range of applications across several fields of research, in-

cluding high frequency communications, medical and security imaging, and nonlinear spec-

troscopy [18, 19].

State-of-the-art optical rectification techniques can produce picosecond-scale THz pulses

with pulse energies on the order of tens of microjoules from a femtosecond laser source

in a university laboratory setting [20]. These laser-driven sources, based on pulse-front-

tilted optical rectification in lithium niobate [21] or optical rectification in large-area organic

crystals [22], are of particular interest for accelerator applications because of the high peak

fields attainable (now routinely on the order of 100 MV/m; peak demonstrated field of >3

GV/m [22]) and the inherent synchronization to the laser source which can be used for

multiple processes like beam generation and subsequent pump-probe experiments.

With the advent of these intense laser-driven sources, THz-based accelerator projects have

flourished, creating an active and exciting new field of research. Recent experiments have

included applications such as a THz-driven linac [23], photoinjector [24], and transverse de-

flecting beam diagnostic [25, 26]. Some THz-driven structures have even been demonstrated

as multi-functional, with experiments showing implementation as both accelerator and then

diagnostic [27, 28]. While large accelerating and deflecting gradients have been achieved

in these examples, a key constraint in each of these cases has arisen from the duration of

interaction that can be achieved with the short THz pulse. Given the current limitations on

available THz intensity, though drastically improved over the last few decades, a necessary

goal for any THz-driven accelerator application is efficient coupling for energy exchange and,

ideally, extendable interaction length.

The IFEL process provides a highly efficient method for energy exchange, making it an

attractive candidate for utilizing today’s THz sources. However, the IFEL scheme relies

on the beam slipping backwards relative to the laser pulse. To have the net effect of the

energy exchange add constructively over many periods of oscillation within the undulator,

the beam must slip backwards relative to the electromagnetic wave by a phase difference

of 2πn, with integer multiple n, as it traverses a single undulator period, codified in the
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resonance condition of Eq. 1.1. As a result, the duration of interaction is limited by the

laser pulse length, which becomes a particularly serious problem for an IFEL driven by the

short, intense THz pulse that is produced from a laser-driven source.

1.3 A “Zero-slippage” IFEL

The work described in this dissertation has focused on developing a method to harness these

short, intense THz pulses for efficient beam phase space manipulation over an extended

interaction using a novel modification of the IFEL mechanism to operate in a “zero-slippage”

regime. This new IFEL technique uses a waveguide to control the dispersion of the THz pulse,

with the energy exchange occurring not in free-space propagation within the undulator, but

inside a waveguide nested between the parallel arrays of undulator magnets. The addition of

the waveguide facilitates simultaneous phase and group velocity matching between the beam

and guided THz pulse. The conventional phase matching required for IFEL interaction is

modified only in that the laser wavenumber now reflects propagation inside the waveguide.

The group velocity matching keeps the THz pulse envelope spatially overlapped with the

beam, achieving meter-scale interaction.

In Figure 1.1, we show the dispersion curves governing the THz propagation for a plane

wave in free space and in a waveguide, alongside the effective dispersion relation for the

electron beam in the undulator, given by the phase velocity matching condition for IFEL

resonance. Intersection points correspond to frequencies at which there is resonant interac-

tion; tangential intersection indicates group velocity matching. While these curves are not

drawn to scale in order to better illustrate the intersection points, they make it immediately

clear that the “zero-slippage” regime enables resonant interaction over a range of frequencies,

rather than the single frequency model of a typical free space IFEL interaction.

This broadband coupling represents a novel regime of IFEL operation, requiring new

simulation tools, as we discuss in Chapter 2, and offering new benefits and applications.

This effect improves the efficiency of energy extraction from a short laser pulse, because

it makes a greater portion of the broad spectral content available for resonant interaction,
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Figure 1.1: Dispersion curves for planar free-space (dotted black) and guided (solid blue)

propagation. Intersection with the line corresponding to electron beam oscillation (dashed

red) indicates resonant phase matching. The comparative bandwidth over which this can be

achieved is highlighted in yellow for the two cases. Tangential intersection, i.e. having the

same slope, indicates group velocity matching for a “zero-slippage” interaction.

a feature that is particularly relevant for interaction with the short THz pulses typically

produced by laser-driven sources. The limited power available from current THz sources calls

for highly efficient methods of interaction. Beyond the IFEL application of this technique,

the broadband coupling enabled by “zero-slippage” operation also provides an attractive

opportunity for FEL amplification and generation of broadband THz pulses, which we discuss

in Chapter 5.

The concept of using a waveguide to match both group and phase velocity within an FEL

was first discussed by Yu et al. in 1987 [29], and several studies have since been performed

to explore an analytical model of the system [30, 31]. While the “zero-slippage” technique is

a novel application of a waveguide-modified IFEL, the use of a waveguide for the purpose of

maintaining laser intensity during IFEL interaction is certainly not new. One of the earliest

demonstrations of IFEL acceleration, performed at Brookhaven National Laboratory in 1993,

used a sapphire waveguide to control the intensity of the CO2 laser driving the interaction
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[32]. While subsequent IFEL experiments at laser frequencies would go on to explore the

diffraction limited regime [33] and achieve significant accelerating gradients via tapering

of the undulator [34], the use of waveguides has remained a common feature in THz FEL

systems.

There are many examples of THz FEL facilities around the world [35, 36, 37, 38, 39, 40]

and numerous proposals for compact, and even table-top scale, THz FEL sources [41, 42, 43].

In most of these cases a waveguide is used to control the diffraction of the THz pulse, confining

the THz field over a longer interaction length. The THz-driven IFEL and FEL interactions

discussed in this dissertation are unique among THz FELs in that the waveguide parameters

were chosen not just to mitigate diffraction, but to allow operation in this novel “zero-

slippage” regime. The improvement to interaction efficiency that comes from maintaining

spatial overlap between the electron beam and short THz pulse is key to the success of this

experiment which efficiently used a THz source with just up to 1 µJ pulse energy, making it

the only demonstration of a THz-driven IFEL to date.

This dissertation includes proof-of-principle results from a series of “zero-slippage” IFEL

and FEL experiments performed on the PEGASUS beamline at UCLA. The undulator and

waveguide apparatus were designed for compatibility with the PEGASUS beamline param-

eters and fabricated at UCLA’s Physical Sciences Machine Shop. The THz pulse driving

the IFEL interaction was produced by pulse-front-tilted optical rectification of an 800 nm

Ti:Sapphire laser pulse with ∼ 0.1% conversion efficiency. The initial 2.5 mJ IR laser pulse

was split, with the majority of the pulse energy dedicated to the THz source. The remaining

IR pulse was converted into UV and used to generate electron bunches from the 1.6 cell

S-band photogun installed on PEGASUS [44].

Initial results, discussed in Chapter 4, include the demonstration of a tunable IFEL res-

onance condition, based on a dynamically adjustable waveguide aperture, over a range of

beam energies (5-8 MeV). The technique was then employed for the applications of beam

timestamping and bunch length compression. Full longitudinal phase space measurements

of the beam provided valuable insight into the interaction process, beam parameters, and di-

agnostic capabilities, informing subsequent measurements. A second round of tests centered
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on the THz output energy after “zero-slippage” interaction. Measurements of the output

THz pulse showed evidence of both stimulated emission and a novel regime of spontaneous

superradiant emission, due to the short bunch length (< 200 fs rms) relative to resonant

THz frequency (0.8 THz).

1.4 Outline of this dissertation

The content of this dissertation is as follows. In the subsequent chapter, we introduce a simple

1-D analytical model for an IFEL and then extend our discussion to the “zero-slippage”

regime of IFEL interaction. We then formalize the equations used to determine the charged

particle phase space and THz field evolution in our newly developed multi-frequency FEL

code named WAFFEL. We also briefly review our investigation into a THz-driven streaking

diagnostic based on the “zero-slippage” technique. In Chapter 3, we discuss THz generation

schemes and detection methods, with a focus on the techniques used over the course of

experiments at UCLA. In Chapter 4, we review the experimental setup at PEGASUS and

present the results of our first proof-of-principle experiment demonstrating beam phase space

manipulation in a “zero-slippage” IFEL. In Chapter 5, we discuss our THz FEL experiment

and present measurements of the THz output pulse after “zero-slippage” FEL interaction.

We then explore the new characteristics and capabilities of a THz FEL operating in the

“zero-slippage” regime using simulations of both THz generation and amplification. Finally,

in Chapter 6, we summarize the results of this body of work and discuss the outlook of the

“zero-slippage” technique for future IFEL and FEL applications.

11



CHAPTER 2

The “Zero-Slippage” Inverse Free Electron Laser

In this chapter, we lay down the theoretical framework used to guide our experimental study

of the “zero-slippage” IFEL regime. We’ll also discuss how we translate our simple analytical

model of the interaction into a simulation with multi-particle dynamics, able to model the

unique properties of a broadband “zero-slippage” interaction. The inverse free electron

laser (IFEL) is a well-established form of laser-driven beam manipulation with a wealth of

research [33, 34, 45, 46, 47] upon which to build when designing a new IFEL experiment. In

the following sections, we discuss the interaction in terms of a simple 1-D model; for a more

thorough discussion of the transverse particle dynamics we point the reader to Ref. [48].

2.1 IFEL Theory

To introduce the principles of free electron laser (FEL) interaction, we consider a 1-dimensional

description of the dynamics for an electron copropagating with a laser in a planar undulator

field, as illustrated in Fig. 2.1. The goal is to model the evolution of the electron energy in

the presence of the combined undulator and laser fields and determine what conditions are

necessary for that energy exchange to add constructively.

To good approximation, the undulator field in the vicinity of the electron beam can be

described by

Bund = Bu sin(kuz)ŷ (2.1)

for an undulator with period λu = 2π/ku, and peak on-axis magnetic field Bu. To drive the

energy modulation in this planar undulator, we use a laser with linear polarization that is

parallel to the direction of beam wiggle, so perpendicular to the undulator field. We model
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Figure 2.1: The undulator magnet arrays produce a static magnetic field pointing in the

y-direction with sign and magnitude that varies sinusoidally along the beamline axis. This

field causes the electron beam trajectory (dotted red line) to bend back and forth in the x-z

plane while spatially and temporally overlapped with the laser field (transparent blue). One

undulator period, λu, is four magnets long.
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the laser using a plane wave with electric field written as

Elaser = E0 sin(k0z − ωt)x̂ (2.2)

with peak amplitude E0, frequency ω, and wavenumber k0 for propagation in free space.

The Lorentz force on an electron in this system, in terms of its four-momentum is(
d(γmc2)

dt
,
d(γmv)

dt

)
=

(
− eElaser · v,−e (Elaser + v × (Blaser + Bund))

)
. (2.3)

The magnitude of the normalized vector potential of the undulator, K = eBu
kumc

, also called

the undulator parameter, is generally much larger than the normalized vector potential of

the laser field, Klaser = eE0

k0mc2
, and so we can neglect the contribution of the laser field in

determining the electron motion. The transverse velocity of the electron dictated by this

undulator field is

vx = −cK
γ

cos(kuz) (2.4)

given that vz ≈ c.

Substituting Eqs. 2.2 and 2.4 into the scalar component of Eq. 2.3, we can determine

the evolution of the particle energy, beginning from

mc2dγ

dt
= −e(E0 sin(k0z − ωt))(−

cK

γ
cos(kuz)) (2.5)

mc2dγ

dz
vz =

ecE0K

γ
sin(k0z − ωt) cos(kuz) (2.6)

and using the definition of Klaser, and once again vz ≈ c, to simplify the expression to

dγ

dz
=
k0KlaserK

γ
sin(k0z − ωt) cos(kuz). (2.7)

To understand the conditions under which this force results in a net effect on the electron’s

energy, it is useful to separate the expression on the right side of Eq. 2.7 into slow and fast

oscillating terms,

dγ

dz
=
k0KlaserK

2γ

(
sin(k0z − ωt+ kuz)︸ ︷︷ ︸

slow

+ sin(k0z − ωt− kuz)︸ ︷︷ ︸
fast

)
(2.8)
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Looking at the rate of change in phase, θ = k0z−ωt+kuz, for the slowly oscillating term

dθ

dt
= (k0 + ku)βzc− ω (2.9)

we see that, for net energy change to occur, this derivative can be set to 0 such that the

phase of the interaction, or alternatively the sign and magnitude of the energy exchange

term, remains constant, giving us the resonance condition (Eq. 1.1 from the Introduction)

ω = (k0 + ku)βzc. (2.10)

As for the quickly oscillating term, by solving for k0 and plugging into the expression, it is

clear that the corresponding phase changes at a rate approximately equal to −2kuc, resulting

in multiple oscillations over a single undulator period, averaging to no net effect.

The average of the longitudinal beam velocity is used when implementing the resonance

condition (Eq. 2.10) to establish the stationary phase. In practice, the longitudinal velocity

varies due to the oscillations in the transverse velocity, since β2
0 = β2

z + β2
x. From Eq. 2.4,

we can calculate the actual longitudinal beam velocity, vz , as

vz = c

√
1− 1

γ2
− K2

γ2
cos2(kuz) (2.11)

with average

cβ̄z ≈ c

(
1− 1 +K2/2

2γ2

)
. (2.12)

Substituting Eq. 2.12 into Eq. 2.10, we determine the resonance condition in terms of

the undulator parameters and the beam energy, γ. Starting from

ω = (k0 + ku)c

(
1− 1 +K2/2

2γ2
r

)
(2.13)

and using ku/k0 << 1 to simplify to

1 =

(
1 +

ku
k0

)(
1− 1 +K2/2

2γ2
r

)
≈ 1− 1 +K2/2

2γ2
r

+
ku
k0

(2.14)

we have now established the resonant particle energy, γ = γr, and resonant wavelength of

the laser, 2π
k0

= λr, with

λr
λu

=
1 +K2/2

2γ2
r

. (2.15)
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The preceding equations have governed the dynamics of a single particle navigating the

IFEL potential. To move the discussion towards a description of the multi-particle dynamics

of the full electron beam, it is useful to define a reference particle with stationary phase,

Ψr (i.e. dΨr
dt

= 0), and resonant energy, γr. The value of Ψr determines the ponderomotive

gradient of the system, since

dγ

dz
=
k0KlaserK

2γ
sin(Ψr) (2.16)

where Ψr = k0z − ωt + kuz. For Ψr = π/2, dγ
dz

is maximized, producing acceleration, while

for Ψr = 0 there is no net energy change of the resonant particle.

The actual ponderomotive gradient differs from this approximate relation due to the

nonuniform longitudinal beam velocity by an amount quantified by the so-called coupling

factor, JJ = J0

(
K2

4+2K2

)
− J1

(
K2

4+2K2

)
, in terms of Bessel functions of the first kind, which

modifies the effective coupling parameter such that, in Eq. 2.16, K → JJK.

To determine the effect of the ponderomotive potential on the other particles in the

electron beam, we define their energy and phase relative to the “resonant particle,” using

the normalized electron energy

η =
γ − γr
γr

. (2.17)

Because dη
dz

= 1
γr

dγ
dz

, the change in particle energy is then described by

dη

dz
=
k0KlaserKJJ

2γγr
sin(θ) (2.18)

in which the coefficients can be gathered into a single parameter ε = k0KlaserKJJ
2γ2
r

, since γ ≈ γr.

For the change in phase,

dθ

dt
= (k0 + ku)βzc− ω = ck0

(
1 +

ku
k0

)(
1− 1 +K2/2

2γ2

)
− ω (2.19)

and given that ku
k0
<< 1, this simplifies to

dθ

dt
= ck0

(
−1 +K2/2

2γ2
+
ku
k0

)
. (2.20)
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From Eq. 2.15, we know

γ2
r =

k0

ku

1 +K2/2

2
(2.21)

which means

dθ

dt
= ck0

(
− ku
k0γ2

γ2
r +

ku
k0

)
= cku

(
1− γ2

r

γ2

)
. (2.22)

Using the definition of η and the fact that η << 1, we have(
1− γ2

r

γ2

)
= 1−

[
(1 + η)−2

]
≈ 1−

[
1− 2η

]
. (2.23)

The resulting, simplified equations of motion are

dη

dz
= ε sin θ (2.24)

dθ

dz
= 2kuη (2.25)

These equations have the form of a physical pendulum, corresponding to a Hamiltonian,

H = kuη
2 + ε cos θ. From this framework, we can see that the ponderomotive potential

resulting from the combined effects of the undulator and laser fields, produces regions of

bound motion in the beam phase space, with particle trajectories rotating about the fixed

point of the reference particle with stationary phase.

This phase space, referred to as longitudinal phase space (LPS), is just a part of the full

beam phase space which consists of the 6 components corresponding to the 3-dimensional

position and momentum of each particle in the beam distribution, (x, px, y, py, z, pz) [49, 50].

Typically the LPS momentum component is defined as the particles’ energy, and the position

may be written with a distinct variable that indicates it is the particles’ position along the

beam trajectory or position relative to the bunch centroid, as we have done with (θ, η).

We describe these particles undergoing stable motion as “trapped” inside the pondero-

motive bucket that is defined by the separatrix (H = ε), as illustrated in Fig. 2.2. The

diagram in Fig. 2.2 depicts the rotating trajectories, a.k.a. synchrotron oscillations, of ex-

ample particles beginning with a range of phases at the resonant energy. In practice, the

bucket height, ηmax =
√

2ε
ku

, determines the beam energy acceptance range, with particles
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Figure 2.2: (a) Particles injected into the potential well at the resonant energy, but with

different initial phases (b) then rotate about the stationary phase under the influence of the

ponderomotive force, beginning the process of synchrotron oscillations within the bucket.

The normalized electron energy is plotted on the y-axis; the relative phase, in units of λ/2π,

is plotted on the x-axis.

outside of the separatrix executing unbound motion and becoming “detrapped.” The bucket

has an actual length in the z-coordinate of 2π
kz+ku

, and forms part of a sequence of pondero-

motive buckets that repeats periodically. In a typical IFEL, operating at laser frequencies,

the beam is broken up into these buckets, producing “microbunching,” but a THz IFEL,

with its comparatively long bucket, offers the possibility of total bunch capture, i.e. the

short beam is trapped in a single bucket.

One of the goals of our THz IFEL project was to use this feature of the THz wave to

efficiently compress the full beam. That is, to fit the entire beam near the resonant phase

(|θ| < π/2) so that it acquired a near-linear energy chirp which would then compress the

beam due to velocity bunching. Fundamentally, the THz wave can induce this energy chirp

more efficiently than a lower frequency wave, because a smaller field amplitude is required to

achieve the same field gradient near the zero-crossing of the waveform. At higher frequencies,

it becomes prohibitively difficult to get the beam short enough to fit within the region of

near-linear energy chirp. In the discussion of the THz IFEL experiment in Chapter 4, we

present beam measurements demonstrating compression via the THz IFEL interaction.
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Another potential application of the total bunch capture effect is to decrease the beam

timing jitter that arises from the RF system used to accelerate the beam. The limited

stability of accelerator drive sources produces an unavoidable jitter (of order tens to hundreds

of fs, depending on the size and scale of the machine) in the timing of electron beams

[51, 52, 53, 54]. If the timing jitter is sufficiently small so that the beam arrives outside of

the temporal acceptance window of the bucket, it is clear from Fig. 2.2 that an electron

bunch arriving late relative to the resonant phase, that is θ < 0, will be accelerated, while

an early bunch (θ > 0) will be decelerated. Over the course of a drift period, their adjusted

velocities will then bring them closer to the ideal “reference” particle at θ = 0.

The timing of the stationary phase is determined by the THz pulse, and if both the

electron beam and THz pulse are generated using the same initial laser system, the timing

of the THz pulse is synchronized with the ideal time of arrival (TOA) of the electron beam.

Unfortunately we were not able to observe this effect during our measurements at PEGASUS,

because the timing jitter was too large for the beam to consistently arrive within the same

ponderomotive bucket.

2.1.1 A waveguide IFEL

Up to this point, our discussion of the IFEL dynamics has assumed the interaction takes

place in free space. That is, the beam and laser are propagating in vacuum, far from any

structure surface (the undulator magnets produce a far-field effect). Theoretically, there’s

no reason our intended THz IFEL interaction can’t occur under this free space condition. In

practice, however, the THz source available at UCLA to drive the IFEL interaction produces

a short pulse which would interact with the beam for only a couple periods before the beam

slippage would terminate the temporal overlap.

In the next section, we introduce a modification to the typical IFEL scheme in which

a waveguide is added, as shown in Fig. 2.3, to slow the group velocity of the THz pulse

in order to allow an extended interaction. The presence of the waveguide inherently limits

the relevance of some of the free space advantages of IFEL operation, like the lack of laser
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Figure 2.3: In the “zero-slippage” IFEL, the electron beam trajectory (red line) wiggles inside

of the waveguide that is nested between the undulator magnet arrays. In this diagram, a

curved parallel plate waveguide supports the TE01 mode (transverse profile shown with blue

vector plot) of the THz pulse as it copropagates with the electron beam. This figure was

reproduced from our publication, Ref. [55].
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attenuation due to ohmic losses or a fundamental field limit due to breakdown. However,

for operation in the THz frequency regime, suitable waveguide designs with cross-sections

significantly larger than the radiation wavelength, on the order of a few-mm, still easily

allow total beam transmission and minimize ohmic losses [56]. In addition, because the

breakdown threshold in these structures typically increases for higher frequencies, all THz-

driven accelerators retain an advantage over conventional RF-driven structures when it comes

to sustaining high gradient (up to GV/m) fields.

An additional benefit of the waveguide is the preservation of the on-axis intensity of the

electromagnetic wave, which removes the restriction on interaction length that is imposed by

diffraction. In the THz frequency regime, this effect becomes particularly important, because

the Rayleigh range scales inversely with wavelength. As a result, it is standard practice for

FELs operating in the THz frequency regime to use a waveguide.

While propagating inside the waveguide, the longitudinal phase velocity, defined as vp =

ω/kz for each frequency in the THz pulse, changes according to the wavenumber relation

k2
0 = k2

⊥+k2
z . The dispersion curve is simply the modified longitudinal wavenumber, kz, as a

function of frequency, ω. The transverse wavenumber, k⊥, that was zero in free space, such

that k0 = kz, is now an eigenvalue of the wave equation satisfying the boundary conditions

determined by the waveguide. Each solution to the eigenvalue problem defines a different

mode in the waveguide. We use the low order TE01 mode of the curved parallel plate

waveguide in our IFEL interaction, as illustrated in Fig. 2.3. The “TE” designates this

mode as having only transverse electric field, i.e. Ez = 0 everywhere.

The group velocity of the THz pulse is controlled using the dispersion induced by the

waveguide. This effect can be understood in terms of the dispersion curve, because the

group velocity is just the slope of that curve, vg = ∂ω
∂kz

. The phase and group velocity at

each frequency is related according to vpvg = (c/n)2 where n is the index of refraction in

the medium, equal to 1 in vacuum, indicating that a reduced group velocity corresponds to

a phase velocity greater than c.

By solving the FEL resonance condition in Eq. 2.10 for the axial wavenumber, we
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establishes an effective dispersion relation indicating the conditions for resonant interaction.

The expression in Eq. 2.10 was left in terms of the free-space wavenumber, k0, to simplify

subsequent calculations in free space, but to be more general this parameter should be the

axial wavenumber, kz (where kz = k0 in the free space case), making the resonance condition

ω = (kz + ku)β̄zc , (2.26)

with the “dispersion curve”

kz =
ω

β̄zc
− ku (2.27)

giving the axial wavenumber as a function of radiation frequency.

For a planar laser wave propagating in free space, i.e. ω = k0c, both the phase velocity

and the group velocity are c, meaning the dispersion curve is a straight line. Since the

effective dispersion curve given by the IFEL resonance condition is also linear, there can

only be a single frequency at which the dispersion curves intersect, indicating the frequency

at which phase velocity matching can occur in free space. In a waveguide the dispersion

curve is nonlinear, so there may be two intersections with the linear IFEL resonance curve,

or there may be a tangential intersection. This is the “zero-slippage” condition that we seek

to exploit, where the slope of the THz dispersion curve, i.e. the group velocity ∂ω
∂kz

, is equal

to the slope of the resonance curve, corresponding to the average beam velocity β̄zc.

The two conditions for “zero-slippage” interaction, that is simultaneous phase velocity

matching and group velocity matching, are

ω = (kz + ku)βzc (2.28)

∂ω

∂kz
= βzc. (2.29)

2.2 “Zero-Slippage” velocity matching

We discuss here the characteristics of ponderomotive coupling in the new “zero-slippage”

IFEL operating regime. A key feature of the IFEL resonance condition established in Eq.

2.10 is slippage between the electron beam and laser. In free space propagation, the laser
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inherently outruns the beam. The phase velocity matching condition requires that the beam

slips backwards along the electromagnetic wave by one period, or an integer multiple of

periods, as it advances through one undulator period. The length of the laser pulse then

limits the duration of interaction, with very short pulses (few optical cycles long) maintaining

effective coupling for only a few undulator periods. The use of a waveguide to match the

group velocity of the laser pulse to the average longitudinal velocity of the electron beam

can overcome this limitation for IFEL interaction driven by a short laser pulse.

For propagation in the waveguide, the axial laser wavenumber in Eq. 2.10 must be modi-

fied from the free space case, but the resonance condition itself remains essentially unchanged,

as shown in Eq. 2.28. The beam still slips backwards relative to the electromagnetic wave

by one period (or an integer multiple) for each undulator period, but the phase velocity of

that wave is greater than c. This poses no obstacle, as the IFEL resonance condition already

inherently assumes the laser phase velocity is greater than the beam velocity, with the phase

synchronism supported by the wiggling trajectory in the undulator.

The term “zero-slippage” has been adopted to indicate that with group velocity matching,

the beam does not slip backwards relative to the peak of the laser pulse envelope. Reference

[29] began the discussion of simultaneous group and phase velocity matching in an FEL,

operating in the millimeter range, for the purpose of eliminating the sideband instability,

that is, amplification of frequency components away from the desired fundamental resonance

which arises from slippage between the radiation and the beam. At the time, powerful coher-

ent THz sources did not exist for driving the complementary process of IFEL acceleration.

Subsequent studies of the “zero-slippage” interaction would highlight its potential benefits

for broadband amplification [30, 31], still in the context of an FEL.

With the advent of intense, short, and therefore broadband, THz sources, that could

potentially be used to drive beam manipulation, both the prolonged spatial overlap and the

broadband coupling enabled by “zero-slippage” operation became crucial advantages for an

IFEL interaction. With this technique, the length over which strong IFEL coupling persists

can be extended to the meter scale and the energy stored in the broadband THz pulse is

more effectively exchanged with the beam via multi-frequency coupling.
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By definition, group velocity matching between the laser and electron beam propagation

implies dispersion curves with the same slope. For simultaneous group and phase velocity

matching we therefore have a tangential intersection between the dispersion relations for the

laser propagating in the waveguide and the resonance condition for IFEL interaction. This

effect was illustrated in Figure 1.1 of the Introduction, comparing the tangential intersection

for “zero-slippage” IFEL interaction to the single-frequency intersection for the standard

planar wave IFEL interaction in free space, as discussed in the section 2.1 of this chapter.

However, the plot in Fig. 1.1 exaggerated the relative scales of the dispersion curves to more

clearly illustrated the characteristics of the different intersections.

In Figure 2.4, we now examine the same phenomenon using realistic beam, undulator, and

waveguide parameters for a THz pulse propagating in the TE01 mode of the waveguide. For

a detailed description of the transverse mode and dispersion relation of the curved parallel

plate waveguide (CPPWG) see Chapter 3. Figure 2.4 does not show the dispersion curves

of the THz propagation and IFEL resonance, but rather the resonant beam energy required

for interaction at a given frequency (x-axis) and waveguide aperture (color shading). By

substituting the expression for the beam velocity (Eq. 2.12) into the resonance condition

(Eq. 2.28) and solving for γr, we have

γr =

√
kz(1 +K2/2)

2(kz − ω/c+ ku)
(2.30)

where kz is determined by the CPPWG spacing.

In practice, the electron beam will have a narrow energy spread, appearing like the

“resonance” line in Fig. 2.4a. For a particular waveguide setting, we’ll have a tangential

intersection, indicating near-resonant interaction for that beam energy over a range of THz

frequencies. Using the dashed black “resonance” line, we highlight the difference in interac-

tion bandwidth for an 8 MeV beam. A single intersection point, at 1.33 THz, with the “free

space” curve indicates resonance at one frequency, the tangential intersection near 0.7 THz

indicates resonance over a range of frequencies for a plate spacing of 2.7 mm.

Figure 2.4a only utilizes the phase velocity matching condition. To see the corresponding

group velocity mismatch (cβ̄z − ∂ω
∂k

), we look to Figure 2.4b, in which the waveguide value
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Figure 2.4: (a) Red shading indicates the curved parallel plate waveguide (CPPWG) aperture

necessary to achieve resonant phase velocity matching for any given THz frequency and beam

energy. The pink curve shows the correspondence required for resonant interaction with a

planar wave in free space. (b) The shaded contour plot shows the group velocity mismatch

between beam and THz pulse for any given THz frequency and beam energy, calculated using

the corresponding waveguide aperture from (a). The “zero-slippage” curve highlights the set

of frequencies and beam energies at which there is group velocity matching in addition to

phase velocity matching.
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depicted in (a) is used to calculate the group velocity mismatch at the given THz frequency

and beam energy. Between these two plots, we see that while phase velocity matching

can occur for many different combinations of beam energy and THz frequency, due to the

flexibility added by the waveguide dispersion, only a single combination of beam energy and

plate spacing will give us “zero-slippage” interaction at a particular frequency.

Although Figure 2.4 indicates that a range of frequencies are available for resonant in-

teraction, in practice, the dispersion of the pulse effects the bandwidth of interaction and

eventually limits the range of strong coupling. Other effects, like diffraction out of the gap

between plates will also reduce the field. For a given combination of beam energy and waveg-

uide spacing, there is only a single frequency at which both the resonant phase matching

and group velocity matching are exactly satisfied. The bandwidth of neighboring frequencies

that remain spatially overlapped with the short beam grows smaller as the initial near-single

cycle pulse is dispersed into a frequency-chirped multicycle pulse. Given a long beam, the

result is a frequency-chirped multicycle energy modulation as we will see in the experimental

results shown in Chapter 4.

2.2.1 THz pulse description

For a more quantitative discussion of the effects of dispersion, we’ll need to describe the

electromagnetic field of the THz pulse. We define here a formula for the evolution of the

THz pulse for propagation in a single mode, q. In practice, the total electromagnetic field

can be decomposed into a sum of different modes, indexed by q. In Chapter 3, we will discuss

in more detail the actual TE01 mode profile of the CPPWG used to control the THz pulse

during IFEL interaction. Here, we’ll use the assumption that the transverse profile of mode

q is independent of frequency, as is the case for a smooth waveguide, like the curved parallel

plate structure used in our experiments, to isolate the description of the transverse profile

in a term, Eq⊥(x, y), dependent only on the transverse coordinates.

The full description of the electric field propagating in mode q would then include this

transverse term multiplied by a longitudinal, time-dependent component Ψ(z, t) which can
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be written as a Fourier integral in order to facilitate calculation of the frequency-dependent

evolution of the spectral components.

Ψ(z, t) =
1

2π

∫ ∞
−∞

cq(z, ω)eikzq(ω)z−iωtdω (2.31)

The initial Fourier coefficients, cq(0, ω), are determined by the Fourier transform of the

field at the entrance to the waveguide. For now we neglect the effects of energy exchange

between electron beam and THz pulse, and assume no diffraction losses, such that the Fourier

coefficients are equal to cq(0, ω) for all z positions. This condition is called the frozen field

approximation and will be used in our simulations of IFEL interaction. During the THz

IFEL experiment, discussed in Chapter 4, the beam charge was kept low enough that the

radiation absorbed/emitted by those electrons was negligible compared to the THz pulse

energy.

We express the propagation wavenumber, kzq, in mode q as an expansion around the

peak frequency, ω0, such that

kzq(ω) = kzq(ω0) +
∂kzq
∂ω

∣∣
ω0

(ω − ω0) + ∆kzq(ω, ω0) (2.32)

where ∂kzq
∂ω

∣∣
ω0

is the inverse of the group velocity, 1/vg, and ∆kzq(ω, ω0) represents terms of

second order and higher in ω−ω0. Inserting this expansion into Eq. (2.31) and factoring the

ω-independent terms out of the integrand, we get an expression for the THz pulse in terms

of a sinusoidal carrier wave modulated by a time-dependent envelope, that is

Ψ(z, t) = eikzq(ω0)z−iω0t︸ ︷︷ ︸
carrier wave

1

2π

∫ ∞
−∞

cq(0, ω)e
−i(ω−ω0)

(
t− z

vg

)
+i∆kzq(ω,ω0)z

dω︸ ︷︷ ︸
time-dependent envelope

. (2.33)

The carrier wave accumulates phase kzq(ω0)z and propagates with constant phase velocity

ω0/kzq(ω0). The full expression for the field, with the time-dependent envelope now referred

to as fenv(t− z/vg), is

E(r, t) = Re [Eq⊥(x, y)Ψ(z, t)] = Re
[
Eq(x, y)fenv(t− z/vg)eikzqz−iω0t+iφ0

]
. (2.34)

When the THz pulse is group velocity matched to the beam, t− z/vg reduces to a time

constant determined by the initial conditions. As a result, only the higher order terms in fenv
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are time dependent. Looking at the bandwidth of frequencies over which the higher orders

of the phase expansion can be neglected, as a function of interaction length L, provides

insight into the broadband coupling enabled by “zero-slippage” interaction. A threshold

value for phase mismatch, ∆φ, can be used to define the bandwidth of strong interaction

using
∣∣∣∆kz(ω, ω0)L

∣∣∣ � ∆φ. Assuming negligible contributions from third order and higher

terms in the Taylor expansion, the range of frequencies that satisfies the condition is

∣∣ω − ω0

∣∣�√
2∆φ

DL
(2.35)

where D is the curvature parameter, D =
∂2kzq
∂ω2

∣∣∣
ω0

.

In Figure 2.5, we use this formulation to compare “zero-slippage” interaction at two beam

energies. By moving to a higher beam energy, we can dramatically increase the bandwidth

of strong coupling, but in either case, the bandwidth diminishes as 1/
√
L with interaction

distance. Using the interaction parameters from Fig. 2.5 as an example, for the high fre-

quency case, D = 3.7 × 10−7, and for the low frequency case, D = 1.6 × 10−6, in units of

m
rad·c2 . If the acceptable range of phase mismatch is up to π

4
, then after two undulator periods

the interaction bandwidth defined by Eq. 2.35 would be 0.74 THz and 0.36 THz for each

case, very large given the respective resonant frequencies of 1 THz and 0.5 THz.

The usefulness of this second order calculation is limited. For example, in Fig. 2.5a,

the range of “strongly-coupled” frequencies extends out symmetrically around the resonant

frequency. However, the asymptotic curves marking the beam energy and frequency cor-

respondence (required for exact phase velocity matching at the two plate spacings) do not

approach the beam energies (dashed lines) symmetrically, indicating the actual bandwidth

of strong coupling will not be centered on the exact resonant frequency.

As the broad spectrum, near single-cycle THz pulse undergoes dispersion within the

guide, the amplitude envelope becomes less sharply peaked. The decrease in local amplitude

of the field driving energy exchange in Eq. 2.7 reduces the efficiency of the process, limiting,

for example, the available chirping gradient for beam manipulation. Although dispersive

pulse broadening degrades the long-term efficiency of energy exchange between laser and

electron beam, a small silver-lining to this effect is that the group velocity matching condition
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Figure 2.5: We examine two cases of “zero-slippage” interaction at beam energies of 7 MeV

and 10 MeV, with corresponding CPPWG spacings of 3.1 mm and 2 mm, respectively. The

solid curves in plot (a) highlight these two cases from the general contour plot in Fig. 2.4.

To compare the broadband coupling, we use the two cases of beam energy and waveguide

parameters in Eq. 2.35. The bandwidth of frequencies within which the phase slippage is

less than 10◦ after the 1st period is shaded. In plot (b) we track how that bandwidth (< 10◦

of slippage) decreases with interaction length. At the higher beam energy, the interaction

bandwidth is effectively doubled.
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is slightly relaxed. For a beam traveling with a small group velocity mismatch, the beam

will not remain spatially overlapped with the peak of the THz envelope, but because of

broadening of the envelope due to dispersion, the relative change in local amplitude will be

less significant.

An alternative framework for understanding this effect is in terms of distortionless propa-

gation. For a THz pulse composed of spectral content within the frequency range set by Eq.

2.35, such that the higher order terms are negligible, the envelope function becomes time-

independent and the pulse travels without distortion. Within this limit, it would not be

necessary to model dispersion of the THz pulse in an IFEL simulation. In practice however,

the THz pulse spectrum produced by optical rectification generally includes a wide range of

frequencies, as is the case for the THz source at UCLA discussed in Chapter 3. For simu-

lations of meter-scale interaction, numerical integration is required to track the dispersion

of the higher order terms in the time-dependent envelope description. We’ll now move our

discussion on to the simulation work we’ve performed for modeling a “zero-slippage” IFEL

interaction.

2.3 “Zero-slippage” IFEL Simulations

Conventional FEL simulation tools like GENESIS are ill-suited to modeling the energy ex-

change in a “zero-slippage” interaction for several reasons. Primarily, the model must allow

for coupling over a broad range of frequencies and characterize the evolution of that spectral

content throughout the interaction. In addition, the propagation of the THz pulse must be

determined by the dispersive properties of the waveguide.

Over the course of our studies, we relied on two primary means of simulating the “zero-

slippage” interaction, developing our own 1-dimensional code in Matlab and implementing a

custom element to describe the field in GPT. With our own simulation code, we were able to

simulate non-negligible energy exchange between the THz pulse and the electron beam, but

without 3-dimensional effects. With our custom element in GPT, we were able to describe

the field of a multifrequency pulse undergoing dispersion in the CPPWG structure, allowing
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us to simulate the 3-dimensional dynamics of the “zero-slippage” interaction, but only under

the frozen field assumption.

After we benchmarked our 1-dimensional code against GPT, it became the foundation

of our simulation studies on IFEL and FEL interaction, producing the simulation results

presented in Chapters 4 and 5 alongside our experimental measurements. For both IFEL and

FEL interactions, we used the TE01 mode in the curved parallel plate waveguide (CPPWG),

which lends itself to a 1-D model. The electric field is nearly constant in magnitude with

purely linear polarization within the range of maximum beam excursion, providing ideal

spatial overlap for a beam undulating in the plane parallel to the plate surfaces.

In addition to IFEL and FEL interaction, we investigated one other application of the

“zero-slippage” mechanism which did require the full 3-dimensional capabilities of GPT,

that is a THz-driven transverse deflection technique for longitudinal beam diagnostics. In

the final section of this chapter, we will discuss the analytical predictions for transverse

deflection using higher order modes in the CPPWG which led us to explore this application

more fully and our subsequent GPT simulation results, published in Ref. [57]. First, we’ll

describe our 1-dimensional simulation code, which we have named WAFFEL.

2.3.1 WAFFEL Simulation Code: Wide-bandwidth AmpliFication in a Free

Electron Laser

The natural choice for developing a simulation tool to model the dispersion of a multifre-

quency pulse is to decompose the THz pulse into its Fourier components and track the

evolution of the Fourier coefficients. In this respect our calculation is similar to several other

multi-frequency FEL codes [58, 59], including MUFFIN [60], developed for SASE studies

using a period averaged model with a focus on the coherent spontaneous emission due to a

user-defined current profile.

By definition, the Fourier components quantifying the spectral content of the electro-

magnetic wave are determined by an integral with respect to time. In keeping with this

formalism, the differential equations used in the simulation to describe the system must
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evolve in terms of position along the undulator, rather than time. Our one-dimensional

coordinate system then describes the temporal offset of each particle.

As in section 2.1, we restrict our calculation to the case of a planar undulator and neglect

the effect of the laser field on the beam trajectory, i.e. the small-amplitude high frequency

oscillations which average to zero relative to the wiggling induced by the undulator. The

derivation presented here assumes a waveguide mode with linear polarization and uniform

magnitude in the vicinity of the beam. Adaptation of our calculation for different undulator

and waveguide configurations should be straightforward, but we have limited our current

implementation to the CPPWG and planar undulator used in our proof-of-principle experi-

ments.

2.3.1.1 Longitudinal Phase Space Evolution

We describe the electric field driving the IFEL interaction in terms of an integral over the

frequency components

E =

∫
dω

2π
Eq⊥(x, y)cq(z, ω)ei(kz(ω)z−ωt)x̂. (2.36)

In practice we simulate a discrete set of frequencies, with the integral in Eq. 2.36 becoming

a sum over those spectral points.

Because the interaction takes place inside a waveguide, the effects of diffraction are min-

imized. While a 1-D model is sufficient to describe the waveguide-induced longitudinal

dispersion, it may neglect key aspects of the interaction dynamics determined by the trans-

verse mode profile in the waveguide, represented here by Eq⊥(x, y). Because the TE01 mode

used for IFEL interaction provides ideal spatial overlap with the beam, it can be reasonably

described by a 1-D model, and so we set Eq⊥(x, y) to one. In practice, the actual overlap

with the e-beam will not be perfect and thus causes a small degradation of the coupling

factor.

To implement Equation 2.7, describing the change in electron energy, we insert our new
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description of the field (Eq. 2.36) with the sum over simulated spectral points

dγl
dz

= − e

mc2

∑
ω

∆ωKql
2πβz,lγl

Re
(
cq(z, ω)ei(kz(ω)z−ωtl)

)
cos kuz. (2.37)

The simulation uses a set of macroparticles, indexed by l, initialized with a particle energy

γl and temporal position tl with a weighted charge e ql. For the case of a single frequency

simulation, the ∆ω in equation (2.37) becomes that single frequency.

The evolution of the tl positions is simply

dtl
dz

=
1

βl,zc
, (2.38)

where the longitudinal beam velocity, βz, is given by Eq. 2.12.

The formulas used in the WAFFEL simulation code to determine the electron beam

longitudinal phase space are equations (2.37) and (2.38). Numerical integration is performed

with a built in Matlab ode solver using a variable steps size Runge-Kutta (4,5) algorithm

based on the Dormand-Prince method [61]. The longitudinal wavenumber, kz, for THz

propagation is specified from the dispersion relation for the TE01 mode of the CPPWG

defined in Ref. [62].

If we assume the beam has low charge, such that the frozen field approximation is appli-

cable, then these equations are enough to predict the modulated phase space of the electron

beam. This formulation accounts for multi-frequency coupling with the THz pulse defined

by the Fourier coefficients, cq, input by the user, along with the dispersion of that waveform,

but assumes that the values of those Fourier coefficients do not change over the course of

the interaction.

The more rigorous description of the evolution of the laser field calculates the change in

the Fourier coefficients when there is appreciable energy exchange with the electron beam.

This becomes essential for electron beams with more than a few 100 fC. At very high charge,

the interaction pushes the boundary of where the slowly varying envelope approximation

(SVEA) is a valid model of the energy exchange, suggesting the need for a calculation

without the SVEA assumption. In practice, for the simulation studies performed during the

course of this thesis work, simulation results determined with the SVEA option turned “on”
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were consistent with results from simulations without the assumption, and so, primarily to

save simulation time, the results presented in Chapters 4 and 5 use the SVEA condition.

2.3.1.2 Multifrequency Field Evolution

To calculate the laser field evolution, we begin from Maxwell’s equations using the Lorenz

gauge condition, where E and B have the form

E = −∇φ− ∂A

∂t
(2.39)

B = ∇×A (2.40)

and we have the wave equations (
∇2 − 1

c2

∂2

∂t2

)
A = −µ0J (2.41)(

∇2 − 1

c2

∂2

∂t2

)
φ = − ρ

ε0
. (2.42)

The goal now is to calculate the change in A as a function of the copropagating electron

beam current J. The vector potential describing the field in Eq. 2.36 has the form

A = −
∫
dω

2π
Eq⊥(x, y)

icq(z, ω)

ω
ei(kz(ω)z−ωt)x̂. (2.43)

The left hand side of Eq. 2.41 becomes

−
∫
dω

2π

i

ω
Eq⊥(x, y)

[
c′′q(z, ω) + 2ikz(ω)c′q(z, ω)

−
(
k2
x(ω) + k2

y(ω) + k2
z(ω)

)
cq(z, ω) +

ω2

c2
cq(z, ω)

]
ei(kz(ω)z−ωt)x̂. (2.44)

To show that ∂2Ax
∂x2 = −k2

xAx and ∂2Ax
∂y2 = −k2

yAx are a consequence of the transverse mode

profile, we can look at the longitudinal magnetic field in the TE01 mode, which takes the

form

Hz = Ae±ikzz
∫ ∞
−∞

f(kx)e
ikxx

cos(kyy)

sin(kyy)

 dkx (2.45)
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and substitute into the standard relations for propagation in a waveguide,

Ex =
−i
k2
mn

(
kz
∂Ez
∂x

+ ωµ0
∂Hz

∂y

)
(2.46)

Ey =
−i
k2
mn

(
kz
∂Ez
∂y
− ωµ0

∂Hz

∂x

)
. (2.47)

In Eq. 2.44, the terms proportional to cq(z, ω) cancel and we will set Eq⊥(x, y) to one for

our 1-dimensional model, leaving

−
∫
dω

2π

i

ω

(
c′′q(z, ω) + 2ikz(ω)c′q(z, ω)

)
ei(kz(ω)z−ωt)x̂. (2.48)

We would like to compare Fourier components on either side of equation 2.41. To put the

right hand side in terms of an integral over ω, we take the Fourier transform and inverse

Fourier transform like so

−µ0J =

∫
dω

2π

(∫
dt (−µ0J) e−i(kz(ω)z−ωt)

)
ei(kz(ω)z−ωt). (2.49)

Equating the Fourier coefficients from equations 2.48 and 2.49 we have

− i
ω

(
c′′q(z, ω) + 2ikz(ω)c′q(z, ω)

)
=

∫
dt (−µ0Jx) e

−i(kz(ω)z−ωt). (2.50)

The x-component of the current is defined as

Jx =
−ec
Ae

Np∑
l=1

qlδ(z − zl)βl,x. (2.51)

For a calculation which evolves in z, rather than time, the delta function at the particles’

location needs to be reformulated in terms of their time of arrival at a particular z position.

Jx is then defined as

Jx =
−ec
Ae

Np∑
l=1

ql
δ(t− tl)
βl,zc

βl,x. (2.52)

Substituting this definition for Jx into the right hand side of equation 2.50 we have

− i
ω

(
c′′q(z, ω) + 2ikz(ω)c′q(z, ω)

)
=

∫
dt
µ0ec

Ae

Np∑
l=1

ql
δ(t− tl)
βl,zc

βl,xe
−i(kz(ω)z−ωt). (2.53)
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Applying the delta function we get

− i
ω

(
c′′q(z, ω) + 2ikz(ω)c′q(z, ω)

)
=
µ0e

Ae

Np∑
l=1

ql
βl,x
βl,z

e−i(kz(ω)z−ωtl). (2.54)

Substituting the form of βx determined by Eq. 2.4, we have

− i
ω

(
c′′q(z, ω) + 2ikz(ω)c′q(z, ω)

)
=
µ0eK

Ae

Np∑
l=1

ql
γlβl,z

cos(kuz)e−i(kz(ω)z−ωtl). (2.55)

Including the frozen field approximation, WAFFEL offers three options for determining

the field. To implement the full form of Eq. 2.55, we can include the second order derivative

in Matlab by defining a system of equations

dcq(z, ω) = cqprime (2.56)

dcqprime(z, ω) = −2ikz(ω)cqprime(z, ω) +
iωµ0eK

Ae

Np∑
l=1

ql
γlβl,z

cos(kuz)e−i(kz(ω)z−ωtl). (2.57)

Alternatively, under most operating conditions it is reasonable to assume that the second

order derivative of cq in Eq. 2.55 is negligible. In this case, we use

c′q(z, ω) =
ωµ0eK

2kz(ω)Ae

Np∑
l=1

ql
γlβl,z

cos(kuz)e−i(kz(ω)z−ωtl). (2.58)

to describe the evolution of the field.

WAFFEL also offers the optional inclusion of space charge effects, which become relevant

when the beam has appreciable charge. The force due to space charge repulsion is determined

by integrating the beam density along the z-axis. Parameters that change along the length

of the undulator, namely tapering of the undulator parameter, K, are defined within a loop

which breaks the simulation up into smaller steps, each with constant parameters.

2.4 THz-driven transverse deflection

Because transverse deflection using THz waves benefits from the same fundamental frequency

scaling as first discussed for a THz-induced beam energy chirp (producing bunch length

compression), streaking techniques aimed at developing a THz-driven longitudinal diagnostic
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have generated a lot of interest, including a new wave of experiments demonstrating THz-

based streaking [25, 26, 27, 28].

We have already seen that the addition of the waveguide to the IFEL interaction increases

the flexibility of the resonance condition, but we can take that even a step further and change

the type of interaction by changing the mode in the waveguide. Zholents and Zolotorev [63]

first proposed using an odd waveguide mode to produce streaking in an undulator, sparking

subsequent research by Andonian et al. ref. [64] into a CO2 laser-driven longitudinal profile

diagnostic. To see how an antisymmetric mode profile can produce beam deflection, we’ll

derive an analytical prediction for the altered transverse beam momentum, following closely

our discussion in Ref. [55].

As with the calculation of IFEL energy exchange, we begin from the Lorentz force equa-

tion (Eq. 2.3), now focused on the transverse momentum

dp⊥
dt

= −e
(
E⊥(r, t) + vz0êz ×B⊥(r, t) + v⊥ × êzBz(r, t)

)
. (2.59)

We’ll express the THz field in terms of the carrier wave and envelope, fenv(t − z/vg), as in

Eq. 2.34, giving

E(r, t) = Re
[
Eq(x, y)fenv(t− z/vg)e−iω0t+ikzqz+iφ0

]
H(r, t) = Re

[
Hq(x, y)fenv(t− z/vg)e−iω0t+ikzqz+iφ0

]
.

(2.60)

The magnetic field profile in the waveguide is related to the electric field profile by

êz ×Bq⊥ =
−Eq⊥
c

{
kzq/k0 , TE mode

k0/kzq , TM mode.
(2.61)

Depending on the mode profile we use, we can change the direction of deflection relative

to the plane of the wiggling trajectory of the beam, as shown in Fig. 2.6. An antisymmetric

mode profile produces deflection in the plane parallel to the beam wiggle, while a mode sup-

porting a longitudinal magnetic field produces deflection perpendicular to the beam wiggle.

For the parallel case, substituting the THz field expression into Eq. 2.59 gives us

dpx
dt

= −eαRe
[
Eq(x, y)fenv(t− z/vg)e−iω0t+ikz0z+iφ0

]
(2.62)
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where

α =

{
1− βz

kzq
k0

, TE mode

1− βz k0

kzq
, TM mode.

(2.63)

Using the fact that vgvp = c2, we know that vg =
kzq
k0
c, indicating that only a TE mode

can impart this parallel deflection while operating in the “zero-slippage” regime, in which

vg ≈ vz.

Near the beam axis, we can approximate the antisymmetric mode profile necessary for

transverse deflection in the x-direction, using

Eq(xe, ye) ≈ êx
∂Eqx
∂x

∣∣∣
0
xe(t) = −êxE ′qx

iKe−ikuz

βzγku
. (2.64)

Substituting this expression into Eq. 2.62, the change in px for the phase-synchronous term

becomes

dpx
dt

=
eαK

2βzγku
Re

[
iE ′qxfenv(t− z/vg)e−iω0t+ikzqz−ikuz+iφ0

]
. (2.65)

For an electron entering the wiggler on-axis with velocity vz at initial time t0, we can

integrate with respect to time, using z = vz(t − t0), to determine the final transverse mo-

mentum

px =
eαK

2βzγku
Re
[
E ′qxe−i(ω0t0−φ0−π/2)

∫ L/vz

0

fenv

((
1− vz

vg

)
t+ t0

)
ei((kz0+ku)vz−ω0)tdt

]
(2.66)

for an interaction length L. With the assumption vz ≈ vg for the zero-slippage case, the

corresponding angular deflection is

∆Θx =
px

mcγβz
=
eαKL E ′qxfenv(t0)

2β3
zγ

2mc2ku
sinc

(
θL

2

)
sin

(
ω0t0 − φ0 +

θL

2

)
(2.67)

where θ = ω0

vz
− (k0 + ku), very similar in form to [63].

By a similar method we can calculate the deflection in the plane perpendicular to the

wiggling electron trajectory from the longitudinal coupling in the third term of Eq. (2.59).

The resulting angular deflection

∆Θy =
eKLBqzfenv(t0)

2β2
zγ

2mc
sinc

(
θL
2

)
cos

(
ω0t0 − φ0 +

θL

2

)
(2.68)
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(a)

(b)

Figure 2.6: Representations of the streaking interaction using (a) the vertical electric field

of the TE11 mode (transverse mode profile shown with blue arrows) and (b) the longitudinal

magnetic field of the TE20 mode (field magnitude represented in green, with directional

arrow). The wiggling trajectory of the electron beam (shown in red) is nested inside of the

curved parallel plates of the waveguide structure, with the linear arrays of undulator magnets

on either side. These figures are reproduced from our publication, Ref. [57].
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is optimized for an on-axis B-field.

In Ref. [55], we used these analytical calculations of the angular deflection to predict the

timing resolution that could be achieved using these THz-driven deflection schemes. The

results are summarized in Table. 3.1

Table 2.1: Comparison of THz streaking schemes

TE11 mode TE20 mode

THz coupling efficiency 0.278 0.638

CPPWG spacing 2.65 mm 1.95 mm

Resonant energy 7.703 MeV 6.225 MeV

Angular deflection 3.3 mrad 7.9 mrad

Effective angular deflection 0.9 mrad 5.0 mrad

Timing resolution 30 fs 7 fs

(for εn,x = .1 mm-mrad, σx = 45 ,µm)

Assuming no position-angle correspondence in the initial beam distribution, the effective

timing resolution is defined, for deflection in the x, or y, direction, as [64]

∆t =
εn,{x,y}

γσ{x,y}∆Θ{x,y},maxckz
(2.69)

where εn,{x,y} is the normalized emittance and σ{x,y} is the beam size. The emittance, ε, of

the beam is proportional to the area occupied by the beam distribution in phase space by a

factor of π, such that

ε =
√
〈x2〉〈x′2〉 − 〈xx′〉2 . (2.70)

The normalized emittance, εn = 〈βγ〉ε, is then independent of the beam energy.

The predicted fs-level temporal resolution is possible, despite only a few MV/m THz

field, because the deflection mechanism scales with the wavelength of the modulating field.

While an X-band deflector can already achieve fs resolution, as demonstrated at PEGASUS

in Ref. [65], improvements like increasing the THz field strength or interaction length could

push the THz-driven streaking scheme to sub-femtosecond resolution.

40



The calculations in Table 3.1 are based on optimized THz coupling schemes which we’ll

describe in more detail in Chapter 3. The low coupling efficiencies determined for this

idealized hypothetical indicate that coupling may be a substantial obstacle when it comes

to implementing this scheme in practice. In addition, while these predictions for the THz-

induced deflection of the beam suggest an exciting new application of the “zero-slippage”

interaction technique, we will see in our GPT simulations that the 3-dimensional effects of

the undulator focusing can undermine the actual deflection.

2.4.1 GPT simulations of a THz-driven streaking diagnostic

The well-established General Particle Tracer (GPT) code provides a simulation platform in

which we can model the full, 3-dimensional, charged particle dynamics in electromagnetic

fields [66]. In order to use GPT to simulate interaction within a waveguide, we need to supply

the code with a field map of the THz mode inside the CPPWG. This map must incorporate

the effects of dispersion as the interaction progresses. By allowing the assumption of a frozen

field, in which the energy exchange with the beam has negligible effect on the THz pulse

energy, we can build a custom element using the GPT programming interface to describe

the THz field.

We use the CPPWG mode functions calculated in Ref. [62] (see CPPWG section of

Chapter 3) to define the field inside the waveguide, requiring the user to input the plate

spacing, curvature, and length, along with the relevant mode numbers. We assume a Gaus-

sian THz spectrum, with a user defined peak frequency, FWHM, and peak electric field

on-axis. To simulate the broadband pulse, the user assigns a bandwidth and the number of

discrete spectral points to include. The custom element then sums the field calculated for

each frequency, with a normalization factor assigning the initial peak field on-axis. Once

the element is given a position on the beamline, GPT simulates the 6-D phase space of a

user-defined beam distribution as it travels down the beamline, through the field generated

by the custom element.

To include the static magnetic field produced by the undulator in our simulation, we
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import the 3-D field map generated during the design stage of the undulator. We began this

chapter with the approximation that the magnetic field of the undulator was described by

a purely horizontal sinusoidal field (Eq. 2.1), but clearly this cannot be true since the field

would have non-zero divergence, violating Maxwell’s equations. In reality, the magnetic field

of the undulator produces a focusing effect leading to betatron oscillations, as illustrated by

the simulated particle trajectories in Fig. 2.7.

(a) (b) (c)

Figure 2.7: (a) Collection of electron trajectories in the y-z plane with Bz,und included in

simulation. (b) Collection of electron trajectories in the y-z plane with Bz,und “turned off”.

(c) Collection of electron trajectories in the x-z plane with Bz,und “turned off” (dashed red)

over-layed on the trajectories with Bz,und included in simulation (blue). These figures are

reproduced from our publication, Ref. [57].

The overall wiggling motion of the beam in the x-z plane is largely unchanged between a

simulation with the full undulator field map and a simulation with the longitudinal compo-

nent set to zero (Fig. 2.7c), validating our assumption during the 1-D calculation of IFEL

energy exchange that the field could be approximated by a purely horizontal field. However,

when the aim of the interaction is to impart a transverse deflection, displacing electrons

from on-axis propagation, the focusing effect of the undulator field works to counteract the

desired deflection. This effect became immediately apparent, as shown in Figs. 2.8 and 2.9,

when we performed GPT simulations of our proposed THz streaking scheme.

Figure 2.8 shows the input THz electric field and GPT simulation results for a streaking

scheme based on the TE11 mode of the CPPWG structure using an input 200 fs electron

bunch with zero emittance and a round transverse profile, σ = 20 um. In Fig. 2.8c, we
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(a) (b) (c)

Figure 2.8: (a) Snapshot of the TE11 mode field profile, Ex, taken at an x-displacement

of 0.977 mm, corresponding to the mode peak, and a depth of 1 cm inside the guide. (b)

Angular deflection of a zero-emittance beam streaked by interaction with the TE11 mode.

(c) A plot of the predicted and simulated angular deflection at different times throughout the

duration of interaction, given an idealized, on-axis test beam. These figures are reproduced

from our publication, Ref. [57].

show the peak angular deflection simulated in GPT as a function of interaction distance.

Alongside the GPT results, we compare the magnitude of the deflection predicted by our

analytical model (Eq. 2.67), with and without the field amplitude adjusted to account for

dispersive pulse broadening.

The value of the envelope function, fenv, used in the analytical prediction was determined

from snapshots of the GPT profile of the THz field in the guide. Although the GPT simu-

lation results are in excellent agreement with the analytical prediction, once the calculation

is adjusted for the approximate decay in field amplitude due to pulse dispersion, the mag-

nitude of the angular deflection imparted by this scheme is simply too small to make the

technique competitive with THz-driven split ring resonator schemes, already demonstrating

2.5 fs resolution [26].

For comparison, Fig. 2.9 shows the input THz magnetic field and GPT simulation results

for a streaking scheme using the TE20 mode of the CPPWG structure. Based on our ana-

lytical prediction, we expect this scheme to produce a much larger angular deflection than
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the TE11 case, but as we see in Fig. 2.9c, the value simulated by GPT diverges significantly

from the analytical prediction, even with dispersion accounted for by an attenuated peak

field.

The GPT simulation and analytical prediction are consistent for the first few periods, but

as electrons move farther off-axis, the focusing force of the undulator reverses the direction

of deflection, such that by the end of the 30 cm undulator, the beam is deflected with the

opposite sign. To see this effect, after identifying the electron with maximum simulated

deflection in the final beam distribution, we plotted the angular deflection of this electron at

regular intervals during the interaction, shown as blue squares in Fig. 2.9c. The simulation

results in Fig. 2.9c suggest that the deflection was reaching another local maximum, just prior

to reversing direction again under the influence of undulator focusing. With the longitudinal

component of the undulator field turned off in the GPT simulation, this reversing effect

disappears without the corresponding undulator focusing (seen in Fig. 2.7).

(a) (b)
(c)

Figure 2.9: (a) Snapshot of the on-axis TE20 mode field profile, Bz, taken at a depth of 6 mm

inside the guide. (b) Angular deflection of a zero-emittance beam streaked by interaction

with the TE20 mode. (c) A plot of the predicted and simulated angular deflection at different

times throughout the duration of interaction. The simulated maximum angular deflection

with the longitudinal undulator field Bz,und turned off is marked by pink triangles. These

figures are reproduced from our publication, Ref. [57].

Surprisingly, even with the TE20 streaking scheme spoiled by the undulator focusing,
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the final angular deflection simulated by GPT is still larger than the deflection in the TE11

case, given the same initial THz pulse energy. However, if we were to improve the coupling

efficiency and/or the available THz energy, we can expect the TE11 scheme to outperform the

TE20 case, in which the magnitude of the deflection is fundamentally limited by the undulator

focusing. These simulation results indicate that at best we could expect resolution at the

sub-ps level given our current setup capabilities.
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CHAPTER 3

Experimental Techniques: THz generation, detection,

and guided propagation

The increasing availability and power of today’s THz sources is the result of significant

contributions from many different research areas, including electrical engineering, accelera-

tor physics, and nonlinear optics, along with frequent interdisciplinary collaborations. The

course of research presented in this thesis has intersected with a variety of THz technologies,

from the optical rectification used to generate the THz pulse and electro-optic sampling used

to characterize it, to the FEL experiment performed to amplify it.

This chapter begins with an introduction to the optical rectification technique that pro-

duced the THz used for this experimental work, followed by a discussion of the THz source

set-up and transport system. We will also review the THz detection methods used to char-

acterize the source and the curved parallel plate waveguide with which we controlled the

THz propagation during IFEL interaction.

The diagnostic work for this experiment was performed primarily using pyroelectric de-

tectors and electro-optic sampling in zinc telluride. However, the THz source presented an

opportunity to work on an additional project using plasmonics-enhanced photoconductive

antennas for THz detection. Ultimately this technology was used for measurements of the

transient electric field of a passing electron beam, providing a non-invasive timing diagnostic

on the PEGASUS beamline. We discuss the motivation for this experiment and the capabil-

ities of this detection method along with a summary of the experimental results at the end

of this chapter.
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3.1 Optical rectification

The process of optical rectification takes its name from the analogous mechanism of electronic

signal rectification in diodes, whereby an AC current is converted into a DC current. For

optical rectification in nonlinear anisotropic crystals, an incoming oscillating electric field

produces a time-averaged shift in the polarization of the bound electronic charge, rather

than a symmetrically alternating polarization of charges in the material [67].

To give a more detailed picture of the process, we will begin with a description of the

polarization of the crystal. The polarization is determined by the displacement of charges

from their equilibrium positions in the crystal structure. To define the polarization P, we

need the sum over the charges, q, indexed by l, such that

P =
∑
l

ql (xl − xl,0) (3.1)

where xl is the current position and xl,0 is the equilibrium position. In a dielectric crystal,

like lithium niobate, an applied electric field can induce a non-zero polarization, i.e. shift the

position of the charges, because the anisotropic nature of the crystal structure means there is

a preferred direction for that shift in position. This asymmetry shows up in the description of

how the material polarization, P, depends on the external electric field, E, that is, the electric

susceptibility, χ. For anisotropic materials, this relation can be decomposed into a Taylor

expansion to isolate the different order effects. The phenomenon of optical rectification

is a second order effect, which means it typically doesn’t become relevant until there is a

substantial external electric field, like the intense femtosecond laser pulses used to drive THz

generation. The polarization as a function of external electric field is

P = ε0χ
(1)E + ε0χ

(2)E2 + ... (3.2)

Focusing on the second order term with the nonlinear susceptibility tensor, χ(2), we can

rewrite this expression as
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χ(2)E2 =
∑
j

∑
k

XijkEjEk . (3.3)

If we assume a linearly polarized electric field, Ey, as is the case with our optical rectifi-

cation set-up, this term can be simplified to

χ(2)E2 = uE2
y (3.4)

where u is a vector describing the susceptibility, determined by the nonlinear coefficient

of the material.

Let’s specify the external electric field to have the form

E = E0 sin (ω0t) ŷ. (3.5)

The asymmetric preference in polarization means that even though the driving field has a

symmetrically oscillating electric field amplitude, the crystal polarization does not average to

zero over each oscillation. Taking the time average of the polarization, the first order term,

which depends on sin (ω0t), averages to zero, but the second order term, which depends on

sin2 (ω0t), gets a factor of one half, and becomes

〈P〉 =
ε0E

2
0

2
u . (3.6)

This picture covers just the definition of optical rectification, in which an alternating

polarization becomes a “DC” one, and doesn’t yet describe the process of THz generation.

The mechanism of THz generation requires multiple frequencies and falls into the category of

difference-frequency mixing. Before we introduce a quantitative description, it is interesting
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to note how the form of Eq. 3.1 foreshadows THz generation from a short, intense laser

pulse. If we consider the envelope of the laser pulse, we have a ramping up of the electric

field, indicating an increasing polarization, followed by a ramping down of the electric field,

in which the polarization returns to zero. The acceleration of the net charge over the course

of this perturbation produces radiation, effectively mapping the envelope of the laser pulse.

Obviously, a short laser pulse envelope corresponds to a broadband spectral content. To

see how the individual frequencies interact to produce a difference-frequency mixed radia-

tion source, we’ll now calculate the change in polarization using an example electric field

composed of two frequencies.

E = (E0 sin (ω0t) + E1 sin (ω1t)) ŷ (3.7)

Substituting this new 2-frequency form of the electric field into Eq. 3.1, we have

χ(2)E2 = u (E0 sin (ω0t) + E1 sin (ω1t))
2 (3.8)

Using the trigonometric identity 2 sin θ sinφ = cos(θ − φ) − cos(θ + φ), we can rewrite

this expression in terms of a slow and a fast oscillating term

χ(2)E2 = u
[
E2

0 sin2 (ω0t) + E2
1 sin2 (ω1t) + E0E1 (cos ((ω0 − ω1)t)− cos ((ω0 + ω1)t))

]
.

(3.9)

Now, to determine the time averaged polarization, we’ll once again neglect the first order

term in Eq. 3.1. This term averages to zero at a timescale larger than the periods associated

with frequencies ω0 and ω1. This means the even higher frequency oscillation of the term

proportional to cos ((ω0 + ω1)t) will also average to zero. The remaining expression

〈P〉 =
ε0E

2
0

2
u +

ε0E
2
1

2
u + ε0E0E1 cos ((ω0 − ω1)t) u (3.10)
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includes the two constant terms, in which the high frequency sine-squared dependence has

averaged to 1/2, and a time-dependent term with a slowly variation oscillation of frequency

ω0 − ω1. This difference frequency mixing moves the bound charges in a beat wave which

produces THz radiation.

Fundamentally, the conversion efficiency improves with larger nonlinear coefficients, how-

ever, additional mechanisms can limit the effective conversion of laser energy into THz ra-

diation, in particular reabsorption at THz frequencies and velocity mismatch between laser

and THz propagation, as well as pump distortion and depletion.

One of the key advantages of lithium niobate (LN) over other nonlinear crystals for

the application of optical rectification is its relatively large effective nonlinear coefficient

(deff = 168 pm/V) [68]. It also benefits from a large bandgap compared to other standard

nonlinear crystals, like GaP and ZnTe, which reduces the prevalence of other effects, such

as multiphoton absorption, which compete with the desired optical rectification mechanism

[69].

Unlike GaP and ZnTe, the refractive index of LN at THz frequencies is significantly higher

than at the optical frequencies of the driving laser pulse, severely limiting the interaction

length that would be possible in a simple collinear geometry. To overcome this challenge, the

standard technique, initially proposed in Ref. [21], is to induce a pulse front tilt in the pump

laser in order to match the laser group velocity to the THz phase velocity in a non-collinear

geometry. We discuss the requirements for this set-up in the following section.

3.1.1 Pulse front tilting for optical rectification

In Fig. 3.1 we show a diagram of the propagation of the laser pump and the outgoing THz

pulse within the LN crystal. Because they do not propagate collinearly, the effective group

velocity of the laser pulse is just the component of its velocity along the direction of the

THz propagation. With the introduction of a tilt in the intensity front of the laser, in the

frame of the THz pulse shown in Fig. 3.1, it appears as if the laser moves collinearly. It is

the angle of the pulse front tilt that sets the effective “collinear” propagation, establishing
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Figure 3.1: Diagram of the laser pulse (IR) propagating in the lithium niobate (LiNbO3)

crystal with an intensity front tilted by angle, γ0, inside the crystal. Because the index of

refraction for the THz is over twice as large as that of the laser, this geometry allows velocity

matching for the projection of the IR traveling collinearly with the THz produced via optical

rectification. The conversion efficiency is significantly enhanced by the extended interaction

length. The angle γ1 of the pulse front tilt outside the crystal must be pre-adjusted to

compensate for the change in angle accrued by the pulse while traveling inside the crystal

with an index of refraction greater than 1.
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Diffraction 
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Lens 

Figure 3.2: This diagram, though not to scale, shows the principles used to tilt the intensity

front of the laser pulse before it enters the LN crystal. When the laser is reflected from the

diffraction grating, because each transverse component of the laser travels the same total

path length, one side of the intensity front ends up ahead of the other. This is illustrated

by the slant in the red lines indicating the tilt of the intensity front. The black dotted line

shows how each side has traversed the same total distance. The angle, α, at which the laser

is incident on the grating is related to the angle, β, at which the laser leaves the surface be

the grating equation, Eq. 3.12. A lens is then used to image the pulse-front-tilted laser into

the LN crystal. The laser passes through a focus right before the crystal surface.

the appropriate matching conditions for the THz phase velocity. The velocity matching

condition, in terms of the pulse front tilt angle γ0 is [21]

vgrlaser cos(γ0) = vphTHz . (3.11)

The 800 nm Ti:Sapphire laser pulse used to pump the LN crystal in our set-up has a

group index of refraction of 2.264 at 300 K, while the THz has a refractive index around 4.96

[69]. The required pulse front tilt angle inside the LN crystal is therefore γ0 = 63◦.

We’ll now describe the steps used to achieve this pulse front tilt, following closely the

discussion in Ref. [69]. We use a diffraction grating and a lens to image the laser onto the

crystal, as shown in the diagram in Fig. 3.2. When the laser is incident on the grating
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surface at an angle, α, from normal, the corresponding angle at which the laser exits the

grating surface, β, is given by the grating equation

sin(α) + sin(β) =
nλ

dgrating
. (3.12)

Here d is the spacing between grooves in the grating, λ is the wavelength of the light,

and the integer value of n determines the mode propagating off the surface. For our process

we use the first order mode, n = 1. To determine the pulse-front-tilt angle imparted by

reflection off the grating we can look more carefully at the geometry of the problem, as in

Fig. 3.3.

After reflection off the grating, one side of the laser pulse lags by a distance of `1 + `2

which is determined by the width of the laser projected onto the grating, w, the incident

angle α, and the reflected angle β, such that

`1 + `2 = w sin(α) + w sin(β) . (3.13)

To determine the pulse front tilt from this expression, we use the relation between the

width of the laser pulse, h, and the projected width, w, which is h = w cos(β). The result is

tan(γ2) =
`1 + `2

h
=

sin(α) + sin(β)

cos(β)
, (3.14)

which, using Eq. 3.12, simplifies to

tan(γ2) =
λ

d cos(β)
. (3.15)

To image this pulse-front-tilted laser profile into the few-mm LN crystal, we used a

focusing lens, as shown in Fig. 3.2. The LN crystal face is placed at the image plane of

the lens. This distance from the lens to the crystal, L2, is determined using the thin lens
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Figure 3.3: Diagram showing the pulse front tilt angle, γ2, imparted by the grating for a

laser arriving with the angle of incidence, α, and reflecting at an angle β relative to the

normal vector of the grating as shown in Fig. 3.2. The relation between the pulse front tilt

and these angles can be determined from the geometry of the problem, using the arbitrary

laser width, h, along with the projected laser width on the grating, w. One end of the laser

intensity front (marked in red) has advanced by a distance `1 + `2 (marked in blue) relative

to the other side.
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approximation in terms of a distance L1 from the grating to the lens and a given focal length

f , that is

1

L1

+
1

L2

=
1

f
. (3.16)

The ratio of the distance determines how much the transverse spot size of the laser is

reduced, in our case by a factor of about 6, which in turn changes the magnitude of the pulse

front tilt. The relation between the initial pulse front tilt, γ2, and the pulse front tilt of the

laser as it reaches the LN crystal surface, γ1, is

tan(γ1) =
L1

L2

tan(γ2) . (3.17)

As indicated in the diagram, the distance from the lens will change the magnitude of the

pulse-front-tilt angle. In practice, once the crystal position was fixed in the optical set-up,

the placement of the lens was routinely adjusted to maximize the output THz power by

fine-tuning the pulse front tilt.

The last step in this pulse front tilt calculation is to characterize the angle inside the

crystal. The angle of the pulse front tilt will change when the laser propagates inside the LN

crystal because of the change in index of refraction, from 1 in air, to ng,laser in the crystal.

This effect compresses the pulse in the propagation direction by a factor equaling the index

of refraction ratio and therefore reducing the pulse front tilt angle. The combination of all

these effects gives us the relation

tan(γ0) =
L1

ng,laserL2

tan γ2 , (3.18)

which simplifies to

γ0 = tan−1

(
L1λ

ng,laserL2 d cos(β)

)
. (3.19)
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With these formulas we can work backwards to determine what incident angle, α, and

what lens placement, L1, we need to achieve the desired pulse front tilt.

3.2 THz source setup

A diagram of the full THz source set-up is shown in Fig. 3.4. For the experimental work

presented in this thesis, THz radiation was produced via optical rectification of a Ti:Sapphire

laser pulse, peaked at 800 nm with a 30 nm bandwidth, running at a 1 kHz repetition rate.

We used a stoichiometric lithium niobate (LiNbO3) crystal, abbreviated as “LN”, doped

with magnesium oxide (0.67%) to reduce its susceptibility to optical damage. The IR pulse

energy entering the table was typically 1-1.4 mJ with a corresponding THz output around 1

µJ.

With phase-matching satisfied, the optical-to-THz energy conversion efficiency is de-

scribed by [68]

ηTHz =
2ω2d2

effL
2I

ε0n2
IRnTHzc

3

(
sinh (αTHzL/4)

αTHzL/4

)2

e−αTHzL/2 (3.20)

where ω is the THz frequency, deff is the effective nonlinear coefficient, L is the length of

the crystal, I is the intensity of the laser, and αTHz is the intensity absorption coefficient for

THz radiation in the crystal.

A key improvement to the THz conversion efficiency can be accomplished by reducing

the absorption coefficient via cooling of the crystal. This has led to THz conversion effi-

ciencies over 3% in LN [70], an order of magnitude larger than typically produced at room

temperature. A cooling technique was previously implemented at UCLA [71] using a stand

alone vacuum chamber to house the LN crystal while mounted in indirect contact with a

liquid nitrogen reservoir.

The initial design of the THz IFEL experiment presented in this dissertation included

the use of this LN cooling chamber to improve our THz conversion efficiency from the

room temperature (0.1%) level. However, subsequent measurements did not indicate an
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Figure 3.4: Benchtop set-up composing the THz source at UCLA. The IR pump pulse, gen-

erated by a Ti:Sapphire laser, enters the set-up at the bottom right. 99% of the laser was

directed to the pulse-front-tilted optical rectification set-up, composed of the half waveplage,

diffraction grating, lens, and LiNbO3 crystal at the bottom of the diagram. The remaining

laser pulse was used for the electro-optic sampling diagnostic, composed of the translation

stage, pellicle beam splitter (to bring IR into collinear propagation with the THz), nonlin-

ear ZnTe crystal, quarter waveplate, wollaston prism, and photodiode detectors. The THz

produced in the LN crystal was collimated and focused onto the ZnTe crystal using a pair

of off-axis parabolic (OAP) mirrors.
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improvement in the final THz energy. This is most likely the result of insufficient thermal

contact between the crystal and the copper mount, leading measurements performed with a

thermocouple attached to the copper mount to underestimate the actual crystal temperature

during the cooling process.

The copper mount is expected to contract when cooled, changing the position of the

crystal in the process. While this effect could be compensated by adjusting the IR pump

alignment on the THz board, during the actual THz IFEL experimental run, such changes to

the crystal position could have adversely affected the coupling of the THz into the CPPWG,

by introducing aberrations into the carefully aligned THz transport system discussed below.

Another unintended consequence of the LN cooling design was some damage on the crys-

tal surface. While the photorefractive damage threshold is expected to be around MW/cm2

[72] for our MgO doped crystal, the thermal vacuum gel used to improve contact between

the copper mount and crystal was easily burned onto the crystal surface at the intensity

level (100 W/cm2) of our THz source setup.

As shown in Fig. 3.4, a beam splitter directed 99% of the incoming laser to the THz

generation optics; the remaining pulse was used as the probe in an electro-optic sampling

diagnostic. The polarization of the laser was optimized with a half waveplate before enter-

ing the pulse-front-tilt set-up composed of the grating and lens. The primary adjustments

performed to maximize the THz output power on a day-to-day basis included optimizing

the alignment of the laser onto the grating, the relative distances of the grating-lens-crystal

system, and the transverse position of the LN crystal.

3.2.1 THz detection

To characterize the average output power of the THz source, we used a large-aperture pyro-

electric detector, i.e. a laser thermal power sensor, calibrated for the THz frequency range.

The device reacted to the change in temperature of the sensor area due to THz absorption,

but was sensitive to IR absorption as well, so an IR filter was placed between the LN crystal

and detector.
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A small-area pyroelectic detector was used to measure the relative THz pulse intensity

after focusing. The short (sub-µsec for 50 Ω termination [73]) response time provided single

shot measurement capability and was used to optimize the alignment of the THz focal point.

Because the pyroelectric detector was also sensitive to IR, it provided a convenient method

of aligning the IR probe pulse, used for electro-optic sampling, to be spatially overlapped

with the THz focus.

For a full description of the THz temporal profile, not just pulse energy, we used electro-

optic sampling (EOS), with the relevant optical components also pictured in Fig. 3.4. This

technique will be discussed in detail in a subsequent section of this chapter. The EOS

measurement was performed using a zinc telluride (ZnTe) crystal placed at the focus of the

THz pulse, which would later correspond to the entrance to the THz waveguide.

3.2.2 THz transport

The THz pulse produced via optical rectification diverges as it propagates away from the

LN crystal. To collimate the THz pulse, an off-axis parabolic mirror (OAP) is positioned

with the crystal at its focus, such that light rays leaving the crystal become parallel after

reflection off of the mirror. A second OAP is used to focus the collimated THz beam onto

the ZnTe crystal for EOS measurements or into the entrance of the waveguide.

In order to accommodate the LN cooling chamber (ultimately unused), the first collimat-

ing OAP needed to be >10 cm away from the crystal, leading to the use of large diameter

(101.6 mm), long focal length (152.4 mm) mirrors to maximize THz capture. The reduced

THz intensity in this large area transport system made measurements of the spot size during

transport prohibitively difficult, but the focus of the second OAP produced a spot size of 2-3

mm. By decreasing the relative focal length of the second OAP, we could produce a tighter

focus but also introduce aberrations to the THz profile coupling into the waveguide. In the

THz FEL experiment, we switched to a 101.6 mm focal length mirror to couple the THz

into the guide. This gave us a little more room to insert optics to pick off the THz pulse at

the exit of the guide, and also potentially improve the total power coupled into the guide,
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Figure 3.5: Transport of the THz pulse (blue shaded region) into collinear propagation with

the electron beam (dashed red) on the beamline was accomplished with a pair of off-axis

parabolic (OAP) mirrors.

although this effect was not verified.

For the initial EOS characterization of the source, a pellicle beam splitter was used to

bring the IR probe beam and THz pulse into co-propagation. The pellicle was transparent

to THz, but partially reflective for the IR, acting as a mirror which controlled the probe

beam alignment onto the ZnTe, as in Fig. 3.4.

Eventually, for interaction with the electron beam, the THz pulse and electrons would

need to be brought into collinear propagation inside of the waveguide. This was accomplished

by a small hole in the middle of the second OAP, allowing transmission of the beam in the

geometry shown in Fig. 3.5. On the mirror’s front surface this hole is 2 mm in diameter,

negligible compared to the 101.6 mm diameter of the mirror itself, so that the THz loss upon

reflection from the mirror is minimal. However, the back of the hole, on the side where the

beam enters, was counterbored with a 10 mm diameter to reduce the alignment constraint

on the electron beam path.
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The flat mirror between OAPs ensured a configuration in which any aberrations in the

THz profile caused by the first OAP would be compensated by the second, with all light

rays traveling an equal distance. Because the position of the THz waveguide and undulator

apparatus was fixed on the beamline at PEGASUS, the alignment of the THz beam up to

the entrance of the waveguide constrained the position of LN crystal. A single LED was

positioned at the waveguide entrance, acting as a point source of light which was back-

propagated by the system of OAPs and then focused at the desired location of the LN

crystal. Subsequent optimization of the THz output power would be made by adjusting

optics upstream of the crystal, rather than moving the crystal position. After the THz

transport optics were fixed in position, the THz window, made of high-density polyethylene

(HDPE) with a 101.6mm clearance aperture, was mounted to the vacuum chamber.

3.3 Electro-Optic Sampling

The diagnostic technique of electro-optic sampling (EOS) uses the linear electro-optic (Pock-

els) effect in a nonlinear optical crystal, much like optical rectification. In this case the electric

field of the THz pulse changes the polarization of the crystal, which modulates the signal of

the coincident IR probe as it passes through the crystal. Specifically, the second order change

in the electric susceptibility, χ, as discussed in section 3.1, alters the indices of refraction

within the electro-optic crystal, producing a phase difference between the components of the

IR probe aligned with the principle axes of the new refractive index ellipse.

We will begin our discussion with a few background definitions. A detailed and com-

prehensive discussion of electro-optic modulation of optical radiation can be found in the

textbook [74] by A. Yariv. The refractive index in a material is given by, n =
√
εrµr where

the relative permittivity, εr, is equal to the electric susceptibility χ + 1, and the relative

permeability, µr, can typically be approximated as 1. To model the propagation of light

through a crystal, it is useful to define the refractive index ellipsoid
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x2

n2
x

+
y2

n2
y

+
z2

n2
z

= 1 (3.21)

If the magnitude of the indices of refraction differ between the different components

defining the ellipse axes, this corresponds to a birefringence in the crystal, with the disparate

components denoted as the “ordinary” and “extraordinary” ray. The linear electro-optic

effect describes the case in which the magnitude of the ordinary and extraordinary rays

change by an amount proportional to an applied electric field, E, such that the new refractive

index ellipsoid is given by

∑
i,j

(
δij
n2
i,0

+
∑
k

rijkEk

)
uiuj = 1 . (3.22)

Because the second term is symmetric (i.e. rijk = rjik), the conventional notation de-

scribing the material’s electro-optic tensor, r, replaces the ij index with a single index i over

the six unique combinations, such that the electro-optic tensor takes the form

r =



r11 r12 r13

r21 r22 r23

r31 r32 r33

r41 r42 r43

r51 r52 r53

r61 r62 r63


(3.23)

and the second term in the index ellipsoid equation becomes

∆

(
1

n2

)
i

=
∑
j

rijEj i = 1, .., 6 . (3.24)

To calculate the new indices of refraction, we’ll need to know the electro-optic tensor of

the material we are using, in our case zinc telluride (ZnTe), and the polarization angle of
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Figure 3.6: The THz pulse (blue shading) is incident normally onto the ZnTe crystal surface

which is cut in the (110) plane relative to the cubic lattice. The IR probe pulse, shown in

red (not-to-scale, actually 2 orders of magnitude shorter), is spatially overlapped at normal

incidence, sampling different regions in the THz temporal profile depending on the time of

arrival.

the applied electrical field. Zinc telluride (ZnTe) is optically isotropic for negligible applied

field, such that nx,0 = ny,0 = nz,0 = n0. The only non-zero values of the electro-optic tensor

are r41, r52, and r63. These are all equivalent in magnitude, so the value r41 will now be used

to refer to any of these three components.

With this information, the equation for the refractive index ellipse reduces to

x2

n2
0

+
y2

n2
0

+
z2

n2
0

+ 2r41 (Exyz + Eyzx+ Ezxy) = 1. (3.25)

We’ll adopt the conventions defined in Ref. [75] to describe the crystal coordinate system

and incident THz polarization. In terms of the cubic lattice structure of the crystal, the

crystal surface is in the (110) plane as shown in Fig. 3.6 with the THz pulse arriving at

normal incidence.

Assuming the electric field of the THz pulse is polarized at an angle α with respect to the
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[(1,0,0);(0,1,0)] crystal axis, we’ll now determine the new indices of refraction. The electric

field vector is given by

ETHz = ETHz


− cos(α)/

√
(2)

cos(α)/
√

(2)

sin(α)

 (3.26)

in the coordinate system of the crystal cubic lattice. To calculate the eigenvalues of Eq.

3.25 which will determine the new indices of refraction, it is helpful to reformulate in terms

of matrix notation. By writing Eq. 3.25 in the form u · η̂ · u = 1, we construct the so-called

impermeability tensor of the crystal, as reported in Ref. [75]:

η̂ =
1

n2
0


1 0 0

0 1 0

0 0 1

+ r41ETHz


0 sin(α) cos(α)/

√
(2)

sin(α) 0 − cos(α)/
√

(2)

cos(α)/
√

(2) − cos(α)/
√

(2) 0

 (3.27)

with normalized eigenvectors

u1 =
1

2

√
1 +

sin(α)√
1 + 3 cos2(α)


−1

1

2
√

2 cos(α)√
1+3 cos2(α)+sin(α)

 (3.28)

u2 =
1

2

√
1− sin(α)√

1 + 3 cos2(α)


1

−1

2
√

2 cos(α)√
1+3 cos2(α)−sin(α)

 (3.29)

u3 =
1√
2


−1

−1

0

 (3.30)

(3.31)
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and eigenvalues

λ1,2 =
1

n2
0

− r41ETHz
2

(
sin(α)±

√
1 + 3 cos2(α)

)
, λ3 =

1

n2
0

+ r41ETHz sin(α) (3.32)

using the reasonable assumption that r41ETHz � 1
n2

0
. The new indices of refraction, given

by the relation ni = 1√
λi

, are then

n1,2 = n0 +
n3

0r41ETHz
4

(
sin(α)±

√
1 + 3 cos2(α)

)
, n3 = n0 −

n3
0r41ETHz

2
sin(α). (3.33)

The phase difference, Γ, accumulated by the components of the IR probe with frequency,

ω, passing through a crystal of thickness d, is

Γ = (n1 − n2)ω
d

c
. (3.34)

Substituting in our new indices of refraction, this becomes

Γ =
πd

λ
n3

0r41ETHz
√

1 + 3 cos2(α). (3.35)

This phase shift between the components of the IR probe parallel to the slow and fast

axes effectively rotates the polarization of the IR pulse after traversing the crystal, with the

magnitude of that rotation dependent upon the sign and magnitude of the THz electric field.

To measure the change in the polarization, we used the well-established method of balanced

diode detection.

In this set-up, as shown in Fig. 3.4, the IR probe passes through a quarter (λ/4) waveplate

after leaving the ZnTe. The waveplate is oriented such that, if the IR probe is unmodulated

in the ZnTe, the linear polarization is converted into a circular polarization. The orthogonal

components of the IR probe, equal in magnitude in this circularly polarized case, are then

spatially separated by a Wollaston prism. Two photodiodes are placed in the diverging paths
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Figure 3.7: (a) EOS measurement of the temporal profile of the THz pulse using balanced

diode detection to determine sign and magnitude of the electric field. The time of arrival of

the IR probe was adjusted with a delay stage upstream. (b) Corresponding spectrum of the

THz pulse.

of the now separated polarization components. The difference in their measured intensities

is zero, corresponding to zero electric field magnitude.

Now, if the IR probe polarization is modulated in the ZnTe, when it passes through

the waveplate, the resulting polarization will be elliptical. The orthogonal components that

are separated in the Wollaston prism are therefore not equal in magnitude and the two

photodiodes read different intensities. The sign of the THz electric field determines the sign

of the initial rotation of the IR polarization in the ZnTe; this in turn determines which

photodiode reads a larger signal. The difference in the photodiode signal therefore indicates

both the sign and the magnitude of the electric field.

The magnitude of the electric field can be determined from the phase shift, Γ, using the
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relation in Eq. 3.35, since the difference in signal between the two photodiodes is proportional

to sin(Γ). A detailed calculation of how the magnitude of the two signals is determined by

the modulation in the ZnTe and subsequent optical components is given in Appendix A.

Using this EOS technique in the arrangement shown in Fig. 3.4, the temporal field

profile of the THz pulse was measured by scanning the arrival time of the IR probe pulse.

An example of the measured waveform is shown in Fig. 3.7a with the corresponding spectrum

(Fig. 3.7b) peaked near 0.8 THz.

3.4 Curved Parallel Plate Waveguide

To control the THz propagation during the IFEL interaction, we chose a curved parallel plate

waveguide (CPPWG), shown in Fig. 3.8. This selection was based on previous studies of THz

waveguides, particularly the investigation of guiding structures for a THz FEL oscillator in

Refs. [56] and [76]. The results of these studies highlight that both the parallel plate structure

and a dielectric lined waveguide have the advantage of small ohmic losses relative to more

conventional waveguides for THz control, but the CPPWG offers the unique capability of

variable plate spacing as well as easy fabrication.

The dynamic control of the waveguide aperture facilitates tuning of the guide’s dispersive

properties. We saw in our earlier discussion of the “zero-slippage” phenomenon that only a

single combination of THz frequency, beam energy and plate spacing will allow simultaneous

phase and group velocity matching. The adjustable plate spacing enables us to optimize

the group velocity of the THz pulse for our given THz frequency. Alternatively, if the

beam energy is fixed by some other experimental constraint, changing the plate spacing

can maintain phase velocity matching for a resonant interaction even if the duration of the

interaction is limited by poor group velocity matching.

One of the key reasons that the waveguide comparison study in Ref. [56] promoted the

CPPWG design for FEL interaction was because of the ideal spatial overlap between the

TE01 mode profile and the wiggling of an electron beam in a planar undulator. As we see in

Fig. 3.9 showing the transverse profile of the TE01 mode, for an electron beam with average
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Figure 3.8: Diagram of the curved parallel plate waveguide (CPPWG) cross section. The

plate spacing, b, is measured at the widest point between plates. For a confocal setting of

the plates, the radius of curvature equals the separation, b. This configuration reduces the

attenuation due to diffraction out of the gap between plates.
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Figure 3.9: Vector plot showing the transverse profile of the electric field of the THz pulse

in the TE01 mode of the CPPWG. An electron beam wiggling about the central axis in the

x-z plane sees an electric field that is linearly polarized parallel to the direction of transverse

motion and nearly constant in magnitude.
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longitudinal motion parallel to the z-axis and a small transverse wiggle in the x-z plane

centered within the cross-section of the plates, the THz electric field will appear linearly

polarized with near constant magnitude in the vicinity of the beam.

The THz propagation in the CPPWG is determined by the dispersion relation giving the

transverse wavenumber, kmn, and longitudinal wavenumber, kz,

kmn =
1

b

(
nπ + (2m+ 1) tan−1 b√

2Rb− b2

)
kz =

√
k2

0 − k2
mn .

(3.36)

The form of the longitudinal field, Φmn, corresponding to Hz for TE modes and Ez for

TM modes, can be written in terms of the Hermite polynomials, Hem, as follows [62]

Φmn =
e
−β2

mnx
2

αmn(y)

4
√
αmn(y)

Hem

(
2βmnx√
αmn(y)

)cos

sin

[kmny +
2β4

mnyx
2

kmnαmn(y)
−
(
m+

1

2

)
tan−1 2β2

mny

kmn

]
e±ikzz

(3.37)

where

αmn(y) = 1 + 4
β4
mny

2

k2
mn

βmn =

√
kmn√

2Rb− b2

(3.38)

and R and b are the plate curvature and spacing of the CPPWG. The transverse E-field

components are then given by

Ex =
−i
k2
mn

(
kz
∂Ez
∂x
− ωµ0

∂Hz

∂y

)
Ey =

−i
k2
mn

(
kz
∂Ez
∂y

+ ωµ0
∂Hz

∂x

) (3.39)

The gap between plates does allow some attenuation of the THz pulse due to diffraction,

as noted in the original proposal for this waveguide design [62]. The curvature of the plates
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is fabricated specifically to combat this effect, making the plate surfaces function as curved

mirrors which focus the THz within the waveguide channel. Because diffraction losses are

minimized for a confocal setting (radius of curvature equal to plate spacing) [62], our CPPWG

parameters were chosen for a near-confocal setting over the range of spacings we anticipated

using during experiments.

Attenuation due to diffraction in the CPPWG diminishes with increasing frequency, i.e.

decreasing wavelength, like [56]

αdiff =
λ0kmn√

2π3abβmn
e−

1
2
a2β2

mn . (3.40)

As a result, the total attenuation, including losses due to the finite resistivity of the walls,

decreases with increasing frequency, unlike conventional waveguides. Another consideration

when choosing waveguide parameters is that decreasing the plate spacing increases the cut-

off frequency within the waveguide and increases the rate of pulse broadening within the

guide.

3.4.1 EOS measurements of tunable group velocity

One of the early measurements performed during this thesis work was a characterization of

the THz propagation in a test CPPWG structure. The measurements formed the experi-

mental results section of Ref. [55], in which we proposed the zero-slippage IFEL technique

for THz-driven beam manipulation. The test structure was fabricated out of aluminum us-

ing conventional machining techniques at the UCLA Physical Sciences Machine Shop. The

CPPWG plates were 15 cm long with a 3 mm radius of curvature and 4.25 mm thickness.

To couple the THz into the waveguide, the plates were positioned on the optical breadboard

of the THz source such that the THz focus was longitudinally aligned with the leading edge

of the plates and transversely aligned in the middle of the gap between plates.

To determine this alignment, we used the IR probe that had been brought into co-

propagation with the THz pulse using the pellicle as shown in Fig. 3.10. In this configuration,
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Figure 3.10: Diagram of EOS setup used to characterize THz dispersion in the CPPWG.

The future trajectory of the electron beam is shown with a dashed pink line. This figure is

reproduced from our publication, Ref. [55].

the IR pulse does traverse the length of the CPPWG with the THz, but the wavelength is

small enough relative to the waveguide dimensions, that it passes through undistorted. With

the plates aligned on either side of this IR probe, the ZnTe crystal for EOS measurements was

placed flush against the end of the CPPWG. The results of the EOS timing scans performed

for three different plate spacings are shown in Fig. 3.11.

These measurements were compared to a predicted pulse profile (dashed red line in

Fig. 3.11), calculated using the initial pulse waveform measured at the entrance to the guide

and the CPPWG parameters and dispersion for the given plate spacing. The calculation

for these predicted waveforms did not include loss due to diffraction, but did account for

coupling efficiency by scaling the magnitude of the initial field, matching the 1.5 mm spacing

measurement.

The temporal profile of the measured and predicted waveforms for the 1.5 mm plate

spacing are in good agreement, likely because diffraction out of the narrow gap is minimal.

In contrast, for larger plate spacings there is a greater discrepancy between the measured
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Figure 3.11: EOS measurements performed at CPPWG spacings of (a) 1.5 mm, (b) 2.5 mm,

and (c) 3.5 mm. The “model” waveform shown by the dashed red line was determined in

each case by evolving the THz waveform measured at the entrance to the guide using the

dispersion for the given plate spacing. Diffraction plays a larger role in the distortion of the

measured waveform at wider plate spacings. For narrower plate spacings, the group velocity

is lower so the final THz pulse arrives at a greater time delay. These figures are reproduced

from our publication, Ref. [55].
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and predicted field magnitudes and waveforms, because of the larger impact of diffraction

losses.

A relative timestamping of these measurements was made using an EOS measurement

taken at the entrance to the guide. The first peak in the THz waveform was identified, then

the delay stage scan was paused, the ZnTe was moved to the end of the waveguide, and the

scan resumed. Starting the post-waveguide EOS scan immediately after the first peak in

the pre-waveguide scan did not truncate any region of the final measured THz waveform,

because the arrival time of the THz pulse was delayed by the guide, i.e. exactly the quantity

we’d like to measure. This technique minimized timing errors caused by translation stage

recoil, as would occur when reversing direction to return the stage to a previously identified

position.

If Fig. 3.11, we see that the THz pulse experiences a longer time delay as the plate spacing

decreases, corresponding to a slower group velocity, as expected. The time delay between

the peak of the THz pulse envelope measured before and after the waveguide provides a

means of directly estimating the THz pulse group velocity. The shape of the THz envelope

is extracted from the raw measurement by factoring out the THz-frequency sinusoidal carrier

wave, determined by a least-squares fit in the region of the peak field. The group velocities

calculated from the time difference between envelope peaks, for both measured and predicted

final THz waveforms, are shown in Fig. 3.12.

3.4.2 CPPWG modes for THz streaking diagnostic

Another beam manipulation application that could benefit from the “zero-slippage” tech-

nique is a longitudinal beam diagnostic using a THz-driven transverse deflection. This diag-

nostic is particularly attractive for a side-by-side study with the THz driven IFEL because

both processes can utilize the same CPPWG-undulator apparatus, leaving the manipulation

of the beam to be determined by which mode is excited in the waveguide. We considered

this application using a simple analytical model in Ref. [55] and more thoroughly with

3-dimensional simulations using GPT in Ref. [57].
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Figure 3.12: Group velocity estimates for three plate spacings determined from EOS mea-

surements before and after the waveguide (blue squares) and simulated propagation of the

initial pulse profile (red circles). The theoretical group velocity at the peak frequency of

the pulse, .84 THz, is shown by the black dashed line. For the 1.5 mm plate spacing, both

measurement and simulation deviate from the group velocity at the peak frequency. This

behavior may be explained by the highly nonlinear dispersion at low frequencies which causes

a frequency chirp that reduces the contribution of the low frequency components to the pulse

envelope peak. The speed of the envelope peak is then determined by the high frequency

components, with their correspondingly high group velocities. This figure was reproduced

from Ref. [55].

One of the most important practical considerations for this application is the coupling

of the THz pulse into one of the necessary higher order modes. In Chapter 2, we discussed

in more detail the mechanisms by which the higher order modes in the waveguide could be

used to produce a transverse deflection of the electron beam. For our purposes here, we

can simplify the scheme to two types of deflection: 1) using a mode with peak longitudinal

magnetic field on axis, orthogonal to the transverse motion of the electrons or 2) using an

antisymmetric mode profile with an electric field gradient parallel to the transverse motion

of the beam.
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Ideally, we would use the lowest order mode which achieves the desired profile on axis,

because the manipulation necessary to match the incoming THz pulse profile to the mode

should be simpler than for higher order modes. Because this allows better coupling efficiency

and because lower order modes have larger transverse regions with the same sign of the field,

these modes typically have larger peak fields or field gradients available to manipulate the

beam. With this in mind, we’ll focus on the TE11 mode, which provides an antisymmetric

mode profile, and the TE20, which provides a longitudinal B-field, peaked on-axis.

In order to match to the TE11 and TE20 modes, we need regions of the field profile to

have opposite sign. To achieve this we proposed inducing a λ/2 phase shift in the THz

field using mirror sections shifted relative to each other by an offset of λ/4, similar to the

method employed by Andonian et al. in the CO2 streaking experiment [64]. Alternatively,

a segmented THz waveplate could be used to approximate the asymmetric orthogonally

polarized regions of the TE11 mode.

Table 3.1: CPPWG coupling efficiency for THz streaking

TE11 mode TE11 mode TE20 mode

Coupling technique waveplate offset mirror offset mirror

Coupling efficiency 0.552 0.278 0.638

Resonant plate-spacing 2.65 mm 2.65 mm 1.95 mm

Resonant energy 7.703 MeV 7.703 MeV 6.225 MeV

In Fig. 3.13, we show the set of relevant mode profiles, along with the incident THz electric

field profile offering the maximum coupling efficiency based on the manipulation techniques

discussed. For each case, the theoretical coupling efficiency and the corresponding beam

energy required for resonant interaction is given in Table 3.1. All calculations are based on

the undulator parameters fixed by the compression experiment, taking advantage of the same

structures used for an alternative application. The incoming THz profiles were simulated

using a combination of THz waveplate, mirror offset, or non-reflective coating.
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(a)

(b)

(c)

Figure 3.13: Plots of the transverse mode profile for the (a) TE11 mode, coupled using

a waveplate, (b) TE11 mode, coupled using displaced mirror halves, and (d) TE20 mode,

showing, from left to right, the incident THz pulse, electric field of the excited mode, and

magnetic field of the excited mode.
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Work on this project did not advance to the stage of experimental verification of the

coupling efficiency. Simulation results discussed in Chapter 2 showed that additional factors

may limit the viability of this technique as a THz driven deflection mechanism. At the same

time, ground-breaking work has been performed using the field enhancement in split ring

resonators to enable an alternative technique for THz-driven beam deflection [25, 26].

3.5 THz detection using photoconductive antennas

Historically, photoconductive antennas (PCA) have provided a valuable tool for both gener-

ation and detection in the “THz gap” [18, 77], but the detection capability of these devices

has only recently been applied to electron beam diagnostics [78, 79], and the experimental

work presented here is the first demonstration of PCA-based direct detection of the transient

field produced by a passing electron beam.

The project was initiated by RadiaBeam technologies [80] to develop a user-friendly

sub-picosecond beam timing diagnostic, able to meet the synchronization requirements of a

laser driven plasma wakefield acceleration scheme [81]. Initial testing was performed using

a commercially available PCA to measure the THz field produced by the UCLA benchtop

optical rectification source, but this device was deemed unsuitable for the application given

its challenging alignment constraints, poor sensitivity, and high noise susceptibility.

The research group led by Prof. Jarrahi in the UCLA Electrical Engineering Department

has made pioneering advances in PCA technology, using plasmonics-enhanced large area

devices to greatly improve their emission capabilities and detection sensitivity [82, 83], and

inspiring our interdisciplinary collaboration at UCLA to develop a plasmonics-enhanced

PCA-based electron beam timing diagnostic [84].

PCAs are composed of a metallic antenna deposited on a layer of photoconductive semi-

conductor that becomes optically activated by a sub-picosecond laser, generating a large

carrier population. When operating as a detector, the presence of the THz field on the de-

vice drives a current between the arms of the antenna. The large-area (1 mm2) plasmonics

enhanced PCA developed by Yardimci et al [82] incorporates plasmonic contact electrode
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Figure 3.14: Photograph of the PCA mounted on a printed circuit board (PCB), in which

the IR laser used to optically excite the photoconductive semiconductor has not yet been

aligned onto the antenna.

gratings throughout the active area to improve the device performance by minimizing the

path length required for photocarriers to drift to the electrodes, reducing the travel time to

a sub-picosecond timescale.

The large area device drastically simplifies the alignment process, and in fact the laser

spot size can be even larger than the antenna area, as shown in Fig. 3.14. In addition, the

final signal is a sum of the contributions from all regions of the large area device, improving

its sensitivity to low intensity THz fields, unlike alternative detection schemes such as EOS.

Conventional beam timing diagnostics like button and stripline beam position monitors and

RF cavity based schemes have achieved sub-10 fs precision, but the measurements generally

require integration over many beam shots and significant bunch charge (hundreds of pC)

[85, 86, 87, 88]. Even EOS techniques, which have acheived single-shot measurements down

to the 10 fs resolution level [89, 90, 91, 92], still require >10 pC.

In a comparison of THz pulse measurements performed using the PCA and EOS in Fig.

3.15, the PCA demonstrates superior sensitivity, necessary given the low field (few kV/m)

expected during beam measurements. The THz source for these measurement is the benchtop

optical rectification setup discussed earlier in this chapter. The THz pulse is focused onto

the surface of the PCA using an off-axis parabolic mirror (OAP) as shown in Fig. 3.16a.
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The IR pulse used to drive the THz source is also used to optically excite the PCA, or

probe the ZnTe during the EOS measurements, providing the timing reference that can be

adjusted using a delay stage. Ideally, the IR is incident normal to the surface of the PCA

with horizontal polarization, but in practice, the IR path had to accommodate the OAP (see

Fig. 3.16a). With the IR and THz field coincident on the device, the resulting current is

converted to a voltage using a transimpedance amplifier (gain 107 and 500 kHz bandwidth)

and monitored on a sampling oscilloscope.

Figure 3.15: A comparison of THz pulse measurements performed with the PCA and with

electro-optic sampling (EOS), using the benchtop THz source based on optical rectification.

The version of the PCA geometry used in our timing experiment was designed for a ver-

tically polarized THz field propagating normal to the device surface. The field produced by

the relativistic beam has a radially polarized distribution that is compressed in the direction

of the beam propagation, forming a “pancake.” In order to detect the field of the passing

beam in a non-invasive measurement, we position the PCA as shown in Figs. 3.16b and 3.17

with the beam passing above the antenna so that it samples the vertical component of the

radial field. Key parameters describing the electron beam and the laser used to optically
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excite the PCA are given in Table 3.2.

E beam 

IR probe 

 OAP  

 PCA  

IR probe 

 OAP  THz 

 PCA  

(a) (b) 

Figure 3.16: Viewed from above in the lab frame, (a) the off axis parabolic mirror (OAP)

focuses a THz pulse produced via optical rectification onto the PCA active area, incident

normal to the surface. (b) The electron beam passes above the PCA, producing a radial

field as shown in Fig. 3.17.

PCB 

IR probe 

Contact 

pads 

PCA 

THz 

Beam axis 

Figure 3.17: Diagram of the photoconductive antenna (PCA). The electron beam passing

above (into the page) produces a radially polarized field. The PCA samples the vertical com-

ponent of the field. The incident IR used to optically excite the semiconductor is horizontally

polarized.

During this experiment the PCA was mounted within the vacuum pipe of the beamline
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Table 3.2: Experimental Parameters

Electron beam energy 3.3 MeV

Bunch length (RMS) 1 ps

Charge 2-24 pC

Laser spot size 1 mm

Optical pulse wavelength 800 nm

Pulse duration 50 fs

Pulse energy 5 µJ

with the current carried out by a triaxial feedthrough for enhanced shielding from the electro-

magnetic noise produced by the PEGASUS RF system. Despite our shielding precautions,

we still see significant noise in the signal, producing a background level of 200 mV span-

ning several µs, with the IR pulse alone adding a 50 mV signal on top. The benchtop THz

source provided a known reference that we used to optimize our procedure for identifying

the detected THz pulse within this signal. We recorded the average of the oscilloscope trace

gated with a 1 µs window positioned around the peak of the IR signal alone. At each time

step, we collected multiple measurements, which we then averaged, in order to account for

fluctuations in the noise as well as timing jitter of the electron beam. (In reality, the PCA

could provide a single-shot diagnostic.) We also periodically took measurements with the

beam off to establish the background, and then subtracted that value from measurements

with the beam on.

In Fig. 3.18, we show a timing scan of PCA measurements of the field produced by the

electron beam, in which the timestamp is determined by the IR pulse arrival time relative

to the electron beam. We estimate the diagnostic accuracy of this time-dependent response

at 0.7 ps, from the ratio of the signal noise, σV , to the slope of the leading edge, dV/dt.

We expect the field produced by the beam to appear as a single pulse, at a time-of-arrival

(TOA) near zero in Fig. 3.18. The source of the prolonged ringing at around 34 GHz is as-yet

unidentified, although we believe it is most likely due to reflections of the electromagnetic

field within the PCB. Measurements using the interchangeable benchtop THz source also
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Figure 3.18: PCA signal as a function of IR pulse arrival time, measuring the field produced

by a 24 pC electron beam passing about 3.6 mm above the antenna.

indicate significant ringing after the initial peak (not pictured here), which are inconsistent

with the known profile of the THz pulse determined from EOS measurements.

To better characterize the capabilities of this PCA-based electron beam diagnostic, we

performed additional measurements of the time-dependent signal as a function of both beam

charge (Fig. 3.19) and distance between beam axis and antenna (Fig. 3.20). In each case,

the peak signal shows the expected scaling with the predicted field. These measurements

indicate that the PCA is already sensitive down to very low charge (2 pC), despite being

unoptimized for this application, and easily capable of non-invasive measurements with the

antenna several millimeters from the beam axis.

The PCA demonstrated this impressive sensitivity while operating in conditions that

differ significantly from the original design application. Not only was the THz field radially

polarized and incident parallel, rather than normal, to the surface of the device, but the

particular PCA we used was originally intended to operate as a THz emitter. These features

suggest there is significant room for improvement in the design of the PCA for this applica-

tion, from simple changes like increasing the area of the device, to more drastic changes like

altering the geometry of the nanoantenna array. The PCA could even be designed for sensi-
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Figure 3.19: (a) The PCA signal as a function of IR pulse arrival time was recorded for

varying beam charge, producing (b) a plot of peak signal magnitude as a function of beam

charge.

0 20 40 60 80 100 120

IR delay (ps)

(a) 3.6 mm

-50

0

50
-50

0

50
-50

0

50
-50

0

50

P
C

A
 s

ig
na

l (
m

V
)

4.8 mm

6.1 mm

7.3 mm

4 6 8

Beam distance (mm)

0

10

20

30

40

50

60

F
ie

ld
 e

st
im

at
e 

(k
V

/m
)

4 6 8
0

10

20

30

40

50

60

70
S

ig
na

l a
m

pl
itu

de
 (

m
V

)
(b)

Figure 3.20: (a) The PCA signal as a function of IR pulse arrival time was recorded with the

beam passing at different distances from the antenna, producing (b) a plot of peak signal

magnitude as a function of beam offset position.
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tivity to the radially polarized field, as already demonstrated for non-plasmonics-enhanced

devices [94, 95].

With these enhancements, in combination with improvements to the device packaging,

the PCA-based beam diagnostic has the potential to achieve sensitivity down to the few 100

fC level, making it a viable timing diagnostic for applications like sub-picosecond resolution

ultrafast electron diffraction (UED) experiments [96, 97]. Further applications could incor-

porate an array of discrete antennas, aligned, for example, transversely to create a beam

position monitor, or longitudinally for a single shot measurement of the temporal bunch

profile.
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CHAPTER 4

THz IFEL Experiment

To test the “zero-slippage” IFEL technique for THz based beam manipulation, we designed

an experiment to be performed on the PEGASUS beamline. The beam parameters at PE-

GASUS are well-suited for IFEL interaction in the THz frequency range. As shown in Fig.

4.1, the resonance condition (Eq. 2.28: ω
cβz

= kz + ku) dictates that an IFEL operating at

0.8 THz with a few centimeter period requires only a few MeV beam, readily available at

PEGASUS, and, as previously discussed, the guiding technique required for “zero-slippage”

operation is also well-suited for an IFEL in the THz regime. The length scale of the guiding

structure can be large enough to accommodate an electron beam while small enough to fit

between undulator magnets with a reasonable magnet gap, factors critical to the design of

the undulator and waveguide apparatus.

We will begin our discussion of the THz IFEL experiment with a description of the

equipment and setup, including the undulator design and construction process, the beam-

line, and available diagnostics. We will then review the experimental results (published in

Ref. [98]) including a demonstration of the tunable IFEL resonance dictated by the waveg-

uide aperture, as well as the application of the “zero-slippage” IFEL for THz-driven bunch

compression. The peak energy modulation recorded during the THz IFEL experiment, 150

keV, includes symmetric energy gain and loss from different regions of the beam interact-

ing with the dispersed THz pulse. The corresponding acceleration (75 keV) is the largest

THz-driven energy gain demonstrated to date [23, 27], accomplished with only a 1 µJ THz

source.
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Figure 4.1: (a) The beam energy and corresponding undulator period required for resonant

interaction in a planar undulator operating at 0.8 THz, for a free space plane wave (dashed

red) and “zero-slippage” (solid black) conditions, assuming a constant 15 mm magnet gap.

(b) The corresponding undulator parameter, K, predicted using Eq. 4.1 according to the

period and 15 mm magnet gap. (c) The CPPWG spacing required for the “zero-slippage”

propagation.

4.1 Guided IFEL design and construction

Figure 4.1 compares the parameters required for IFEL interaction with 0.8 THz in a planar

undulator for the free-space case, allowing resonance at a single frequency, and the exact

“zero-slippage” velocity matching case. In practice, the addition of the waveguide introduces

flexibility in the phase velocity matching condition, such that even once the undulator period

is fixed, a range of beam energies can achieve resonant IFEL interaction given the correct

waveguide spacing, see Fig. 2.4, but only one of these will be group velocity matched.

In choosing the parameters for the undulator and waveguide construction, we sought to

preserve the flexibility of our operating conditions. For example, increasing the maximum

range of the CPPWG spacing (we’re interested in 1.5-4 mm) requires a compromise with

the magnet gap determining the peak magnetic field of the undulator. We used the known

quantities, like the frequency of the THz source, the range of accessible beam energies (see

Table 4.2), and the amount of space available on the beamline, to narrow in on the optimal

parameters.
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4.1.1 Undulator design

As discussed in Chapter 2, the wiggling trajectory of the electron beam in the undulator is

determined by the undulator parameter, K = eBu
kumc

, where Bu is the magnetic field amplitude

with undulator period 2π
ku

. We limited our design considerations to a planar undulator, as

opposed to helical [34], because of the linear polarization of the THz source, and the readily

achievable coupling into the TE01 mode, which preserves a linear polarization in the vicinity

of the beamline axis.

Each period of the undulator is composed of four magnets, arranged in a linear Halbach

array, with a complimentary ordering on the opposing side, as shown in Fig. 4.2. The

Halbach arrangement minimizes the magnetic field outside the undulator while increasing

the amplitude of the near-sinusoidal field on the beamline axis. The undulator builders

equation (simplified for a permanent magnet, 4-per-period, planar Halbach array [99]) can

help us approximate the magnet gap, g, that will be required to achieve a peak on-axis field

of Bu

Bu = −1.8Bre
−πg/λu , (4.1)

given an undulator period λu and magnet remanence Br. The period was chosen to be 3 cm

with a peak on-axis field, Bu = .45 T, requiring a gap of around 15 mm using neodymium

magnets (NdFeB) [100] with parameters specified in Table 4.1.

Table 4.1: Undulator magnet specifications

Material NdFeB Dimensions:

Grade N38UH Entrance Thickness 3, 3.75 mm

Remanence, Br 1.23-1.26 T Regular λu/4 Thickness 7.5 mm

Intrinsic Coercivity, Hci 1592 kA/m Exit Thickness 7.5, 3.75, 3 mm

Surface processing Passivation Cross section 33 × 25 mm

Polarization Tolerance ±5◦ Tolerance ±0.07 mm

Once the target field strength and periodicity were determined analytically from Eq. (2.28),

the simulation software Radia [101], interfaced with Mathematica, was used to design the
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Figure 4.2: The combined linear Halbach arrays enhance the sinusoidal field on-axis, between

the arrays of magnets, while the field outside of the arrays is canceled. Specialized entrance

and exit sections help the beam transition from a linear to a wiggling trajectory and back,

while maintaining an average transverse position still centered on the beam pipe axis [99].

magnetic field map of the undulator. The basic design of the planar undulator used the

standard construction of a two-magnet entrance section and three-magnet exit section, with

the first magnet of the exit section simply continuing the repeated pattern of the Halbach

array (see Fig. 4.2), to force the beam to oscillate about the magnetic axis [99]. To model

the undulator in Radia, the size and position of each magnetic block was specified, as shown

in Fig. 4.3a, along with the polarization of its magnetic field. Radia used the defined reme-

nance of the magnetic material to then generate a 3-dimensional field map. The model field

on-axis is shown in green in Fig. 4.3b with the corresponding electron beam trajectory in

Fig. 4.3c.

4.1.1.1 Undulator tuning

To ensure that the magnetic field of the actual constructed undulator could be tuned to

match the model generated in Radia, the magnet mounting system required the capability

to make fine adjustments to the insertion depth of each magnet. The individual magnets were

glued into holders using vacuum-compatible adhesive, with an additional piece of aluminum

used as a retaining cap partially covering the end of the magnet. A cross section of the
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Figure 4.3: (a) 3-dimensional model of the undulator with magnetic block position and size

(and polarization not shown) specified. (b) The corresponding on-axis magnetic field map

(green) generated in Radia was used to tune the undulator with Hall probe measurements

(black) of the on-axis field. (c) The electron beam trajectory predicted by Radia for the

given field map.
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Figure 4.4: (a) Diagram of the undulator cross section showing tuning plates and magnet

holders. Teeth in the rail supports (not shown) separate individual magnet holders, holding

them in place such that a turn of the tuning screw forces a change in the insertion depth of

the magnet holder. Except for the entrance and exit section, each set of (inner and outer)

tuning plates supports 4 magnets on each side, making up a full period. (b) 3-D illustration

of a single magnet in its holder.

magnet mounting design is shown in Fig. 4.4 along with a 3-D rendering of a single magnet

holder.

The on-axis magnetic field profile was optimized by iterative adjustments to the gap

between individual magnets, guided by the field map modeled in Radia. Between each

round of tuning, a Hall probe measured the transverse magnetic field between magnets as

a function of longitudinal position, see Fig. 4.5. The final round of on-axis Hall probe

measurements are shown overlaid on the Radia field map in Fig. 4.3b.
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Figure 4.5: Photograph taken during the process of undulator tuning. The Hall probe

was mounted to a large translation stage with the probe tip accessing the beam-axis from

above. The transverse alignment was controlled by a smaller stage with manual micrometer

adjustment which measured displacement from the beam axis. A series of scans measured

the transverse magnetic field as a function of longitudinal position within the undulator,

followed by iterative adjustment of the tuning plates.
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Figure 4.6: Photograph of the undulator with CPPWG plates suspended in the magnet gap

by the self-centering mount.
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4.1.2 CPPWG and mount design

After the Hall probe measurements requiring vertical access to the beam axis were complete,

a laser pointer was aligned onto the Hall probe tip parallel to the longitudinal axis to provide

an alignment reference. The CPPWG mount, including pre-attached plates, was then fixed

to the top of the undulator, as shown in Fig. 4.6. The CPPWG plates were connected to

a specially designed, self-centering mount with built-in adjustments enabling control of 3-D

translation, pitch, yaw, and roll. With these controls, the CPPWG position was adjusted

until the alignment laser was centered between plates at both the entrance and exit of the

waveguide. Dynamic tuning of the plate spacing was then accomplished using a single knob

in the center of the mount.

Once the combined undulator-CPPWG apparatus was moved into the vacuum box on

the PEGASUS beamline, a HeNe reference laser passing through the waveguide axis was

used to assure alignment with the beam axis.

4.2 PEGASUS Beamline: Experimental setup

At PEGASUS, the same Ti:Sapphire laser pulse (>2 mJ) is used to produce both the THz

pulse and the UV pulse for electron beam generation in the photogun, facilitating inherent

synchronization between the THz pulse and electron beam in subsequent interactions. This

advantageous feature comes with the caveat that electron beam time-of-arrival (TOA) suffers

from timing jitter due to the RF system, as we will see in our experimental results.

4.2.1 THz generation

The components of the THz source itself were discussed in detail in Chapter 3. For the THz-

IFEL experiment, the footprint of the optical breadboard holding the THz optics needed

to be decreased and moved into the small space available next to the vacuum chamber in

which the interaction would occur, as shown in Fig. 4.7, posing new challenges for the IR

path leading up to the THz source. In particular, because the path length was significantly
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longer (>10 m) and included several more reflections off of intermediary mirrors, the IR

pulse reaching the THz source suffered from pulse energy attenuation and the formation of

hot spots in the intensity profile which could have damaged the THz optics. To prevent the

formation of hot spots in the beam profile, we reduced the local intensity of the laser by

transporting the IR pulse to the THz source in an under-compressed state.

The Ti:Sapphire laser system at PEGASUS uses the technique of chirped pulse amplifi-

cation exactly because of the destructive self-focusing that occurs at high intensities. The

components of the Legend-F laser amplifier include an optical pulse stretcher, a regenera-

tive amplifier, and an optical pulse compressor. The IR pulse entering the system becomes

positively chirped in the stretcher, increasing the beam length and thereby decreasing the

beam brightness. After amplification, the compressor is used to reduce the IR pulse length,

counteracting the positive chirp imparted by the stretcher to achieve nearly the same short

beam duration as the original seed.

With our modified scheme, we adjusted the compressor setting to only partially compress

the amplified pulse, resulting in a lower-brightness output retaining a slightly positive chirp

that did not exhibit self-focusing. The frequency chirp of the IR pulse changed the pulse-

front-tilt angle coming off the grating in the THz source set-up, potentially reducing the

conversion efficiency, but this effect could be compensated by adjusting the grating angle,

along with the routine steps of optimization used for the THz source optical alignment.

We consistently measured >1 mJ of IR reaching the THz source, despite splitting the

laser for simultaneous UV generation, ensuring a 1 µJ THz pulse given our ∼ 0.1% conversion

efficiency. For the IFEL configuration, only a small bunch charge (few 100 fC) was necessary

to demonstrate the effect on the beam phase space, so the UV pulse energy could be reduced

in favor of more IR driving the THz source.

4.2.1.1 THz alignment

Since the pyroelectric detectors previously used to identify the THz focal point were too

large to fit at the entrance to the waveguide, EOS measurements with the ZnTe crystal at
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Figure 4.7: Photograph of THz source next to the vacuum box, with the undulator inside.
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Figure 4.8: Photograph of the entrance to the CPPWG and undulator. The ZnTe crystal

used for EOS measurements to optimize THz alignment into the waveguide is currently

withdrawn above the beam axis, so that the beam can be transmitted through the waveguide.

the entrance to the waveguide (see Fig. 4.8) provided a check on the THz alignment into

the CPPWG. The IR probe line already built into the THz source setup was extended into

the vacuum box where a removable mirror behind the OAP, aligned the IR through the hole

and on through the waveguide.

Unfortunately, any mirror adjustment that brought the THz into better spatial alignment

could simultaneously change the path length and therefore the temporal alignment which

reduced the apparent signal. To account for this effect, any change to mirror alignment was

followed by a manual scan of the temporal overlap to find the local maximum in THz signal.

4.2.2 UV generation

To produce the UV used on the photocathode in the RF gun, the initial Ti:Sapphire laser

pulse undergoes a cascaded process beginning with frequency doubling of the input 800 nm

light in a nonlinear crystal. The resulting output of 400 nm light and unconverted 800 nm
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light is split and then recombined for sum frequency generation in a second nonlinear crystal

to produce a pulse at 266 nm.

The slight positive frequency chirp that was left on the initial laser pulse in order to

help with self-focusing during the transport to the THz source was detrimental to the UV

conversion efficiency. The chirp was corrected using a dispersive medium placed upstream of

the first frequency doubling stage. For this application, we chose a relatively long (75 mm)

fused silica light pipe, with the greater distance able to compensate for a larger positive

chirp.

The length of the UV pulse plays an important role in determining the length of the

electron beam produced by the RF gun. At the exit of the the gun, the bunch length is pro-

portional to the laser pulse length, along with the compression factor of the gun determined

by injection phase (typically of order unity for our operating regime). In the initial phase

of the THz IFEL experiment, we chose to stretch the UV pulse (from <100 fs rms to >1 ps

rms) in order to obtain a long electron beam. This increased the window of timing overlap

in which we would be able to see some IFEL interaction and greatly reduced the significance

of electron beam TOA jitter. The UV pulse was stretched using multiple passes through a

prism-retroreflector system which dramatically increased (>7 m) the pathlength traveled by

the UV pulse to reach the cathode in the RF gun.

4.2.2.1 Timing

In order to achieve the appropriate timing for IFEL interaction, we need the UV path length

to be just enough shorter than the THz path length in order to account for the electron

beam travel time from the gun to the undulator, so that electron beam and THz arrive at

the device simultaneously. To check the relative pathlength of the UV and the THz, we used

one photodiode to measure the UV where it entered the photogun, and a second photodiode

to measure the IR probe before it entered the ZnTe (placed at the entrance to the CPPWG

for EOS alignment measurements). Simultaneously viewing both signals on an oscilloscope

provided a relative timing measurement that included the signal propagation time in the
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coaxial cables used. To identify and cancel out that contribution, the measurement was

repeated with the coaxial cables leading to each photodiode swapped. Using this method,

we matched our estimated travel time, for the subsequent UV path to first reach the cathode

and then the generated electron beam to reach the undulator, to within a fraction of a

nanosecond.

4.2.3 Electron beam

Much of the ground-breaking research at PEGASUS laboratory has centered on the creation

of high-brightness electron beams, exploring the frontier of ultrashort, ultralow emittance,

low charge electron beams [102, 103, 104, 105, 65] and applying those beams towards ex-

periments in ultrafast electron diffraction and microscopy [106, 107, 108]. The high field

gradient of the UCLA/BNL/SLAC type 1.6 cell S-band (2.856 GHz) photoinjector design

[44] quickly brings the beam up to relativistic energies, reducing the effects of space charge

repulsion (force decreases ∝ 1/γ2), and in combination with the solenoid field used for emit-

tance compensation and focusing, produces a high peak current, low transverse emittance

electron bunch at energies up to 4 MeV. With the additional 11 cell S-band booster linac,

the beam energy can be brought up to 10 MeV. A simple diagram of components on the

PEGASUS beamline, preceding the THz IFEL interaction point is shown in Fig. 4.9. Table

4.2 gives the range of typical beam parameters used during operation of the THz IFEL.

Table 4.2: PEGASUS beam parameters

Beam energy 3-10 MeV

Charge 10 fC-10 pC

Energy spread 0.5 %

Transverse emittance εn 100 nm·rad

Bunch length 100 fs-2 ps

For IFEL and FEL interaction in the THz frequency regime, the requirements for trans-

verse beam emittance are relatively lenient compared to typical FEL parameters, because
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Figure 4.9: Diagram showing the primary components of the PEGASUS beamline, not to

scale, leading up to the THz IFEL interaction. Depending on the current in the dipole

spectrometer, the beam can continue straight for further interaction, or be bent onto a

trajectory for energy and charge measurements.
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the resonant wavelength is larger by more than an order of magnitude, i.e. when operating

at laser frequencies, the waist size is much smaller than in the THz regime. The need for

spatial overlap in an IFEL constrains the transverse emittance of the electron beam. If the

beam size becomes comparable to the laser waist, there may be significant particle detrap-

ping. For our simulation work, however, this was not the case and the transverse emittance

could be reasonably neglected, justifying the use of a 1 dimensional simulation model.

In the long beam configuration used for the first stage of the THz IFEL experiment we

expect to see nonlinear longitudinal phase space correlations, referred to as RF curvature,

in the electron beam as the bunch length is not negligible compared to the length scale of

the RF wave used to accelerate the beam.

4.2.3.1 Alignment and transport

During the course of daily operation, we control the amount of charge produced at the

photocathode by remotely adjusting the UV pulse energy. To monitor the beam position,

YAG:Ce screens are inserted into the beam pipe and viewed with CCD cameras placed at

windows located at strategic positions along the beamline. Steering magnets along with

focusing by the first solenoid ensure that the beam does not clip on the linac.

The beam energy after acceleration in the linac but before interaction with the THz

pulse is determined using a magnetic spectrometer which bends the beam path, as shown

in Fig. 4.9, dispersing the electrons according to their energy. The electron energies can

be determined from the knowledge of the magnetic field and their trajectories [49]. The

calibration for this particular spectrometer at PEGASUS relates the current, I (amps),

used in the electromagnetic dipole to bend the beam to the beam energy via the formula

βγ = −5.4I.

The profile of the beam at the spectrometer can also be used to retrieve the energy

spread of the beam. For this spectrometer (upstream of the interaction chamber), 100

pixels corresponds to 1% relative energy spread. The conditions for maximum energy and

minimum relative energy spread can be used to verify the linac phase. Running on-crest in
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Figure 4.10: Diagram of the interaction chamber and subsequent beam diagnostics for the

THz IFEL experiment at PEGASUS. This figure is reproduced from our publication, Ref.

[98].

the linac should give the maximum acceleration, resulting in the largest beam energy on the

spectrometer. Due to the rf curvature in the LPS of the beam coming out of the gun, the

minimum energy spread is obtained when the linac is run at a phase slightly off-crest, such

that it imparts a small energy chirp, in addition to the acceleration, which counteracts the

initial LPS curvature. To use the linac as a bunching cavity, the phase can be tuned to a

zero-crossing which imparts a large energy chirp resulting in subsequent velocity bunching

[65]. This feature was essential to the THz FEL experiment discussed in the next chapter.

The redirection of the beam path caused by the spectrometer allows beam charge mea-

surements using a Faraday cup placed behind the removable spectrometer screen. For inter-

action in the THz IFEL, the spectrometer current is reduced to nearly zero, such that the

beam bypasses the initial set of diagnostics.

A diagram of the THz IFEL set-up and subsequent beam diagnostics is shown in Fig.

4.10. Steering magnets and a second solenoid were used to focus and align the beam through

the hole in the OAP and into the entrance of the CPPWG. To monitor the beam position, a
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Figure 4.11: Photograph of the entrance to the CPPWG and undulator. The pieces of DRZ

attached to the end fluoresce when exposed to the electron beam, providing a reference when

focusing and steering the beam into the CPPWG aperture.

small scintillating “DRZ” screen was attached to the end of the CPPWG, as shown in Fig.

4.11, which fluoresced when exposed to the beam.

4.2.3.2 Diagnostics

After the beam exits the undulator, there are a series of diagnostics available on the PE-

GASUS beamline. To simply confirm that the beam has passed through the undulator, an

insertable YAG screen is placed at a cross after the box for viewing the beam. The primary

measurement used to identify and characterize the IFEL interaction was the relative energy

spread in the beam. This measurement was performed using a second spectrometer dipole

at the end of the beamline, pictured in the foreground of Fig. 4.12. The dispersed beam was

viewed on a YAG screen using a PI-MAX intensified CCD camera, with an energy resolution

of about 0.6 keV per pixel.

To improve the resolution of our measurements a pair of quadrupoles minimize the beta-

tron beam size on the final screen. For the energy measurement alone, the vertical beam size

is irrelevant and focusing is only necessary in the horizontal direction, i.e. the plane in which
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Figure 4.12: Photograph of the PEGASUS beamline. The large vacuum box in which

THz IFEL interactions takes place is shown with the lid open. Post-interaction diagnostics

including X-band deflector and dipole spectrometer are visible in the foreground.
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Figure 4.13: 3 visualization of the streaking diagnostic.

the bending magnet disperses the beam. However, in addition to the dipole spectrometer,

an X-band deflecting cavity can be used to streak the beam longitudinal profile onto the

vertical axis, as illustrated in Fig. 4.13.

The vertical kick imparted to the beam as it traverses the 9 cell 9.6 GHz deflector cavity

is accompanied by an increase in the energy spread. This effect is described by the Panofsky-

Wenzel theorem

∂∆p⊥
∂z

= ∇⊥∆pz (4.2)

which states that the longitudinal gradient of the transverse force, giving the longitudinal-

position-dependent momentum kick, is proportional to the transverse gradient of the longi-

tudinal force which results in a transverse-position-dependent energy change. To minimize

this effect we use a 100 µm horizontal slit before the cavity, which limits the vertical size

of the beam as it passes through the deflector, such that the induced energy spread is < 10

keV. The cavity is powered with a 50 kW klystron and can impart a transverse deflecting

voltage of up to 500 keV. With the deflector on, the quadrupole doublet is used to focus

both the vertical and horizontal beam size on the final screen.
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4.3 THz IFEL measurements

The initial goals of the THz IFEL experiment included both proof-of-principle measurements

showing a “zero-slippage” interaction and demonstration of the practical application for

electron bunch compression. The experimental run progressed in the corresponding order,

beginning with a focus on the primary indication of IFEL interaction, that is, the increase

in beam energy spread caused by the IFEL induced energy chirp on the beam.

To identify the timing overlap, the beam energy distribution was initially monitored

while scanning the THz pulse arrival time, with beamline operators looking for changes to

the energy spread, i.e. increase in the horizontal width of the beam, to indicate interaction.

The change in energy spread was easily recognizable once the timing overlap was established.

The example images in Fig. 4.14 show consecutive shots with THz off and THz on while

synchronized with the beam.

The “THz off” distribution in Fig. 4.14b shows a slight correlation between horizontal

and vertical position, most likely due to the steering of the beam through the quadrupoles.

In some images, this effect can be quite pronounced, resulting in an overestimate of the beam

energy spread, if we simply projected the beam distribution onto the energy axis. Instead,

when analyzing the images we look at thin horizontal slices at different vertical positions

along the beam, as shown in Fig. 4.15.
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Figure 4.14: Consecutive beam images with (a) THz off and (b) THz on, showing the change

in energy spread after IFEL interaction. The beam distribution along the x-axis corresponds

to energy after horizontal deflection in a dipole spectrometer. These figures are reproduced

from our publication, Ref. [98].

Within these slices the energy distribution indicated by the pixel sum was projected onto

the horizontal energy axis, producing plots like those shown in Fig. 4.16b and c. The energy

spread was then quantified by the full width at full maximum (FWFM), which in practice

we defined as the width at 10% of the peak value.

At each step of the translation stage used to control the path length of the IR driving the

THz source, several images were taken with the THz blocked from entering the waveguide,

followed by several images in which the THz was present for interaction. This continuous

monitoring of the electron beam energy distribution was necessary because factors like point-

ing fluctuations and RF phase drift could change the apparent background energy spread

over time. These measurements, recorded as a function of THz arrival time, produce a timing

scan as shown in Fig. 4.16a, identifying the optimal THz and electron beam synchronization.
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Figure 4.15: The beam distribution shown in (a) is projected onto the vertical axis in (b) in

terms of the vertical pixel number, with the pixel sum on the x-axis. The green line indicates

the “background region” of pixel sums used to determine the background threshold (light

blue). A Gaussian fit of the vertical beam distribution then establishes the vertical position

and thickness of the slices (σ/4 pixels, red dividing lines) used when calculating the full

width at full maximum (FWFM) of the beam distribution.

In Fig. 4.16a, we see the window of timing overlap is quite large, with a FWHM of

nearly 4 ps and evidence of interaction over a full 20 ps range. This result is consistent with

our expectation that the initial near-single cycle THz pulse is dispersed into a multicycle

waveform, approaching 20 ps long by the end of the CPPWG. This “long” THz pulse is

only available for a short interaction distance however, since it required propagation through

most of the waveguide to develop, resulting in significantly smaller energy modulation.

The choice of FWFM characterization stems from the structure of the energy distribution

produced by IFEL interaction with the long beam. Two key features visible in the “THz on”

shot in Fig. 4.14 are 1) the symmetrical increase in the energy spread and 2) the vertical

streaks within the beam distribution that look like bands in the energy distribution. This

produces the sort of stepped energy distribution that we see in Fig. 4.16b, that remains

centered at the same energy as the “THz off” distribution shown in Fig. 4.16c.
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Figure 4.16: (a) Plot of beam energy spread as a function of THz arrival time. The energy

spread is quantified by the FWFM identified in the energy distribution determined for thin

slices of the overall beam image. Example energy distributions with (a) THz on and (b)

THz off are taken from the images shown in Fig. 4.14. The relative locations of these

measurements in the timing scan are marked with blue dots and corresponding arrows.

These figures are reproduced from our publication, Ref. [98].
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Figure 4.17: (a) 1-dimensional simulation of electron beam longitudinal phase space dis-

tribution after THz IFEL interaction under zero-slippage conditions and (b) the projected

energy distribution. These figures are reproduced from our publication, Ref. [98].

To understand where these features come from it is useful to look at longitudinal phase

space (LPS) simulations of the beam, like the example shown in Fig. 4.17. A multicycle

energy modulation is produced in the long electron beam as the THz pulse is dispersed in

the waveguide. The THz pulse envelope dictates the amplitude of the energy modulation

along the beam. Assuming optimal timing overlap, electrons near the head and tail of the

THz pulse experience only a small modulation, while near the peak of the THz envelope,

electrons experience a larger change in energy.

Fig. 4.17b shows the projected energy distribution of the whole beam, since for the 1-

dimensional simulation, vertical “slices” are meaningless. As with the experimental data, the

energy distribution shows bumps, or steps, in energy, now identifiable as corresponding to

the peaks in energy modulation at different parts of the beam. By taking the FWFM of the

distribution, we are quantifying the range of the peak energy modulation in the multicycle

LPS distribution.

The peak measured energy modulation proved to be 150 keV, as shown in Fig. 4.16a,

corresponding to a maximum acceleration and deceleration of 75 keV. At the time, this
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acceleration was an order of magnitude larger than had been previously demonstrated (7

keV) in a novel THz-linac structure [23] and is still twice as large as the recent results (>30

keV) using the segmented terahertz electron accelerator and manipulator (STEAM) device

[27]. This record is even more dramatic given that the IFEL acceleration was accomplished

using only a 1 µJ THz source, an order of magnitude smaller than in these experiments.

The key advantage leading to this high-efficiency performance of the THz IFEL is the

“zero-slippage” scheme, enabling sustained the interaction for 30 cm. While the THz accel-

eration schemes in Refs. [27] and [23] achieved substantially larger acceleration gradients

than the 0.25 MV/m of the IFEL, the energy exchange occurred over only a short distance

(>30 MV/m over 1 mm and 2.5 MV/m peak over 3mm, respectively).

4.3.1 Tunable IFEL resonance condition

With evidence of the IFEL interaction established via measurements of the induced energy

spread, the next stage in the proof-of-principle experiment was to verify characteristics of the

interaction unique to the “zero-slippage” scheme. One of the particular advantages of the

“zero-slippage” technique is the flexibility that the waveguide dispersion adds to the IFEL

resonance condition. By tuning the waveguide aperture, we expect to change the phase

velocity of the THz pulse as it propagates in the CPPWG, leading to a shift in the optimal

beam energy for resonant interaction.

To confirm this tunable resonance condition, we sought to measure the magnitude of

the IFEL induced energy modulation as a function of beam energy for different spacings of

the CPPWG. To change the beam energy, we adjusted the amplitude of the field in the RF

cavities. In principle, the change in energy could also have been accomplished by tuning the

linac phase. However, throughout the IFEL experiment, we chose to operate the linac at

the phase that minimized the beam energy spread in order to reduce the background energy

spread present for the IFEL induced energy spread measurements, and generally maintain

consistent operating conditions for the IFEL interaction.

At each beam energy, with the beam once more steered through the undulator to the final
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Figure 4.18: Measurements of the IFEL induced energy modulation as a function of beam

energy show the shift in resonant interaction corresponding to the change in CPPWG plate

spacing. This figure is reproduced from our publication, Ref. [98].
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spectrometer screen, we performed a timing scan to identify the peak energy modulation. In

Fig. 4.18, we show the results of the peak energy modulation as a function of beam energy for

two plate spacings of the CPPWG. We expect to see the resonant energy of the interaction

shift down as the plate spacing is increased. This may seem counterintuitive, because the

group velocity increases at larger plate spacings. However, the key feature for resonant

energy exchange is the phase velocity matching, and since the phase velocity decreases for

wider plate spacings, we need a slower beam.

The simulation curves shown in Fig. 4.18 are generated by the WAFFEL simulation code

with the frozen field approximation turned on, because the beam charge was too low (<1

pC) to significantly deplete or add energy to the THz pulse. To calculate the THz field, we

assume 25% power coupling of the 1 µJ THz pulse, yielding an estimate of 4-8 MV/m for the

maximum THz field propagating in the TE01 mode of the CPPWG. The coupling efficiency

of the THz pulse into the waveguide is calculated using the transverse profile overlap integral

of the free-space and waveguide modes.

We attribute the differences between predicted energy curves and actual energy spread

measurements to experimental uncertainties like the coupling of the THz pulse into the

guide and the alignment of the electron beam within the guide. In addition, images of the

waveguide entrance, like those shown in Figs. 4.8 and 4.11, indicate some misalignment

between the CPPWG plates after installation. This change to the CPPWG geometry, as

well as potential misalignment in the longitudinal direction, equivalent to a taper of the

waveguide, may have altered the interaction dynamics in ways outside the scope of the 1-D

WAFFEL code.

With the only dynamically adjustable parameters being the CPPWG spacing and the

beam energy, we know that we can only have one combination in which simultaneous phase

and group velocity matching is achieved. This means that even as we demonstrate a shift in

the resonant beam energy, we can expect to see the magnitude of the induced energy spread

decrease as the group velocity mismatch increases. In addition to showing the expected

shift in resonant beam energy, the measurements in Fig. 4.18 suggest that the 1.8 mm plate

spacing was closer to the “zero-slippage” set point. From our earlier measurements indicating
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Figure 4.19: Raw LPS images with (a) THz off and (b) THz on.

a peak THz frequency at 0.84 THz, we expected “zero-slippage” interaction to occur near 2

mm plate spacing and 6.3 MeV beam energy.

Through measurements of the tunable resonance condition, we definitively show that the

IFEL mechanism is occurring in a regime of dispersion dependent interaction. The waveguide

serves not only to maintain the radiation intensity in the vicinity of the electron beam, but

to match the phase velocity of the radiation for resonant interaction, and ideally, match the

group velocity of the THz pulse to the average longitudinal propagation of the beam. For a

more complete picture of this THz IFEL interaction we move on to longitudinal phase space

measurements.

4.3.2 Longitudinal phase space measurements

Using the X-band deflector on the PEGASUS beamline, we impart a transverse momentum

kick to the beam which streaks the longitudinal profile onto the vertical axis. In combination

with the dipole spectrometer dispersing the beam energy onto the horizontal axis, the re-

sulting distribution on the final YAG screen shows the longitudinal phase space of the beam.

Before decreasing the bunch length to demonstrate bunch compression using the THz IFEL,

we decided to look at the longitudinal phase space while the beam was still long enough to

show the multicycle energy modulation. Examples of the raw LPS images are shown in Fig.

4.19, with (a) THz off and (b) THz on.
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(a) (b) (c) 

Figure 4.20: (a) Original raw beam image. (b) By filtering, cutting, and finally fitting

the pixel data from (a), we establish a curve (red line) on which to transform the image

to compensate for the overall shape determined by RF curvature during initial acceleration.

The processed image, shown in (c), can then be used to characterize the beam quantitatively.

Once again, we’ll begin by discussing some of the features that immediately stand out in

these images. With THz off in Fig. 4.19a, there is a curvature to the beam distribution that

is caused by the RF wave manipulation during the initial bunch generation and acceleration.

This feature is obviously present in the case of THz on, Fig. 4.19b, as well, although it may

be less noticeable compared to the higher frequency modulation caused by interaction with

the higher frequency THz pulse.

This feature affects the accuracy of our energy spread measurements and the interpreta-

tion of the LPS distribution in general, so we’d like to remove it. This can be accomplished

through an image transform defined by the conversion of the curve in Fig. 4.19a to a straight

line. Alternatively, a moving average of the wiggling beam pattern can be used to identify

the underlying RF curvature, as shown in the example images in Fig. 4.20. We used this

latter method, because it enabled image transformation based on the analysis of each im-

age individually and thereby reduced our run time, making frequent “THz off” background

images unnecessary.

Fig. 4.21a shows the beam image from Fig. 4.19b after the residual RF curvature has been
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Figure 4.21: A corresponding frequency chirp is visible in (a) the processed LPS image from

the raw image in Fig. 4.19 and (b) the model of the dispersed THz profile. These figures

are reproduced from our publication, Ref. [98].

removed by the image transform. For an IFEL-induced energy modulation on an electron

bunch which is long relative to the radiation wavelength, we expect to see a multicycle energy

distribution. The non-standard feature here is the frequency chirp in the energy modulation,

that is, the period of the energy modulation increases towards the tail of the beam at the

bottom of the image. This frequency chirp is the result of dispersion of the THz pulse in the

CPPWG. As the THz pulse propagates in the waveguide, the initially near single cycle pulse

is elongated into a multicycle waveform as frequency components travel at different speeds,

resulting in spatial separation.

A comparison of the modulated beam LPS to the simulated dispersed THz profile shown

in Fig. 4.21b reveals the same frequency chirp and same overall envelope of the modulation

range, or wave amplitude, respectively. The multicycle THz profile was calculated from
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Figure 4.22: Example LPS image with irregular energy modulation

the initial measured waveform evolved over the length of the waveguide according to the

CPPWG dispersion parameters.

In general, the shape of the energy modulation does not always reflect the shape of the

dispersed THz profile, limiting the viability of using this technique as a “THz oscilloscope,”

particularly when the interaction occurs over a long enough distance that a velocity mismatch

causes different regions of the THz pulse to interact with the same portion of the electron

beam. An example of this effect for different CPPWG settings is shown in Fig. 4.22, in

which the residual RF curvature and the overall frequency chirp of the energy modulation

are visible, but the oscillations are irregular in period around what would be the peak of the

energy modulation.

One of the features that we expect to see in Fig. 4.21, but that is not definitively present

is a “sheering” effect in which the higher energy electrons on the right side out-pace the

lower energy electrons on the left. This saw-toothed LPS distribution that would develop

from velocity bunching indicates density modulations or “microbunching” characteristic of

an IFEL. The fact that this asymmetry is not particularly visible in the LPS images of the

beam indicates that the density modulation has not had enough time to develop during

the drift section and foreshadows difficulty in the subsequent experimental demonstration of
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Figure 4.23: The magnitude of the IFEL induced energy modulation is plotted as a function

of measured THz pulse energy. To show the linear relationship expected between modulation

amplitude and THz field, the horizontal axis is plotted with a quadratic scale, such that the

corresponding THz field increases linearly. This figure is reproduced from our publication,

Ref. [98].

bunch compression via THz IFEL interaction.

With the full LPS information about the shape of the energy modulation, we were able

to track the changes in the amplitude of the peak modulation as we adjusted the THz pulse

energy. We expect the magnitude of the energy modulation to scale linearly with the THz

electric field, but we were not able to measure that field directly. Instead, using measurements

of the THz pulse energy taken outside of the in-vacuum interaction chamber, plotted on a

quadratically scaled axis such that the corresponding electric field increases linearly, we see

the expected relationship between THz field and energy modulation, shown in Fig. 4.23.

The LPS images of the long beam were also able to provide useful information about

beam timing. The region of the electron beam that would interact with the THz pulse

moved according to the time of arrival (TOA) of the beam, which could vary significantly,
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Figure 4.24: Raw LPS images with (a) the beam arriving early, so the energy modulation is

closer to the tail of the beam, and (b) the beam arriving later, so the energy modulation is

closer to the middle of the beam.

while the TOA of the THz pulse did not suffer from the RF induced timing jitter. If the

beam showed up early, the tail of the beam would interact with the THz pulse; if the beam

arrived late, the head of the beam would interact. This effect is shown in the example images

of Fig. 4.24.

The shape of the energy modulation imprinted on the beam was consistent shot to shot,

allowing us to identify and fit key features in each image, as shown in Fig. 4.25. With this

energy modulation “stamp” on the beam, we could look at the vertical displacement, corre-

sponding to time difference, between the beam centroid and the “stamp” to track the TOA

jitter. Using this method we estimated the electron beam timing jitter for our experiment

to be 400 fs rms.

4.3.3 THz-driven bunch compression

The bunch compression technique demonstrated in the last stage of our IFEL experiment

imparts an energy chirp to the electron beam that is intended to ensure that the tail of

the beam has higher energy than the head of the beam and therefore catches up over the

course of a drift section. One of the primary characteristics that limits the compression

factor achievable via this velocity bunching method is the linearity of the energy chirp. The
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Figure 4.25: (a) Key features are identified in the LPS image of the beam and then (b)

matched against a reference energy modulation.

shorter the beam is relative to the resonant wavelength of the interaction that modulates the

beam energy, the more linear the energy chirp can be, particularly near the zero-crossing of

the waveform. This is an advantage of RF-based compression schemes, as used in Ref. [65]

and the THz FEL experiment, both performed at PEGASUS, in which the linac acted as a

bunching cavity.

At higher frequencies, however, the beam can be chirped more efficiently, i.e. it requires

less peak field amplitude to provide a similar field gradient for chirping the beam energy.

Beyond the THz regime, it can be prohibitively difficult to get the full bunch length short

enough to fit within the region of near-linear energy chirp. This leaves the THz regime as

one of the best candidate for exploring efficient bunch compression techniques, as tested, for

example, in Refs. [28, 109].

To demonstrate the application of bunch compression via THz IFEL interaction, we de-

creased the electron bunch length by changing the UV path such that the pulse bypassed the

stretcher section before being used to generate the beam. In addition, we reduced the bunch

charge by decreasing the UV pulse energy in order to minimize the bunch lengthening due to

space charge repulsion. Ideally, the resulting beam would fit within a single ponderomotive

bucket of the interaction.
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Figure 4.26: LPS images of a (a) decompressed beam, (b) beam with THz off, and (c)

compressed beam, with the longitdudinal distribution projected onto the horizontal axis.

These figures are reproduced from our publication, Ref. [98].
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From our LPS measurements taken with the long electron beam, we know to expect

significant timing jitter. This means we cannot control the injection phase of the electron

beam, i.e. where the beam enters the bucket, or even which bucket it’s in. Some shots will

receive an energy chirp with the correct sign, resulting in bunch compression by the time

the LPS measurement is performed downstream. Other shots will receive an energy chirp

with the opposite sign, resulting in decompression of the beam. Fig. 4.26 shows example

LPS images for the case of decompression and compression, as well as “THz off,” with their

respective longitudinal distributions projected onto the horizontal axis.

No image transform was performed on these measurements to remove residual RF cur-

vature, because the bunch length was short enough relative to the RF wave so as to have

negligible LPS distortion. However, the bunch length was not short enough to fit within the

half cycle of the THz waveform. This is evidenced by the turnover in the LPS energy chirp

on either end of the beam in Figs. 4.26a and c.

The positive energy chirp of the decompressed beam in Fig. 4.26a is still readily observ-

able in the energy-position correlation of the LPS distribution at the time of measurement.

Unfortunately, the negative energy chirp imparted to the compressed beam in Fig. 4.26c is

also observable in the energy-position correlation of that image as well, indicating that the

beam had not achieved full compression by the time of the measurement. This is not entirely

unexpected given what we saw with the long beam measurements in which the beam did

not achieve a significant density modulation by the time it reached the X-band deflector.

To characterize the set of measurements taken in the short beam configuration, we have

plotted the measured energy spread and bunch length for each shot in Fig. 4.27. The

points are color coded according to the energy-position correlation determined by the LPS

distribution. This allows us to see the transition from increased energy spread due to chirp

with the wrong sign, resulting in longer bunchlength, down to increased energy spread due

to chirp with the correct sign, resulting in shorter bunchlength.

Gray lines are used in Fig. 4.27 to indicate the energy spread and bunch length when

the THz pulse is off. With these markers, we see that in the vicinity of the baseline bunch
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Figure 4.27: Plot of the bunch length vs. energy spread from LPS measurements of the

short beam. Color indicates energy-position correlation in the LPS image. This figure is

reproduced from our publication, Ref. [98].
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length there are many examples of LPS measurements showing increased energy spread, but

no significant energy-position correlation. These points most likely correspond to cases in

which the beam interacted near the crest of the THz wave, resulting in a highly nonlinear

energy chirp with both the head and tail of the beam ending up with nearly the same energy

but differing from the middle of the beam.

These LPS measurements show that, using the THz IFEL as a compressor, we were able

to reduce the bunch length by a factor of two, from a baseline of 400 fs rms to around 200

fs rms. The latent energy-position correlation in the LPS images of the compressed beams

indicate further compression could have been measured after an additional drift distance.

Because the distance between the interaction chamber and the deflecting cavity is fixed on

the beamline, the amplitude of the energy chirp would ideally be increased to achieve faster

compression, minimizing the bunch length in the deflector. However, the available THz field

was already limited by the driving IR pulse energy and THz conversion efficiency.

The measurements presented here provide a wealth of information on the “zero-slippage”

IFEL technique and its applications. However, the results up to this point have shed little

light on the energy exchange that could be achieved with the THz pulse, particularly since

the beam charge was kept small during the course of this experiment. To learn more about

the effect of the “zero-slippage” interaction on the THz pulse, and its potential applications,

we now turn to the THz FEL experiment and the related simulation results, which we’ll

discuss in the next chapter.
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CHAPTER 5

THz FEL Experiment

The THz FEL experiment performed on the PEGASUS beamline used the same undula-

tor and CPPWG apparatus that supported the IFEL interaction discussed in the previous

chapter. The focus of the FEL experiment was on measurements of the THz pulse after

“zero-slippage” interaction with the electron beam, providing a valuable compliment to the

results of the THz IFEL experiment. Where before we saw THz-induced modulation of the

beam energy, here we identified beam-induced changes to the THz energy.

The goals of the THz FEL experiment went beyond completing the picture of conserved

energy exchange, however. With this new round of measurements, we sought to demon-

strate the capabilities, and expose the potential limitations, of a THz source based on the

“zero-slippage” FEL technique. While the proof-of-principle results presented here are as-yet

negligible compared to the realm of THz production seen at dedicated THz FEL user facil-

ities around the world, both measurement and simulation suggest the “zero-slippage” FEL

technique may be a competitive THz source, able to produce pulse energies at the hundreds

of µJ level, despite operating with only a 100 to 200 pC beam at a few MeV, as could be

provided at an accelerator facility like PEGASUS.

We’ll begin this chapter with a discussion of the THz diagnostics, i.e. what quantities we

were interested in and what we were actually able to measure, then discuss the changes to

the beam operation that were required to achieve a short bunch length. We’ll then present

measurements of the THz pulse energy after interaction and conclude with a discussion of

simulation results that provide an exciting outlook on the application of the “zero-slippage”

FEL technique as a THz source and amplifier.
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5.0.1 THz diagnostics

One of the key features of the “zero-slippage” interaction is the broadband coupling enabled

by the waveguide dispersion. Measurements of the spectral content of the THz pulse before

and after interaction could show that near resonant energy exchange can take place over a

range of frequencies, providing means of verifying the predicted bandwidth of interaction.

Throughout this thesis work, measurements of the THz spectrum were performed via

Fourier analysis of an EOS trace which was generated over many different shots using an IR

probe with a variable delay. However, this type of multi-shot time-sensitive measurement is

not a viable diagnostic for a THz signal that is influenced by the timing jitter of the electron

beam, measured during the IFEL experiment to be as large as 400 fs rms.

One solution to this problem would be to make the beam long enough (> 1 ps) that

despite timing jitter, there is always a region of the beam interacting with the THz pulse.

Assuming the beam parameters are uniform across the longitudinal profile, i.e. negligible

energy chirp, etc., the beam will interact with the THz pulse in the same way shot-to-shot,

producing a consistent output spectrum, that could be measured using an EOS technique.

Another solution to the timing jitter problem would be to make a single-shot measurement

of the output THz spectrum, using for example a spatial autocorrelation interferometer [110]

or grating-based spectrometer [111, 112] typically employed for bunch length measurements.

The real-time interferometer (RTI) developed by Fermilab and Radiabeam Technologies

[113] using a pyroelectric detector array provides a promising candidate for performing this

measurement.

Unfortunately, the final energy of the THz pulse (< 0.2 µJ) meant that the intensity on

each detector in the RTI array would be insufficient to distinguish signal from noise. The

effective pulse energy is halved when the RTI splits the THz pulse, and then recombining

the components on the 32-element array requires additional defocusing of the pulse. The

THz source at UCLA starts out with only 1 µJ and given subsequent attenuation with each

reflection on transport optics and diffraction losses in the CPPWG, the amount of radiation

coupled into the waveguide and then transported to the detector could show reduction by
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Figure 5.1: Diagram of the beamline set up for the THz FEL experiment

up to a factor of 10.

With the possibility of spectral measurements ruled out by the low THz pulse energy,

we were limited to measurements of the output intensity for this round of THz FEL testing,

using the single pyroelectric detector previously employed for alignment measurements. The

THz pulse is collected at the exit of the CPPWG using an OAP mirror, with a small hole for

beam transmission, and then redirected out of the vacuum chamber before a second OAP

focuses it onto the pyroelectric detector, as shown in Fig. 5.1.

After completion of the THz-IFEL experiment, the pyroelectric detector was calibrated

using adjustments to the THz power at the source and corresponding change in pyro signal,

giving 7 mV/µJ. A comparison of the actual measurements and the expected scaling deter-

mined by simulation suggests an effective relationship closer to 1 mV/µJ. The significant

difference between these results can be explained by misalignment and transport losses. In

any event, for the sake of clarity when presenting our measurement we show both the de-

tector measurements (mV) and simulated values (µJ) on separate axes, with a consistent

scaling factor across all plots.
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5.0.2 Electron bunch compression

Because our measurements of the THz pulse only characterize the overall pulse energy, we

need to ensure that there is net energy exchange between the electron beam and THz pulse.

This requires a very short beam (< λTHz/4), such that the whole beam can interact at a

phase that increases the beam energy or decreases the beam energy. Since the beam does

not interact long enough to microbunch in our undulator, the beam must be “pre-bunched”

before entering the undulator. In addition, to see an appreciable change in the energy,

we need sufficient beam charge (> few pC) to contribute to this overall exchange. Taken

together these factors mean we need a high current beam, as expected given that the gain

in an FEL is proportional to beam current.

We saw in the demonstration of THz-IFEL compression that by using the unstretched UV

pulse and reducing the charge we could get the bunch length down to 400 fs rms. However,

this was still too long for the whole beam to interact with the THz pulse at nearly the same

phase, as shown by the roll-over in the modulated LPS distribution (see Fig. 4.26). Even

more importantly, this required reducing the bunch charge to the point where net energy

exchange with the THz pulse would be undetectable, thus an alternate method of reducing

the electron bunch length while preserving as high charge as possible was required for the

THz FEL experiment.

Recent work performed at PEGASUS by Maxson et al. [65], in which record-breaking

ultrashort (<10 fs rms) bunch lengths were measured, provided an ideal blueprint for uti-

lizing the linac as a bunching cavity to compress the beam for our experiment. Using GPT

simulations, we determined the linac phase necessary for the beam to acquire an energy chirp

with a gradient producing maximum compression at a distance in or near the undulator. In

our case, this placed the beam off-crest by about 80◦. A plot of the bunch length simulated in

GPT as a function of distance along the beamline is shown in Fig. 5.2 along with snapshots

of the evolving beam LPS.

The primary drawback to this technique was the larger energy spread which pushed some

electrons outside of the range in which resonant interaction would occur. This effect initially
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Figure 5.2: (a) GPT simulation of the electron bunch length as a function of distance along

the beamline with the linac used as a bunching cavity. (b) Snapshots of the beam LPS as it

undergoes compression.

cast doubts on whether the portion of the beam undergoing resonant interaction would

be large enough to produce a non-negligible change in the THz pulse energy. However,

WAFFEL simulations performed after-the-fact, using the beam energy spread determined

by the spectrometer before the interaction chamber, indicate that the interaction can be

sustained for all injected energies in the undulator, see Fig. 5.3. One factor in the success

of the interaction despite the large energy spread may be the enhanced coupling enabled by

the “zero-slippage” technique in which the tangential dispersion curves facilitate broadband

near-resonant interaction in the waveguide.

The energy spread of the beam increased dramatically in the THz FEL experiment.

Not only was there an increase due to the linac-induced energy chirp, but the spontaneous

superradiant interaction of the beam in the undulator dramatically increased the energy

spread of the beam, as suggested by the simulation in Fig. 5.3. Initially, we hoped to be able

to correlate shot-to-shot THz energy measurements taken with the pyroelectric detector to

beam images from the dipole spectrometer, allowing us to see the conserved energy exchange

between THz pulse and electron beam. However, with the large energy spread, resulting in

over-filling of the final spectrometer screen, energy measurements proved to be prohibitively
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Figure 5.3: WAFFEL simulation of beam LPS in the THz FEL experiment. The initial beam

distribution has not quite reached full compression, still showing the energy chirp imparted

by the linac.

difficult. This effect was also detrimental to charge measurements taken with the Faraday cup

placed at the end of the beamline, behind the spectrometer screen. Instead, measurements

of the bunch charge were performed using the calibrated pixel sum on the YAG screen placed

after the vacuum box, as indicated in Fig. 5.1.

5.1 THz FEL measurements

With the linac acting as a bunching cavity, the range in final beam energy was restricted

to what could be achieved by the RF gun with only a marginal boost from the linac. To

maintain resonance at this low beam energy (around 5.8 MeV), the CPPWG spacing was

set to 2.6 mm. Using our experimental parameters in the WAFFEL simulation code, we can

predict what the output THz pulse energy would be after interaction with the short beam

without any beam timing jitter. By scanning the THz arrival time relative to the beam, we

should see an oscillatory change in output energy, as in the simulated trace shown in Fig.

5.4. This matches our expectation given the oscillatory change in beam energy that we saw
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Figure 5.4: Simulated output THz energy as a function of input THz arrival time assuming no

electron beam timing jitter. The simulation uses a THz seed with a peak field of 12 MV/m,

but the primary contribution to the final THz energy is the spontaneous superradiance of

the beam in the undulator.

in the long beam LPS measurements of the IFEL experiment. However, with timing jitter,

the oscillatory pattern is smeared out, as we will see in the measurements of THz intensity

vs. arrival time.

Finding the timing synchronization between the THz pulse and electron beam was less

straightforward in this short bunch, large energy spread configuration. The eye-catching

“bands” or “streaks” that were previously visible in the energy distribution of the long beam

(see Fig. 4.14a) where not present in this case, because they were caused by the multicycle

energy modulation in the beam that was long relative to the THz wavelength. In addition,

the large energy spread of the beam meant that the dispersed beam distribution typically

filled the final sprectrometer screen, making overall shifts in energy or energy spread indis-

tinguishable. While changes to the general output energy of the THz pulse were detectable

by eye, the primary change was an increase in fluctuations, which required confirmation via

analysis of the recorded measurements (see Fig. 5.5) to be certain of the timing overlap.

The beam timing jitter prevented a consistent increase or decrease in average output

energy as a function of THz arrival time. Consecutive shots sampled very different interaction
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Figure 5.5: (a) Standard deviation of the output THz signal measured via pyroelectric

detector as a function of input THz arrival time. (b) Average output THz signal as a

function of input THz arrival time.
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phases. This effect led to a clear time-dependent increase in the fluctuation of output THz

energy, as well as an increase in the range of maximum and minimum output energy, and

is captured by the standard deviation of the measured intensity, as shown in Fig. 5.5a, in

which the standard deviation of the pyroelectric detector signal is plotted as a function of

THz arrival time.

In Fig. 5.5b, we show the average pyroelectric detector signal as a function of THz arrival

time. There is no visible time-dependent change reflecting the oscillatory output energy that

we saw in the simulation case without timing jitter. However, there is a time-independent

increase in output energy from the measurements taken without the beam present in the

undulator. This indicates that the electron beam is producing THz radiation via spontaneous

superradiance, when the seed THz pulse is not even present in the waveguide, because the

bunch is short enough to radiate coherently as it oscillates in the undulator. This effect is

an exciting new application of the “zero-slippage” FEL process which we will explore further

in a subsequent measurement and WAFFEL simulations.

The gray curve in Fig. 5.5a corresponds to WAFFEL simulation results. This curve was

produced by convolving the simulated output energy for the case of no timing jitter shown

in Fig. 5.4, with a (1 ps rms) gaussian beam TOA distribution. This is not inconsistent

with the initial timing jitter estimate given by the THz IFEL measurements (400 fs) due to

the different operating conditions in the linac.

The TOA jitter of the beam entering the linac influences the beam energy coming out of

the linac. This effect is smaller for a linac phase where the beam is near-crest (accelerating

while minimizing energy spread) than when the beam is near the zero-crossing phase of the

linac (imparting an energy chirp for bunch compression), since the steeper field gradient

results in larger disparities in output energy, that subsequently cause larger timing jitter

downstream.

One of the features of the THz FEL interaction that we can verify against predictions

is how the energy exchange scales with bunch charge. From our timing measurement, we

saw two processes at work in the interaction, stimulated amplification and spontaneous
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Figure 5.6: (a) Average output THz signal as a function of beam charge. (b) Standard

deviation of the output THz signal measured as a function of beam charge.
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superradiance, and these processes scale differently with the bunch charge. The average

THz output energy conforms to the scaling for spontaneous superradiance, because the time

dependent effect of stimulated amplification is averaged out due to beam timing jitter. We

expect the superradiant contribution to scale quadratically with charge as shown by the

simulation curve in Fig. 5.6.

As shown in the timing scan measurement, the time-dependent effect of stimulated am-

plification of the seed THz pulse can be quantified by the standard deviation of the output

THz energy. With the THz arrival fixed at the time corresponding to peak output fluctua-

tions, we expect the standard deviation to increase linearly with beam charge, as shown by

the simulation curve in Fig. 5.6.

The measurements of output THz energy, performed with varying beam charge, are in

good agreement with the predicted relationships shown by the simulation curves in Figs.

5.6a and b. The charge value plotted on the horizontal axis, was determined by binning the

pixel sum on the after-box screen calibrated to correspond to beam charge.

At the highest charge, both the average output energy and the standard deviation of

the output energy fall off relative to the predicted value. This effect may be the result of a

variety of factors. Space charge effects most likely increase the beam size and emittances both

longitudinally and transversely, causing poor spatial overlap for interaction in the regions of

increased transverse beam size, and a wider range of interaction phases, i.e. less coherence

in the emitted radiation, for the longer beam.

5.2 THz FEL simulations

The measurements performed in the THz FEL experiment show the great potential of this

technique for application as a THz amplifier, or a stand alone source requiring no THz seed.

The WAFFEL simulation code provides the tools for exploring the capabilities of the “zero-

slippage” FEL in these two scenarios. The parameters of THz-IFEL and FEL experiments at

PEGASUS offer a useful starting place for these simulation, but we’ll now proceed with more

freedom in the choice of undulator and beam parameters. In particular, the peak on-axis
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field in the undulator can be increased along with the undulator period (now λu = 3.6 cm)

in order to achieve a higher initial undulator parameter of K = 2, for a larger decelerating

gradient (∝ K
γ

). We’ll also increase the total charge of the beam in order to increase the

available energy that can be extracted for THz generation.

To improve the long-term extraction of energy from the beam, tapering of the undulator

parameters can be used to prolong resonant interaction with the decreasing beam energy.

Research has shown that careful optimization of the tapering scheme can lead to dramatic

improvements in overall beam energy extraction (better than 30%) [114, 48], using the rate

of change of the resonant energy and the ponderomotive gradient to determine the K taper

in terms of resonant particle phase, Ψr. For the purposes of our simulations, exploring

the capabilities of a hypothetical THz FEL, we’ll restrict ourselves to simple linear tapering

schemes with constant undulator period, avoiding the practical constraints and corresponding

optimization that would be necessary in the design of the taper for an actual FEL experiment.

5.2.1 Broadband THz amplification

We’ll first look at the application of broadband THz amplification using a long (4 ps rms)

beam. The THz seed pulse to be amplified will begin the microbunching process necessary

for coherent emission from the long beam. The initial energy modulation that develops

into a density modulation can be imparted by a separate upstream undulator section, a.k.a.

“prebuncher” [114], followed by a drift, or by the initial periods of the undulator, which

then necessitates more periods overall to give the interaction time to reach saturation by

the end of the undulator. We’ll discuss here simulation results for the case in which the

microbunching of the beam occurs within the first section of a single undulator.

In Fig. 5.7 we show the results of a simulation targeted to achieve 100 µJ THz output

using a 200 pC beam. The input seed is a 2 µJ pulse with a Gaussian spectrum peaked at

0.4 THz. As microbunching is established and the energy gain approaches saturation, the

undulator parameter is decreased, as shown in Fig. 5.7c. The interaction is allowed to evolve

over 21 undulator periods.
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Figure 5.7: WAFFEL simulation of seeded THz FEL gain. (a) LPS beam distribution

before and after interaction, with energy projection at right. (b) Simulated output THz

pulse. (c) Tapering of undulator parameter, K. (d) Evolution of the THz pulse energy

during interaction. (e) Final spectrum of the simulated THz output.
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Figure 5.8: WAFFEL simulation of seeded THz FEL gain without tapering. (a) Final

spectrum of the simulated THz output. (b) Evolution of the THz pulse energy during

interaction. (c) Simulated output THz pulse. (c) Initial and final beam energy distribution.

Using the same initial parameters, but without tapering of the undulator, we see the

THz output energy saturate just over 50 uJ. Figure 5.8 shows the simulation results using

the same parameters but with the tapering turned off. The desired peak at 0.4 THz is

joined by two significant secondary peaks at higher frequencies which are suppressed when

the tapering is turned on.

The conversion of beam energy into coherent THz emission is most efficient when the

process operates as an amplifier, i.e. the output spectrum is peaked near the input seed.

However, for a high current beam, the output spectrum is quickly dominated by the reso-

nance condition set by the undulator parameters, beam energy and plate spacing, potentially

deviating from the peak frequency of the input THz spectrum.

5.2.2 Spontaneous superradiance

For the case of spontaneous superradiance in an unseeded THz FEL, the output frequency is

fully set by the undulator parameters, beam energy and plate spacing. We’ll look at a simu-

lation using the same undulator and waveguide parameters as in the previous amplification

results, but now with a 100 pC beam compressed to 120 fs. The sub-THz scale bunch length

allows the beam to radiate coherently as soon as it undergoes oscillations in the undulator,
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creating a superradiant THz source.

Without the waveguide the resonant frequency would be set by the standard FEL reso-

nance condition

λr = λu
1 +K2/2

2γ2
(5.1)

calculated from Eq. 2.10, using the average longitudinal beam velocity (Eq. 2.12) and

ku/k0 << 1 for the case that kz = k0. For our parameters, this would give us resonance

at around 0.86 THz, but with the waveguide at 3.5 mm plate spacing, the interaction is

tuned for resonance at 0.4 THz. Given this very short, high-charge beam, not only is a

THz seed unnecessary, but the interaction would proceed independently even with an input

THz seed, since the spontaneous emission immediately dominates in the formation of the

ponderomotive potential.

In Fig. 5.9, we show the results of the superradiant gain simulation which achieved 32%

energy extraction to produce a 200 µJ pulse at the desired 0.4 THz. The initial beam LPS

distribution has a slight energy chirp, not quite at maximum compression, assuming that a

velocity bunching scheme, similar to that used in our experimental work, would be necessary

to get the short, high current beam for spontaneous superradiance. The elongated LPS

distribution of the final beam is the result of detrapping of particles from the ponderomotive

potential well. In general, optimized energy extraction requires balancing the competing

benefits of a large deceleration gradient to reach a lower final beam energy and a large

ponderomotive bucket area to keep a greater fraction of the beam decelerating [48].

We can estimate the decrease in resonant energy as the undulator is tapered using the

FEL resonance condition (Eq. 2.10) once again, with the same approximation for the average

longitudinal beam velocity (Eq. 2.12) and ku/kz << 1, now for the case that kz 6= k0

γr =

√
kz(1 +K2/2)

2(kz − k0 + ku)
. (5.2)
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Figure 5.9: WAFFEL simulation of spontaneous superradiant THz FEL gain. (a) LPS beam

distribution before and after interaction, with energy projection at right. (b) Simulated

output THz pulse. (c) Tapering of undulator parameter, K. (d) Evolution of the THz pulse

energy during interaction. (e) Final spectrum of the simulated THz output.
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Figure 5.10: (a) Resonant beam energy and (b) bucket height (γmax − γres) as a function of

undulator period from the simulation of spontaneous superradiance in a tapered undulator.

In Fig. 5.10, we plot this shift in resonant energy and corresponding ponderomotive

bucket height as a function of undulator period in the simulation. Obviously the taper of

the undulator parameter cannot go to zero in practice, so the characterization of the resonant

interaction towards the end of the undulator is not very meaningful. In the design of an

actual undulator for a superradiant THz source, the tapering scheme will need to keep the

undulator parameter within realistic bounds and the trade off between decelerating gradient

and trapping fraction must be more thoroughly explored.

In Fig. 5.11, we show the evolution of the simulated THz spectrum, in which we expect

to see a broad output spectrum produced by the wide-bandwidth coupling of the “zero-

slippage” interaction. While the initial bandwidth is consistent with a prediction based on

the inverse number of oscillations (typical of the low-gain regime), the value diverges from

this relation after a few periods, exceeding the free-space-interaction bandwidth models for

both low and exponential gain. A rough Gaussian fit of the simulated waveform over time

shows the “zero-slippage” group velocity matching keeps the pulse length near the transform

limited value with a fairly constant time-bandwidth product.

In Table 5.1, we show a comparison of the input parameters and results from the presented

THz FEL simulations. Both techniques offer a promising method of producing broadband

THz radiation with > 100µJ energies in a nearly transform limited pulse. The “zero-

slippage” operation facilitates broadband interaction, keeps the emitted radiation longitudi-
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Figure 5.11: (a) Evolving THz spectrum produced in a simulation of spontaneous superra-

diance. Color indicates the distance the interaction has progressed along the waveguide. (b)

FWHM of spectral content as a function of distance.

nally overlapped, minimizing pulse lengthening except due to dispersion, and ensures that

the broad spectral content survives to the end of the interaction by limiting the attenuation

due to diffraction and angular divergence of the disparate frequencies.

Eventually the “zero-slippage” condition breaks down due to factors like prolonged dis-

persive pulse broadening or changes in the average longitudinal beam velocity for a strongly

decelerated beam. For K > 1, tapering of the undulator parameter should still keep the aver-

age longitudinal beam velocity matched to the THz pulse, with the decrease of the deflection

angle (K/γ) tuned such that the longitudinal component of the beams velocity remains the

same. However, this feature breaks down for K < 1, resulting in slippage that changes which

frequency dominates the interaction, potentially producing a multi-peak output spectrum.

The next steps in exploring the tapered THz FEL design should include a quantitative

study of the compromise between deceleration gradient and trapping fraction, using more

realistic undulator parameters. With optimized tapering schemes, in which the period of the

undulator is allowed to vary and K is not kept strictly linear, higher gain may be attainable.

It will require more simulation work and ultimately, proof-of-principle experimental work,

to determine the full potential of the “zero-slippage” FEL for a THz source application, but
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Table 5.1: FEL Gain Simulations

Amplifier Source

Bunch length 4 ps 120 fs

Bunch charge 200 pC 100 pC

THz input energy 2 µJ unseeded

Energy extraction 9 % 32 %

THz output energy 110 µJ 200 µJ

Peak THz field 0.14 GV/m 0.22 GV/m

Bandwidth (FWHM) 84 GHz 118 GHz

the outlook, based on our initial round of simulation studies, is highly promising.
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CHAPTER 6

Conclusion

We have presented results in this thesis showing the successful demonstration of both THz

IFEL and FEL interaction using a novel “zero-slippage” scheme. As predicted by our theo-

retical investigation of the “zero-slippage” regime, this coupling scheme has proven to be a

highly efficient method of energy exchange with a THz pulse. In the THz IFEL experiment,

we measured a record THz-induced energy modulation (150 keV) of a relativistic beam using

only a 1 µJ source. This result is due in large part to the extended interaction length (30

cm) facilitated by the “zero-slippage” technique. While alternate schemes for THz-driven

beam manipulation using a near-single cycle pulse [23, 27] have achieved significantly higher

accelerating gradients (order of magnitude in both THz source energy and demonstrated

gradient), the “zero-slippage” IFEL has allowed us to extract energy more efficiency using

an interaction length that is two orders of magnitude longer.

Over the course of this work, we explored implementing the “zero-slippage” technique

for a wide range of accelerator physics applications, including bunch compression, timing

stabilization, THz streaking and broadband THz generation. A key characteristic of the

“zero-slippage” interaction is the broadband coupling which allows it to extract energy from

broadband pulses more efficiently, or, as an FEL, to produce broadband THz pulses. To

model this novel interaction scheme, we developed our own 1-dimensional, multifrequency

simulation code, outlined in this thesis, which allowed us to investigate the capabilities of

this technique and extrapolate to new operating regimes.

The performance of a “zero-slippage” IFEL or FEL will easily be enhanced by increasing

the THz field. This could be accomplished via both optimization of the waveguide coupling

and by improving the power output of the THz source. There is an abundance of on-going

143



research dedicated to improving THz source technology [18], and even laser-driven techniques

could soon provide single-cycle pulses with > 100 µJ energies [22]. At UCLA, the very recent

Ti:Sapphire laser system upgrade at PEGASUS means a new era of THz projects may be on

the horizon, utilizing the 40 mJ laser pulse now available for THz generation. Where before

we obtained bunch length reduction by a factor of two in our proof-of-principle THz IFEL,

the “zero-slippage” THz-driven compression scheme could now be fully realized at higher

peak fields, producing <10 fs beams with applications in UED, microscopy, and advanced

acceleration schemes.

The compatibility of the THz IFEL regime with comparatively low energy electron beams

can point us to where the THz-driven “zero-slippage” IFEL may be most useful as an acceler-

ator. For example, the THz IFEL could be a component in an all-optical staged acceleration

scheme, bringing beams up to relativistic energies without any RF system and thereby elim-

inating the RF-induced timing jitter. The microbunching capability evidenced by the long

beam longitudinal phase space measurements performed in the THz IFEL experiment at

UCLA, could also potentially be applied to the formation of drive bunch trains with spacing

at the THz lengthscale for plasma wakefield acceleration schemes.

The effect of spontaneous superradiance, already observed in the results of our THz FEL

experiment, is a unique opportunity enabled by the length scale of the THz regime, in which

total bunch capture becomes attainable. One of the features of the “zero-slippage” regime

that may prove exciting in future FEL research is the potential for interaction between the

short bunch and the spontaneous radiation it emits, as they remain spatially overlapped

due to the group velocity delay in the guide. Initial results from the WAFFEL simulation

tool suggest that at higher beam charges (100-200 pC), a tapered “zero-slippage” THz FEL

could provide a >100 µJ level THz source. Given more thorough simulation studies and

proof-of-principle experimental research, this technique has the potential to reach the mJ

level.
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APPENDIX A

EOS signal calculation

We derive here the change to the IR probe polarization that occurs during copropagation

with the THz pulse in the EOS crystal, in our case ZnTe, and the corresponding change

in measured signal at the two photodiodes used for so-called balanced detection. We will

follow closely the derivation in Ref. [75]. The effect of each optical element in the electro-

optic sampling setup is conveniently described in terms of Jones matrices, allowing us to

put together a single expression for the start-to-finish effect on the probe using matrix

multiplication. To begin with, we’ll assume a horizontally polarized IR probe in the lab

frame, represented by

Probe = Elaser

1

0

 . (A.1)

In Eq. 3.35 of Chapter 3, we defined the phase shift, Γ, induced between the orthogonal

components of the IR probe in the ZnTe crystal as a function of the angle, α, indicating the

orientation of the linearly polarized THz field with respect to the X’ crystal axis, as shown

in Fig. A.1. In the coordinate system defined by the new slow and fast axis of the ZnTe

crystal, this corresponds to

ZnTe(α) = e−iφ

e−iΓ(α)/2 0

0 eiΓ(α)/2

 (A.2)

where φ =
ωd(ns+nf )

2c
.

To get the IR probe description into and out of this coordinate system, we’ll use the
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Figure A.1: With respect to the coordinate system determined by the crystal lattice, where

Z is parallel to the [(0,0,0);(0,0,1)] line and X’ is parallel to [(1,0,0);(0,1,0)] (as shown in Fig.

3.6 of Chapter 3), the index of refraction ellipse defined by the fast and slow axes (smaller

index of refraction, nf , and larger, ns, respectively) rotates by angle Ψ in the presence of an

electric field, ETHz, polarized at angle α.
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standard rotation matrix

R(θ) =

 cos θ sin θ

− sin θ cos θ

 . (A.3)

We’ll need to use the same prescription for the coordinate system of the quarter waveplate,

described by

QWP =

e−iπ/4 0

0 eiπ/4

 . (A.4)

Finally, the Wollaston prism will separate the outgoing IR pulse into vertically and

horizontally polarized components, each monitored by a photodiode. The effect of the EOS

optics on the IR probe field measured, for example, at the “horizontal” photodiode is then

described by

A1 = Elaser

[
1 0

]
×R(−π/4)×QWP×R(π/4)×R(−ψ)× ZnTe(α)×R(ψ)×

1

0


(A.5)

given that the quarter waveplate angle (π/4) is set to turn an unmodulated horizontal IR

polarization into circular polarization. The angle ψ indicates the rotation, relative to the lab

frame, of the slow and fast axes of the altered indices of refraction in the ZnTe, as shown in

Fig. A.1. This angle will be defined by the polarization of the THz pulse, according to the

relation

cos(2ψ) =
sin α√

1 + 3 cos2 α
. (A.6)

Working through the matrix multiplication step by step, up to the point just prior to

taking the horizontal component, and gathering like terms, we have

e−iφ

2

(cosψ2e−i
Γ(α)

2 + sinψ2ei
Γ(α)

2

)(
e−i

π
4 + ei

π
4

)
+ cosψ sinψ

(
e−i

Γ(α)
2 − ei

Γ(α)
2

)(
e−i

π
4 − ei

π
4

)
(

cosψ2e−i
Γ(α)

2 + sinψ2ei
Γ(α)

2

)(
e−i

π
4 − ei

π
4

)
+ cosψ sinψ

(
e−i

Γ(α)
2 − ei

Γ(α)
2

)(
e−i

π
4 + ei

π
4

)


(A.7)
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With the simplification that (
e−iπ/4 + eiπ/4

)
=
√

2 (A.8)(
e−iπ/4 − eiπ/4

)
= −i

√
2 , (A.9)

the horizontal photodiode sees a field A1 given by

A1 = Elaser
e−iφ√

2

((
cosψ2e−i

Γ(α)
2 + sinψ2ei

Γ(α)
2

)
− i cosψ sinψ

(
e−i

Γ(α)
2 − ei

Γ(α)
2

))
(A.10)

and the vertical photodiode sees a field A2 given by

A2 = Elaser
e−iφ√

2

(
−i
(

cosψ2e−i
Γ(α)

2 + sinψ2ei
Γ(α)

2

)
+ cosψ sinψ

(
e−i

Γ(α)
2 − ei

Γ(α)
2

))
.

(A.11)

Using these fields to calculate the measured intensity, we end up with

|A1|2 =
E2
laser

2
(1− 2 cosψ sinψ sin Γ(α)) (A.12)

|A2|2 =
E2
laser

2
(1 + 2 cosψ sinψ sin Γ(α)) (A.13)

To see how the difference in these measured intensities is related to the phase shift, we take

|A1|2 − |A2|2 = −2E2
laser cosψ sinψ sin Γ(α) , (A.14)

giving us

sin Γ(α) = − |A1|2 − |A2|2

2E2
laser cosψ sinψ

. (A.15)

Since we know from Eq. 3.35 that

Γ(α) =
ωd

2c
n3

0r41ETHz
√

1 + 3 cosα2 , (A.16)

we can now express the THz field as

ETHz =
2c

ωdn3
0r41

√
1 + 3 cosα2

arcsin

(
− |A1|2 − |A2|2

2E2
laser cosψ sinψ

)
. (A.17)

For α = 0, as in our setup, Eq. A.6 tells us that ψ = π/4, so ETHz is given by

ETHz =
c

ωdn3
0r41

arcsin

(
−|A1|2 − |A2|2

E2
laser

)
. (A.18)

To describe a rotation of the ZnTe crystal orientation, the angle α must be updated to

indicate the new direction of THz polarization relative to the crystal axis.
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Kärtner. High conversion efficiency, high energy terahertz pulses by optical rectification
in cryogenically cooled lithium niobate. Optics letters, 38.5, (2013).

[71] J. T. Moody. Inverse Free Electron Laser Interactions with Sub-Picosecond High Bright-
ness Electron Beams. Doctoral dissertation, University of California, Los Angeles. (2014).

[72] L. Pálfalvi, J. Hebling, G. Almási, Á. Péter, K. Polgár, K. Lengyel, and R. Szipöcs.
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