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EPIGRAPH

If you really want to do something you’ll find a way.

If you don’t, you’ll find an excuse.

— Jim Rohn
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ABSTRACT OF THE DISSERTATION

Balancing Environment and Growth: Dams, Air Pollution, and Trade Effects in
Southeast Asia

by

Ha Vu

Doctor of Philosophy in Economics

University of California San Diego, 2024

Professor Joshua Graff Zivin, Chair

The first chapter examines how upstream dam construction impacts freshwater levels

downstream, affecting salinity intrusion and agricultural productivity in the delta. The study

combines historical records of dam construction on the Mekong River, water level observa-

tions, and agricultural productivity statistics, with satellite data as proxies for salinity index
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and vegetation coverage. The findings show that increased reservoir capacity significantly

reduces downstream freshwater discharge, decreases rice yield, and intensifies saltwater intru-

sion, while annual electricity output partially mitigates these effects. These impacts are most

severe during dry seasons and closer to the shore. Two mechanisms are identified: the dis-

ruptive but temporary ”filling effect” in the first year post-dam completion, and the persistent,

smaller ”operational effect” over time.

The second chapter explores the relationship between air pollution and individuals’

risk preferences and decision-making behaviors, utilizing remote sensing data on global air

pollution and data from the Indonesia Family Life Survey. By matching individual charac-

teristics with pollution levels (Mass Concentration and Aerosol Optical Thickness) on their

interview day, preliminary results show that higher dust and PM2.5 levels increase risk aver-

sion. Additionally, increased exposure to SO4 over the previous 30 days also heightens risk

aversion.

The third chapter analyzes labor market changes in response to export shocks, incor-

porating supply chain spillovers. Using trade data from UN COMTRADE, input-output tables

from GTAP, and Vietnam’s Labor Force Survey (2010-2019), we calculated each worker’s to-

tal exposure to export changes. This includes direct exposure (changes in their own industry’s

exports) and indirect exposure (changes in other industries using outputs from their industry

as inputs). We find that both direct and indirect export exposures significantly increase wages,

boost employment rates, and reduce inactivity. The college premium decreases and the gender

wage gap narrows, indicating improved equality. Wage gains are most significant for the low-

est income workers, and employment gains are concentrated among unskilled workers, while

the employment rate falls for skilled workers.
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Chapter 1

IMPACT OF DAMS ON SALINITY

INTRUSION AND AGRICULTURAL

PRODUCTIVITY: EVIDENCE FROM

MEKONG RIVER

1.1 Introduction

Dams are essential to humans and the economy, offering benefits such as reliable ir-

rigation water for agriculture, hydroelectric power generation and flood control. Their multi-

faceted role in water management and energy generation is indispensable for economic growth

and overall well-being ([2], [45], [24]). Nevertheless, these economic benefits often come

hand in hand with different environmental costs to ecology and human livelihood. The envi-

ronmental impact of dams ranges from disruption to water flow, changes in water temperature
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and speed, aquatic biodiversity loss to sediment deterioration to river bank erosion and coastal

salinity intrusion ([51], [5], [18]).

Understanding the construction and operation of hydrological dams might give the im-

pression that, aside from the temporary disruption during the construction phase and the filling

process, dams do not significantly impact overall average water conditions. However, a closer

examination reveals that dams can indeed modify the seasonality of water flow downstream,

exacerbating the variability of water’s effects on agriculture. In regions where the dry season

exhibits lower electricity demand, dams may be operated to retain more water during the dry

season and release it during the rainy season. This operational strategy can extend the duration

of dry periods and delay flood season. As a result, when freshwater supply to the downstream

is low and during high-tide days, when ocean water rises and penetrates, saltwater intrusion

spikes. This in turn could cause immediate and vast consequences on agriculture as crops

usually can only withstands up to a certain threshold of soil ([25]). These consequences are

particularly serious in international river basins where upstream authorities lack incentives to

prioritize downstream impacts ([39]).

This paper investigates into the impacts of dam construction in upstream areas on water

level, salinity intrusion, and agricultural productivity within the expansive delta region of a

river. Our primary focus is on the Mekong River, a prominent watercourse in Southeast Asia,

for two main reasons. First, unlike in the United States, where the big dam era (1930s-1960s)

[30] has largely concluded, this region remains actively engaged in this transformative process,

marked by a number of dams currently under construction or planned for future development

in the near term. Furthermore, the Mekong River Delta stands as the world’s third-largest

delta [31], providing a vital support to a substantial community of nearly 20 million people

[10] whose living relies deeply on agriculture. The potential for significant river disruption, in
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absence of effective mitigation policies, poses an existential threat to these age-old, culturally

ingrained ways of life that have endured for centuries. Third, the Mekong River Delta is

situated in Southeast Asia, a region currently experiencing the most rapid relative sea-level

rise globally with Ho Chi Minh city ranks second among all coastal cities in terms of peak

sinking velocity (-43mm per year) [46]. This phenomenon, when coupled with the reduced

freshwater inflow resulting from dam construction and operation, exacerbates the issue of

salinity intrusion, thereby adversely impacting agricultural outcomes.

The paper undertakes an empirical approach to examine the effects of dams on coastal

salinity levels and agricultural productivity. To achieve this, we combine data from different

sources on dams to form a complete historical record on dam construction on the Mekong

River. This data set includes details on the dams’ geospatial location, their year of commis-

sion, their attributes such as maximum reservoir capacity, power generating capacity, average

annual electricity output, etc. The geo-location of the dams allow for further computation of

distances and mapping to local river basins and merge it with satellite data. The dams are

matched with that approximates outcomes of interest, vegetation coverage and salinity intru-

sion, observed in the impacted region of the Vietnam Mekong Delta based on the timing of

the dams’ commision. In particular, we use observations on Normalized Difference Vegeta-

tion Index and Vegetation Soil Salinity Index, which respectively provides approximation for

outcomes of interest including salinity level and agriculture productivity. An Ordinary Linear

Regression is then adopted to study the impact of the dams’ properties on the outcomes.

To compare the short-term and long-term impact after the dams’ construction, we ag-

gregate and include in the regression the total of newly added reservoir capacity and annual

electricity output of all the dams that go online between one year and zero year prior to the

observation of outcomes, two years and one year prior to the observation of outcomes, three

3



years and two years prior to the observation of outcomes, etc. The more years are included

from the past, the longer the horizon of effect we can study.

To disentangle the effect of dams on agriculture through salinity intrusion and the

effect through water supply, we interact the outcomes with distance to cost, a variable that

measure the shortest distance from the centroid of the district polygon at which the outcome

is observed, to the coastline. The further away from the shore a district is, the less likely

its crop will be impacted by saltwater intrusion, thus an interactive term between the dams’

characteristics and the coast will capture this effect.

In addition, this paper also addresses the heterogeneity in season since seasonality is

an inherent property of water flow. We stratify the data to separate and compare the results for

the dry season versus the rain season.

The analysis uncovers evidence indicating that upstream dams exert a substantial and

time-evolving influence on the reduction of water flow into the delta river over the years.

This impact is most pronounced in the immediate aftermath of dam construction, attributed

in part to the reservoir filling effect, and subsequently diminishes over the years as the dams

continue to operate. Furthermore, the findings also underscore the role of dams in reducing the

Normalized Difference Vegetation Index while elevating the Salinity Index within downstream

areas. Most interestingly, a closer look into the seasonal heterogeneity suggests a hidden

pattern in how dams exaggerate the volatility of water flow and floods. Even though the overall

effect throughout the year is insignificant due to the dominant insignificant effect in the rain

season, the impacts on all both vegetation and salinity outcomes exhibit greater magnitude

and significance during the dry season. The heterogeneity analysis on spatial location shows

that the effect on agriculture in dry season increases in intensity as the proximity to the coast

increases, suggesting that salinity intrusion partly channels the damage.
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Our results expand our understanding in the literature on the impact of dams. Dams

have transformative effects on rivers and the surrounding ecosystems. Their influence on river

systems is manifold.

Among many environmental impacts, alteration of natural river flow regimes is one of

the most primary concerns. Around the world, dams alter water flow dynamics by reducing

downstream water availability through evaporation and diversion, consequently reshaping the

timing, speed and sediment component of water flows, and worse, smoothing out the flood

patterns between seasons. For example, changes in flood patterns caused by reservoirs in the

United States, reveal pronounced alterations in regions west of the Mississippi River, partic-

ularly in the southern Great Plains, arid Southwest, and northern California. Over half of

large rivers in the U.S. have experienced a reduction of more than 25% in their median annual

flood, with corresponding figures of 25% for medium-sized rivers and 10% for small rivers

(FitzHugh and Vogel (2011) [19]). In Quebec, a comparison on monthly flow characteris-

tics between natural rivers and reservoir-regulated rivers, found that dams impact all monthly

flow characteristics, with different responses and magnitudes depending on watershed size and

season ([29]). Similarly, in the Huai River Basin, dams and floodgates have been shown to

reduce annual average flow by 2%, with more pronounced effects during non-flood seasons

and dry years. The impact on water quality varies, with positive effects in upper reaches and

negative effects in middle and lower reaches ([53]). In addition to reducing the amount of wa-

ter discharge to the downstream and changing the patterns of runoff, dams can also reduce the

variation in water temperature, seasonally and daily, [32] weaken the natural air–water temper-

ature synchrony [26] and decrease the dissolved oxygen concentration of water downstream

[7] that are necessary to aquatic life, particularly fish populations.

As a consequence of alterations to the aquatic environment, dams dam construction
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poses a real threat to biodiversity. Dams can impact various aquatic life, including microor-

ganisms, benthic organisms, plankton, fish, botany, and even bird populations. The impact

often stems from the fragmentation of rivers, which can isolate wildlife populations and dis-

rupt migration patterns ([51]). There has also been evidence on significant homogenization of

species in heavily dammed rivers in the United States ([42]). Despite the complex and varied

responses of rivers and their ecosystems to dams, the general principle to protect biodiversity

in dam-impacted rivers relies on preserving natural flow variations, such as alternating low

and high flow periods, periodic bed scour, and floodplain inundation—crucial for regulating

the life cycles of river organisms and supporting their dependent food webs ([43]).

On coastal areas, one of the most widely recognized impacts of dams is the disruption

of natural sediment transport. Dams can trap sediments in their reservoirs, preventing them

from flowing downstream to the coast. In delta regions, sediments are crucial for maintaining

land elevation and countering sea-level rise. The reduction of sediment delivery to the coastal

zone can lead to land subsidence, increased vulnerability to storm surges, and coastal erosion.

Evidences regarding decreasing sediment loads due to reservoir deposition has been found,

particularly for African and Asian rivers like the Pearl River in Southern China ([12]), Yangtze

River in China ([28]), which hosts the gigantic Three Gorgeous Dam or Mekong River ([6])

which is forecasted to further decline by up to 50% in the next twenty years.

Salinity intrusion in the estuaries is another major dam-induced issues that has been

a subject of increasing concern and research. Dam’s regulation of river flow can reduce the

freshwater discharge, leading to an increase in saltwater intrusion and altering the estuarine

ecosystem. Studies on the impact of the impoundment phases of the Three Gorges Dam on

both water and soil salinity in the estuary of the Yangtze River, particularly during the extreme

drought of the 2006 dry season, reveal the significant influence of dam construction on salinity
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intrusion ([13], [52]).

Our study is not only closely related to the literature on the environmental effects of

dams, but also provides novel insights into the dams’ impact on the economic and agricultural

activities. On one hand, dams provide flood protection and irrigation management to areas

in local downstream areas. Duflo and Pande (2005) [17] found that downstream districts

experience increased agricultural production and reduced vulnerability to rainfall shocks as

a result of new dam construction while the district in which the dam is situated exhibits a

negligible rise in agricultural production but sees greater production volatility. However, this

common perception agriculture production in the downstream areas are usually better off from

irrigation schemes provided by dams and other ancillary facilities has also been challenged by

a case study in Ghana’s Kpong Dam ([40]). On the other hand, the impoundment of water

behind a dam creates reservoirs that can submerge vast areas of land, resulting in habitat loss

and the inundation of forests, wetlands, and agricultural fields. These changes can displace

communities affecting agriculture practice and livelihood of locals. Galipeau, Ingman and

Tilt (2013) [20] shows that resettlement from dam construction on the Mekong River basin

in Yunnan Province, China, surprisingly, is associated with higher household incomes, while

differences in landholdings were mixed.

Furthermore, these findings are also highly relevant for informed decision-making and

the development of sustainable policies and practices that consider the interconnectedness of

river ecosystems and the well-being of vulnerable communities in a regional context. Fre-

quently, rivers traverse various legal jurisdictions, spanning across different nations or states

within a single country. This inherent multi-jurisdictional nature of rivers incentivizes up-

stream government to freeride in exploiting water resources [39] and becomes a catalyst for

potential political conflicts concerning dam building and their management. International in-
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stitutions, including multinational financing mechanisms and international water management

treaties, have the potential to mitigate this freeriding tendency [39]. The negotiation process,

however, hinges on a comprehensive understanding of the magnitude and scope of these ex-

ternalities.

The paper proceeds as follows. Section 1.3 discusses data and provides descriptive

facts about dam construction in the Mekong River Basin as well as historical statistics on Water

Level, Vegetation Coverage, Salinity Intrusion and Agriculture Productivity in the impacted

region. Section 1.4 describes the empirical strategy and Section 1.5 presents the empirical

results. Section 1.6 concludes.

1.2 Vietnam Mekong Delta

The Mekong River, spanning six Southeast Asian nations, constitutes one of the world’s

most intricate river systems, ranking 12th among world’s longest river and the third largest in

Asia [11]. Originating from the Tibetan Plateau in China, it courses through Myanmar, Lao

People’s Democratic Republic (Lao PDR), Thailand, and Cambodia, draining a vast water-

shed of approximately 795,000 square kilometers before reaching the Mekong Delta in Viet-

nam [10]. It stands as the second richest river in terms of aquatic biodiversity and freshwater

capture fishery, following only the Amazon [50].

Vietnam Mekong Delta (VMD) is the most downstream part of the entire Mekong

River Basin, belongs to the lower part of the Lower Mekong River Basin. It consists of 13

provinces, covers an area of 95,000 km2 and is home to 21.49 million people (2019) according

to the Vietnamese Population and Houses Census [37]. Unlike Cambodia which also belongs

to the floodplain within the Lower Mekong River, Within the Vietnamese section of the delta,

8



there is an elaborate network of canals that were developed by local farmers for transportation

and agricultural practice purpose over the last century [11]. Thanks to the favorable tropical

weather, nutrient-rich river water, and the intricate irrigation network, VMD is a highly pro-

ductive supplier of agriculture, especially rice paddy. In 2014, the Mekong Delta and Central

Highlands (MD/CH) region constituted 56% of Vietnam’s entire rice output and contributed

approximately 90% of Vietnam’s total rice exports [11].

In the VMD, rice is the most widely planted crop, followed by soybean and other cereal

crops [38]. Rice production in the VDM depends on seasonal climatic conditions and fresh

water resources which are provided by the Mekong River and the monsoon rains that occur

generally from May to September or early October.[11] Often, rice paddy cultivation revolves

around three primary crop seasons. The winter-spring crop, typically sown at the end of

November or the beginning of December and harvested around April, coincides entirely with

the dry season, lasting from November through April. The rainy season spans the remaining

months of the year, from May to the end of October and early November. The other two crop

seasons are both planted during the rainy season but vary in duration until harvesting. The

summer-fall crop season commences in April and concludes in August, with August being

the harvest month. Meanwhile, the fall-winter crop season, which extends two months longer

than the summer-fall crop, starts in May and ends in November.

Like other river estuaries in modern time, VMD is also the victim of various mindless

human intervention including dam construction in the upper Mekong. 66% of the entire delta

shoreline and 400 different locations along the riverbank is currently under erosion [36]. 50%

to 60% decreae in annual sediment load to the delta, lower flood discharges, more frequent

low flow events, earlier and more severe salinity intrusion, unblocked ocean surge, etc. are

different consequences of how hydrological infrastructures has shifted the natural seasonal
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regime of water here [36].

Soi salinity, in turn, is considered one of the most serious problems threatening food

security. Both rice and soybean, the two most common crops in VMD, have low salinity

tolerance [25], making them particularly susceptible to salinity intrusion. Findings from Dam

et. al. (2019) [14], a case study taken place in the north-central coastal region of Vietnam

during the dry season, show that soil salinity, consistently lower the the yield of rice paddy.

Moreover, farmers with smaller and scattered plots may be disproportionately affected by

salinity, making it more challenging for them to manage saline soils. A contingent valuation

study taken place in VMD [27] reveals that ”more than half of households are willing to

pay for reduced salinity intrusion risk” and that ”willingness to pay increases with proximity

to, and severity of, the problem”. In regions facing current salinity impacts, households are

willing to contribute US$2.58/month. The willingness is US$1.99/month in areas anticipating

salinity effects by 203. Remarkably, areas without expected intrusion for the next 15 years,

the contribution willingness is still positive at US$1.32/month.

1.3 Data and Summary Statistics

1.3.1 Dams

To construct a comprehensive dataset for dam construction analysis, data from var-

ious sources was amalgamated. Initially, data on Basin-wide Dams and Connectivity was

sourced from the Mekong Infrastructure Tracker Dashboard, a data tool offered by the Mekong

Dam Monitor project. This project, funded by the Stimson Center with support from US-

AID Mekong Safeguards and implemented by The Asia Foundation, compiled comprehensive

records of dam construction in the Greater Mekong River Basin. The dataset comprises infor-
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mation on the year of dam commission, geolocation, operational status, and power-generating

capacity, encompassing a total of 477 observations on hydropower projects. These projects

fall into four known operational status categories: Operational, Under Construction, Planned

and Cancelled. The dataset not only provides dam locations, including the country, province

or state, and district, but also the river tributary to which the dams belong, along with precise

latitude and longitude coordinates for seamless integration with other geospatial datasets. Ad-

ditionally, the dataset offers valuable information on the power-generating capacity, measured

in Megawatts, and the average annual electricity output, measured in Megawatt hours.

Second, the Mekong Dam Monitor’s Basin-wide dams and connectivity data was sub-

sequently merged with the Geo-referenced Global Dams and Reservoirs Dataset (GeoDAR)

[48], utilizing their geographical coordinates. This merger enriches the dataset by incorporat-

ing information regarding the reservoirs’ capacity, measured in million cubic meters, associ-

ated with these dams.

Finally, for dams with missing data on their opening dates and other characteristics

such as annual average output and reservoir capacity, I conducted manual data collection from

internet sources. While labor-intensive, this effort culminated in the compilation of a dataset

comprising a total of 464 dams, among which 132 are currently in operation, and 36 are under

construction. In the Appendix, Table A.1 presents summary statistics of the dams’ hydropower

capacity categorized by operational status. Table A.1 also provides summary statistics based

on the country of origin for the dams’ power-generating capacity. This distribution is further

illustrated in Figure 3.1, which reveals the different strategies employed by different countries

in the realm of hydropower. Notably, China houses a relatively small number of dams (19

in total); however, the majority are large or mega-sized, collectively dominating the dams’

power-generating capacity and reservoir capacity among all nations. In contrast, Laos hosts
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more than 330 dams, predominantly of small and mid-size, amassing a combined capacity

of approximately 25,000 MW—making it the second-largest hydropower producer, following

China’s massive total of nearly 30,000 MW from all its dams. Additionally, Figure A.1 pro-

vides a visual representation of dam distribution on a regional map. In this visualization, the

size of the circles corresponds to the power-generating capacity of the dams, while the green

lines represent the river systems as per the HydroSHEDS database [4], categorized at level

3. The shaded green area represents the study’s impacted region, totaling 13 provinces within

the Mekong Delta area of Vietnam. Furthermore, Figure A.3 delves into the distribution of

dam construction over the years. Figures A.3a and A.3b illustrate the distribution of dams

over time in terms of power-generating capacity and reservoir capacity, respectively. These

figures highlight the onset of the dam construction era in the early 21st century, with a sig-

nificant surge approximately a decade later. The presence of ongoing construction projects

and future plans emphasizes the relevance and urgency of this study, which aims to estimate

the impact of dam construction on the environment and agricultural outcomes and predict the

future marginal effects of these dams.

Reservoir capacity, power-generating capacity, and average annual electricity output

constitute the primary attributes derived from the dataset. These attributes offer insights into

the potential disruptive impact of dams, with some level of correlation among them. Figure

A.4 illustrates the complex relationship between dams’ attributes by plotting them on the

reservoir capacity and power-generating capacity plane. Unlike reservoir capacity which only

carries information on the size of the dams, average annual output, besides the size, provides

valuable information about how the dams are likely to operate. When being controlled on

having the same reservoir capacity, dams with higher average annual output typically allow

more water to pass through in order to generate more electricity. Therefore, this attribute may

have an offsetting effect on the outcomes in relative to the reservoir capacity attribute. It is
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important to note that these variables remain time-invariant and specific to each dam. Average

annual output estimates the annual electricity production capacity of the dam but does not

reflect the actual energy generated across different years. As a result, during years when dams

are unlikely to operate, particularly in the first year following completion when reservoirs need

to be filled, this variable may not accurately capture the information it is intended to convey.

Further discussion on this issue and its implications for the identification will be presented in

Section ??.

1.3.2 Water Level

The data for water levels is sourced from our partner at the Institute for Water and En-

vironmental Research in Vietnam and is not publicly accessible. This time series data provides

daily measurements spanning a 20-year period, from 2000 to 2019. It includes observations of

daily average water levels obtained from two distinct water stations: Tan Chau and Chau Doc,

both located in An Giang province, Vietnam. Each of these two stations is located on one of

the two branches of the Mekong River, right after they cross the Cambodia-Vietnam border

and enter the Delta area. The daily average water level measured at these two stations exhibit

very high correlation, with Tan Chau consistently having slightly higher yearly maximum wa-

ter level (Figure A.5). Thus, for the sake of simplicity, the average of the measurements from

these two stations is calculated and employed as a unified indicator of the water discharged

into the impacted region.

The impact of dam construction and operation on water levels is a multifaceted process,

generally categorized into two distinct channels: the initial ”filling effect,” where reservoirs

need to be filled in the year following completion, and the ”operational effects” in subsequent

years, resulting from dam management and operation. The latter encompasses a combination
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of various mechanisms, including water diversion for urban use and upstream agricultural irri-

gation, evaporation due to water storage impeding the river’s flow, and more. Hypothetically,

among these two effects, the reservoir-filling process exerts a substantial but temporary impact

on water levels while the ongoing effects might be of smaller magnitude but persist for a long

time.

To study the lasting operational effects of dams, we take a look at the long-term trend of

water level. In Figure A.6, the time series of daily water levels (averaged across two stations)

spanning the past two decades is depicted, along with fitted lines tracking the yearly maximum,

yearly mean, and yearly minimum levels. The graph unmistakably illustrates a significant

decrease in the yearly maximum water levels over time from around 500 cm in 2000 to only

marginally above 350 cm in 2010, and a slight downward trend in the yearly average water

levels with a drop of about 50 cm after 20 years. Conversely, there is no apparent alteration

in the minimum water levels across the years. However, the graph reveals a visible elongation

of the dry season, suggesting that seasonality of water runoff has become progressively more

volatile over time.

Given that water discharge to the downstream region is intricately linked with the

water supply to the river, it is crucial to scrutinize the total precipitation in the upstream river

basin to rule out the possibility of any objective change in water discharge due to endogenous

factors such as climate change. This entails examining the overall precipitation in the entire

river basin while subtracting the precipitation within the impacted region. In Figure A.7,

we offer a comparative view of the stability of total precipitation in the upstream river basin

alongside the changes in water discharge to the downstream delta area over time. Remarkably,

a substantial disparity is evident between the volume of water entering and leaving the river

system, prompting questions regarding the destination of this deficit water. Is it attributed
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to processes such as water evaporation and diversion facilitated by the dams? This contrast

invites further investigation into the complex dynamics of water management in the region.

To provide a glimpse of the filling effects, in Figure A.8, we illustrate the water time se-

ries in relation to the opening dates of the six largest dams, as measured by power-generating

capacity. The graph reveals a notable sharp drop in the yearly maximum water level in the

year following the opening of all six dams. The plot brings attention to two of these dams,

Nuozhadu and Huangdeng, ranked as the largest and third-largest in terms of capacity, respec-

tively, and were completed in 2015 and 2019. Interestingly, or perhaps not coincidentally, the

years that followed these dam completions, namely 2016 and 2020, experienced two of the

most severe droughts and salinity intrusions in the Mekong River Delta, resulting in record-

breaking losses in agricultural output in the region. Detailed information on these agricultural

losses will be presented in Section 1.3.3 when discussing data pertaining to agricultural pro-

ductivity.

1.3.3 Agricultural Productivity

The General Statistics Office of Vietnam has been publishing annual statistical data

on agriculture since the year 2000. These yearly statistics are aggregated at province level,

covering various variables related to rice production, such as for rice output, planted area,

yield, and the number of farms. Similar variables are also available for cereal crops, which are

the second most commonly cultivated crops in the region after rice.

Figure A.11 presents a graphical representation of rice yield, measured in kilograms

per hectare, for different crop seasons, as well as the yearly average rice yield across different

crop seasons. The overarching trend reveals a gradual increase in yield for all crop seasons.

The winter-spring crop boasts the highest yield, followed by the fall-winter crop, while the
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summer-fall crop ranks the lowest in terms of yield. Notably, two sharp drops in rice yield

are evident in the years 2016 and 2020. These downturns align with the two most severe

drought and saltwater intrusion events in history, suggesting a potentially causal relationship

worth investigating. The data hints that the response in rice yield to these shocks is particularly

pronounced during the dry season when salinity intrusion is expected to be most intense, while

the response during the rainy season is almost negligible.

Furthermore, apart from seasonal variations, the response of rice production to drought

and salinity shocks can differ between different geographical locations. Figure A.12 compares

and contrasts changes in rice yield over time between Ben Tre, a typical coastal province,

and Dong Thap, a typical inland province. While rice yield in the dry season in Dong Thap

experienced a slight decline in 2016, it remained far from matching the level of response

observed in Ben Tre. In the latter province, rice yield for the winter-spring season dropped to

zero in both 2016 and 2020. The fall-winter crop, which partly overlaps with the beginning

of the dry season, also exhibited a decrease in yield. Similarly, Figure A.14b and Figure A.13

shows the same patterns for rice output by crop-season and by location.

1.3.4 Remote Sensing Data

While the government’s provided statistics offer reliability, they are only accessible at

the provincial level, which somewhat diminishes the power and robustness of empirical anal-

yses reliant upon them. To address this limitation, remote sensing data has been leveraged to

estimate measurements of vegetation coverage and soil salinity outcomes. All remote sens-

ing data employed in this paper is derived from the Moderate Resolution Imaging Spectrora-

diometer (MODIS) collection. Two indexes are directly extracted, and one index is computed

using various bands from the Terra Surface Reflectance 8-Day L3 Global 500m SIN dataset
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according to algorithms proposed in recent literature. In this data collect, satellite images

are captured every eight days at a 500-meter pixel scale for the Sinusoidal Tile Grid. Subse-

quently, all remote sensing indexes are rasterized and utilized to compute zonal statistics for

each district. Detailed descriptions of each index are provided below.

Normalized Difference Vegetation Index (NDVI)

To estimate vegetation coverage and crop yield, we employs the Normalized Differ-

ence Vegetation Index (NDVI), which is ”referred to as the continuity index to the existing Na-

tional Oceanic and Atmospheric Administration-Advanced Very High Resolution Radiometer

(NOAA-AVHRR) derived NDVI.” 1. The NDVI is widely accepted among both earth sci-

entists and applied researchers as a standard measure for approximating vegetation coverage

using remote sensing data.

To ensure that the vegetation coverage provides the most accurate estimation of rice

yield, the primary crop in the Mekong Delta area, the average NDVI is computed for each

crop season only during its peak greenness period. For rice, this period typically falls between

two months and one month before the harvest season. Figure A.10 displays the distribution of

aggregated NDVI across different districts throughout the year 2016. The map validates the

fact that inland areas tend to exhibit greater greenness and higher vegetation coverage, while

regions closer to the shoreline are often less suitable for cultivation.

Vegetation Soil Salinity Index (VSSI)

In contrast to NDVI, the soil salinity index is a relatively recent algorithm for esti-

mating soil salinity using remote sensing imagery, and as such, it remains a subject of debate

1MODIS Data (MOD09GA) Description from data documentation.
https://lpdaac.usgs.gov/products/mod13q1v061/
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among researchers. Various indexes have been proposed to approximate soil salinity, with

the Vegetation Soil Salinity Index (VSSI) introduced in one of the most recent studies and

receiving significant acceptance.

In addition to VSSI, this paper also use the Near Infra-red (NIR) band as an alternative

measure of soil salinity, based on the findings in a case study conducted in Tra Vinh, one of

the provinces in the Mekong Delta Area [35]. The comparison between satellite data and in

situ data in this study concludes that NIR and VSSI exhibit the highest consistency among all

the analyzed indexes, with R2 = 0.89 and RMSE = 0.96 dS/m for the NIR band and R2 = 0.77

and RMSE = 1.27 dS/m for VSSI. Regression results using these two different indexes also

exhibit relatively close agreement.

Crops, particularly rice, typically have a certain threshold of soil salinity that they

can tolerate. Above this threshold, crops become significantly vulnerable and can be affected

within a few days on a large scale. Taking that into account, maximum soil salinity is con-

sidered more crucial than average salinity index for the purpose of this study. Consequently,

in producing the data for zonal statistics, the salinity index is aggregated within each district

based on its maximum level throughout the crop season.

Figure A.10a displays the distribution of aggregated VSSI throughout the year 2016,

which was marked by an extreme salinity intrusion event, across different districts, with

coastal districts unsurprisingly exhibiting the highest levels of soil salinity. Furthermore, in

Figure A.9, a time series of the salinity index is plotted against the water time series, illus-

trating how water and salinity move in opposite phases. Understandably, soil salinity peaks

during the dry season when freshwater availability is at its lowest.
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1.4 Identification Strategy

To estimate the impact of dam construction on various outcomes of interest (water

level, soil salinity and vegetation coverage), an Ordinary Linear Regressio (OLS) approach

was adopted. Since the dams are constructed and operated in sites that are far-removed from

the impacted regions, by foreign authorities who do not have interest in concerning with the

welfare of communities in the Delta Area, the dam construction can be plausibly considered

as exogenous treatment. In that case, an OLS is enough to identify the causal effects. The

main identification strategy is presented in the following regression equation.

Yi,t = β0+
t
∑
z=0

β1,z×RVt−z−1,t−z+
t
∑
z=0

β2,z×RVt−z−1,t−z×DISTi+ (1.1)

t
∑
z=0

β3,z×GWHt−z−1,t−z+
t
∑
z=0

β4,z×GWHt−z−1,t−z×DISTi+ (1.2)

β5×DISTi+β6×Xi,t +εi,t (1.3)

where Yi,t denotes the outcome in district i at time t (t is identified at the yar-crop seaon

level), may it be water level, VSSI for soil salinity index or NDVI for vegetation coverage.

On the right handside, the term RVt−z−1,t−z measures the total of the reservoir capacity of all

new dams that were open within 1 year, z years prior to the time t at which the outcome is

observed. By letting z increases from 0, we include can include more lags of newly added

reservoir capacity and thus, capture the on-going effects of older dams that were constructed

further in the past on the current outcomes. The second term in the regression is the inter-

action between these lags of reservoir added RVt−z−1,t−z and the distance to the shore DISTi

of district i, measure as the shortest distance from the centroid of the district polygon to the

shoreline. Symmetrically, GWHt−z−1,t−z measures the total average annual electricity output

of all new dams that were open within 1 year, z years prior to time t of observing the out-
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come and GWHt−z−1,t−z ×DISTi is the interactive term between added electricity output and

distance to the shore. Lastly, Xi,t is a vector of control variables for district i at time t, includes

total length of all river stems within the district, distance from the district centroid to the wa-

ter measuring station, the distance from the district to the main river (irrigation cannals are

excluded), precipitation within each district, precipitation in the entire upstream river basin

(excluding precipitation in the delta), average daily mean temperature in the district, average

daily maximum temperature in the district, monthly fixed effect and province fixed effect.

1.5 Results

In this section, we present the results of the regression analysis conducted in Section

??, with variations in the specifications. The study focuses on three primary outcomes: water

level, the Normalized Difference Vegetation Index (NDVI), and the Vegetation Soil Salinity

Index (VSSI). The analysis on water level is conducted at daily level - the granularity at which

water outcome is observed. As for NDVI and VSSI, although more frequent data is available,

it is pertinent to investigate these outcomes at the district-crop season level, stratified into two

distinct sub-sample groups: rain season crops and dry season crops.

1.5.1 Impact of dams on water level

First, we examine the impact of dams’ reservoir capacity (Table A.2) and dams’ av-

erage annual electricity output (Table ??) on water levels in two separate regression models.

Both variables exhibit a significantly negative effect, most pronounced in the first year and

gradually diminishing over time. Specifically, one billion cubic meters of reservoir capacity

added to the river system in the first year results in a 2.56 centimeter drop in water level,
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while one additional thousand GWHs of average annual output in the first year leads to a 2.74-

centimeter decrease. . Allowing for more lags reveals minor positive effects in the fourth year

and beyond, possibly indicating a recovery from the initial disruptive impact of dam construc-

tion. However, these later-year effects do not fully offset the damages incurred in the initial

years, highlighting the lasting consequences of the dams’ construction.

As mentioned earlier, reservoir capacity and average annual output tend to offset each

other. While both indicators reflect the disruptive nature of dams, controlling for reservoir

capacity reveals that average annual output also signifies turbine operation frequency and,

consequently, the amount of water released. Annual average output, being a time-invariant

estimate rather than an actual observation, can overstate the positive effect of dams’ operation

in the first year when they are likely non-operational. Table A.4 presents regression results

including both reservoir capacity and average annual output for the first five years, excluding

the first year’s average annual output. The coefficients on reservoir capacity are consistently

negative and those on average annual outputs are consistently positive throughout the year,

showing significant impact on water level and confirming the offsetting effects between the

two attributes.

In Table A.4, the overall effects also decrease in magnitude over time. However, the

coefficient for the first year is an exception; it is relatively smaller than in other years and

does not capture the expected filling effects observed in the graphs. This discrepancy arises

because, when excluding the first year’s electricity output, we not only impute zero for the

actual output produced in the first year but also eliminate the information on the size of the

dams embedded in this variable. Therefore, while effects on reservoir capacity from year two

and beyond are offset by the annual electricity output, reservoir capacity in year one is not. To

facilitate a more comparable and interpretable analysis, we also provide a table in which both
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reservoir capacity and annual output for the first year are excluded in the regression. Table A.5

reveals consistent results for the ongoing effects of dams on water levels discharged into the

Delta starting from year two. One billion cubic meter of reservoir capacity added to the river

system would cause the water level to decrease by 9.7 cm after two years, 3.27 cm after three

years, 1.53 cm after four years, and 2.69 cm after five years. On the other hand, a thousand

GWHs of newly added average annual output would offset the water level by 8.07 cm in the

second year, 2.99 cm in the third year, 2.03 cm in the fourth year, and 1.41 cm in the fifth year.

1.5.2 Impact of dams on vegetation

We encounter similar issues regarding the overestimation of first-year average annual

output in the other regressions for both NDVI and VSSI. Therefore, we present two sets of

tables for these results: one with first-year annual output excluded (Table ??) and the other

with both reservoir capacity and annual output omitted (Table A.10). In addition to coefficients

on reservoir capacity and average annual output, the tables also report the coefficient on the

interaction of these variables with the distance to the shore from the district center.

As expected, significant findings are consistently observed in the dry season for both

the attributes and their interaction with the distance to the shore. However, this is not the case

for outcomes in the rainy season. For most years, except the fifth year, we still observe a

significantly negative effect of reservoir capacity and a significantly positive effect of average

annual output on NDVI one month prior to the harvest season of the crop. In the dry season,

the interactive term between reservoir and distance has a positive sign, suggesting that when

controlling for the same amount of newly added reservoir, the impact of reservoir capacity

becomes more positive as the distance increases, and vice versa for average annual output—its

impact on NDVI decreases for more inland districts. This emphasizes once again how salinity
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intrusion could be the primary driver channeling these detrimental consequences to vegetation

and crop productivity.

1.5.3 Impact of dams on salinity intrusion

Table ?? and Table A.11 present the results for the maximum soil salinity index through-

out the crop season, following a similar structure to the tables for NDVI, with and without

the effect of first-year reservoir capacity. In these two tables, the signs are mostly flipped

compared to the same coefficients found in the results for NDVI, indicating that salinity and

vegetation are moving in opposite directions. Again, the results are only significant in the

dry season but not the rainy season, supporting the hypothesis that salinity intrusion is an

important factor through which dams are damaging the crops.

1.5.4 Predictive margins

Due to the offsetting effect between reservoir capacity and electricity output, interpret-

ing the total effects on the outcomes of adding a dam to the river from the regression tables can

be challenging, despite the high significance of the coefficients. Therefore, we present a table

(Table A.12) that estimates the total marginal effects of different operational dams and a sepa-

rate table (Table A.13) that predicts the total marginal effects of various future dams, whether

under construction or planned. This approach offers a more straightforward interpretation of

the results and allows for comparisons across different dam characteristics. The tables only

zoom into the effect in the dry season as it is suggest to be significant by the regression tables.

To achieve this, we select various dams from the data based on their reservoir capacity

and electricity output, aiming to represent different types of dams. These may include dams

with a small reservoir but significant hydro-power capacity (typically with tall walls and large
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turbines) or dams with a large reservoir but shallower characteristics and older turbines, for

example. Table A.12 presents the predicted total marginal effects of seven different opera-

tional dams, arranged in descending order based on the reservoir capacity to electricity output

ratio from left to right. Se San 4 (2009) in Vietnam stands out as the least productive dam

conditional on reservoir capacity and Don Sahong (2009) in Laos is the most productive one.

Nuozhadu (2015) in China holds the distinction of being the largest dam in the dataset in terms

of both reservoir capacity and electricity output, with its reservoir being one and a half times

larger than that of Xiaowan (2010), the second-largest dam in the dataset. Huangdeng and

Xayaburi are the two sizable dams that both became operational in 2019, coinciding with the

subsequent year being the record-breaking extreme event of drought and salinity season in the

Delta provinces. Table A.13 provides predictions for the total effects of two dams currently

under construction, Luang Prabang (Laos) and Tuoba (China), as well as two planned dams in

China, Ganlanba and Guxue, offering insights into their potential impact.

The coefficients utilized for calculating the predictive margins are derived from the

main specification, which includes the first five year newly added reservoir capacity and elec-

tricity output while excluding the first year electricity output. In additional to the actual reser-

voir capacity and electricity output of the dams selected, we use the average distance from

all coastal districts to the shore to predict the marginal effect on the coastal regions, and the

average distance from all inland districts to the shore to estimate the impact on the inland

areas.

There are several interesting ways to compare the margins in this table to explore the

heterogeneity of the effects. First, the effect on water level in the first year is consistently

negative regardless of the dams’ attributes, indicating a strong negative impact of the filling

effect. From the second year and beyond, depending on the characteristics of the dams, the
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effect could be either negative or positive. The offsetting effect of electricity output for reser-

voir capacity appears to be very strong on water level outcomes. For example, compared to

Huangdeng, whose reservoir is about nine times larger than Xiaowan’s and produces twice as

much electricity annually, Xiaowan exhibits a slightly positive marginal effect on the water

level in the second year, whereas Huangdeng still shows an extremely negative effect on the

river. Meanwhile, dams like Don Sahong and Miaowei, due to their relatively small ratios of

reservoir to output, exert considerably positive impacts on the downstream compared to Se

San 4, which is of similar size but has the least electricity productivity. Overall, the magnitude

of the effects decreases over time from the second year and beyond.

Secondly, the predictive margins on NDVI are often negative for dams with a relatively

larger reservoir capacity and relatively smaller electricity capacity. In contrast, for VSSI,

which measures the effect on soil salinity, dams with larger reservoirs and smaller annual

output lead to the highest saltwater intrusion, while dams with smaller reservoirs but sizable

annual output can cause the reverse result. For both NDVI and VSSI, the absolute value of the

change in outcomes is consistently slightly smaller for inland districts than for coastal districts.

Once again, the offsetting dynamic between reservoir capacity and electricity output can still

be observed for NDVI and VSSI outcomes across different dams, similarly to the water level

outcomes interpreted above.

1.6 Conclusion

The development of hydrological dams on the Mekong River at a fast pace over the

last two decades has raised a serious concern on its environmental impacts. Dams wield the

power to significantly modify water flow dynamics, leading to shifts in the timing, speed, and

components of downstream water flows. As a consequence, salinity intrusion in the estuary
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becomes more severe and unpredictable under lower level of water discharge with higher sea-

sonal volatility. This, in turn, triggers drastic impacts on agriculture, particularly within the

expansive river delta. This paper examines and quantifies the linkage between dam construc-

tion and salinity intrusion and agriculture productivity.

Our empirical approach to this investigation uses data on historical dam construction

on the Mekong River, complemented by remote sensing data approximating outcome variables

such as salinity levels and agricultural productivity. The two main attributes, maximum reser-

voir capacity and average annual electricity output, of newly open dams are matched to the

outcomes observed in the Vietnam Mekong Delta by aggregating them within an annual pe-

riod for different time horizons prior to the observation of outcomes. We employ an ordinary

least square model that regressing these different lags of newly added reservoir capacity and

electricity output on salinity index and vegetation index. This approach allows for a dynamic

analysis of how the effects evolve over time. Furthermore, the model includes an interaction

term between these lags and the distance to the shore of the districts in the delta, providing

insights into spatial heterogeneity effects. Lastly, separate regressions are ran on stratified data

for the dry and rain seasons, to provide insights on the dams’ volatile effect through changes

in floods and droughts.

The findings unveiled the profound influence of upstream dams on the reduction of wa-

ter flow into the delta over time, with the most pronounced effects emerging in the immediate

aftermath of dam construction.

Our study underscores the vital role of international institutions and water management

treaties in mediating potential conflicts arising from the development of dams, particularly in

the context of transboundary rivers. Informed decision-making and the formulation of sus-

tainable policies necessitate a comprehensive understanding of the magnitude and scope of
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these externalities. The interconnectedness of river ecosystems and the well-being of down-

stream communities demand careful consideration to navigate the complex landscape of dam

development while safeguarding the vitality of both ecosystems and human livelihoods. In

conclusion, this research provides essential insights into the far-reaching impact of dams on

agriculture and highlights the urgency of addressing the regional implications of dam con-

struction in a rapidly changing world.
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Chapter 2

IMPACT OF AIR POLLUTION ON

RISK AVERSION AND DECISION

MAKING: EVIDENCE FROM

INDONESIA

2.1 Introduction

Air pollution is a pervasive environmental issue that significantly contributes to vari-

ous health problems, ranging from respiratory and cardiovascular diseases to more subtle but

equally serious cognitive impairments. Cognitive impairment is one of the significant conse-

quences of air pollution exposure. Research has increasingly shown that pollutants such as fine

particulate matter (PM2.5) can cross the blood-brain barrier, leading to inflammation and ox-

idative stress that affect brain function. These cognitive impairments can manifest in various
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ways, including diminished memory, attention, and decision-making abilities. Among these,

changes in risk preference — a key indicator of cognitive function — are particularly impor-

tant to understand. Risk preference shapes how individuals approach decisions that involve

uncertainty, which is central to many aspects of life.

An individual’s risk preference can have a direct influence on numerous facets of their

lives, including economic outcomes. For example, individuals with higher risk aversion might

avoid investments or entrepreneurial ventures, opting for safer but potentially less profitable

opportunities. This can impact personal wealth accumulation, career advancement, and overall

economic mobility. Conversely, individuals who become more risk-seeking due to cognitive

changes induced by environmental factors might engage in behaviors that expose them to

higher financial risks, such as speculative investments or gambling. These shifts in behav-

ior not only affect individual economic outcomes but can also have broader implications for

economic stability and growth.

Understanding the link between air pollution, cognitive impairment, and risk prefer-

ence is crucial for several reasons. First, it highlights the hidden costs of air pollution that

extend beyond physical health issues to include significant economic and societal impacts.

Second, by identifying how air pollution influences decision-making processes, policymakers

can design more effective interventions to mitigate these effects. For instance, improving air

quality could be seen not just as a health measure, but also as an economic strategy to enhance

cognitive function and decision-making capabilities across the population.

The paper is set within the specific context of Indonesia for several important reasons.

First, Indonesia features a diverse landscape in both natural geography and economic activi-

ties, providing substantial variation in the spatial distribution of air pollution. This variation

includes pollution from volcanic and wildfire activities as well as from industrial production.
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Such diversity allows for a comprehensive analysis of different pollution sources and their

impacts on human behavior.

Second, while many national-level household surveys with substantial sampling and

coverage primarily focus on economic and lifestyle outcomes, the Indonesia Family Life Sur-

vey (IFLS) includes key sections that examine individuals’ risk preference, time preference,

and trust. This unique feature makes the IFLS particularly suitable for studying the relation-

ship between air pollution and decision-making behaviors. Moreover, the longitudinal nature

of the IFLS allows for the tracking of changes in individual behavior over time in response to

varying levels of air pollution. This temporal aspect is crucial for understanding the dynamic

relationship between pollution exposure and decision-making processes.

Additionally, Indonesia’s status as a developing country with rapidly growing indus-

trial sectors and frequent environmental challenges such as deforestation and haze from wild-

fires makes it an ideal setting for this research. The findings from this study could have signif-

icant implications for policy interventions aimed at mitigating the adverse effects of pollution

on human behavior and economic decisions.

This paper undertakes an empirical approach to examine the subtle link between air

pollution and risk preference as well as risky decision behaviors. To achieve this, we uti-

lize data from the MERRA-2 collection—NASA’s remote sensing data that provides approx-

imations of air pollution exposure with fine spatial granularity and daily frequency. These

pollution indexes are then mapped to household and individual risk preferences, as revealed

by the Indonesia Family Life Survey (IFLS), along with their decision-making behaviors.

These behaviors include financial decisions, choices of employment sector, and significant

life-changing decisions such as migration and business startups.

The matching process is based on the physical locations of the respondents and the
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dates of their interviews. This precise matching ensures that the pollution exposure data accu-

rately reflects the environmental conditions experienced by the respondents at the time their

risk preferences and decision behaviors were recorded. The random and representative nature

of the survey sampling allows for plausible exogeneity, minimizing potential biases that could

arise from non-random sampling or endogeneity issues.

Given the robustness of the survey design and the precision of the matching process, an

Ordinary Linear Regression (OLR) is employed to analyze the impact of air pollution on the

various outcomes. This methodological approach helps isolate the effect of air pollution on

risk preferences and decision-making behaviors, controlling for a wide range of individual and

household characteristics. By doing so, we aim to uncover how different levels of pollution

exposure influence individuals’ willingness to take risks and make critical life decisions.

Intuitively, there are two distinct mechanisms that can facilitate the impact of environ-

mental factors and behavioral decision making. The first channel is the entering of environ-

mental quality into the decision making process as an input information. This channel only

works for pollution exposure that is visible or communicable. For example, [8] have found

that one standard deviation increase in air pollution leads to an increase of 7.2% in the number

of same-day contracts to purchase health insurance, which reflects the projection bias and is

consistent with the salience theory.

The second channel in which air pollution is suspected to have influence on decision

making is through its damage to human brain and mood alteration. In theory, this mechanism

is salient to both visible and invisible exposure. The rationale for such speculation relies on

an important link of the reaction chain - human brain. The detrimental effects of air pollution

on human cognition is well-established in the environmental economic literature. Meanwhile,

the role of the subjects’ neural capacity and instantaneous sentiment in the measure of their
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risk preference and the decision making process is also gradually brought to light by neuro-

scientists and behavioralists in recent studies. Although there has been few direct biological

evidences documented for this channel, some of the first empirical studies have looked at the

relationship between air pollution and decision making outcomes in general. One of the earli-

est results of this kind can be found in [23], where bad air quality in Manhattan area is found

to be significantly associated with a lower same-day return in the S&P 500. Similarly, [16]

provides proof of a negative correlation between air pollution during corporate site visits by

investment analysts and subsequent earnings forecasts in the immediate following week, sug-

gesting a mood-driven mechanism. Another recent paper by [34] that assesses data on stock

market anomalies and severe pollution episodes, also exhibits strong evidence of the impact

of haze and financial market performance.

In addition to these empirical studies, there has been some effort to examine the effect

of air pollution on various decision making biases using an experimental approach. So far,

[9] appears to be the only publication from this approach. By conducting a natural laboratory

experiment involving more than 600 students, the authors are able to identify a causal effect

of PM 2.5 (particular matters with diameter less than 2.5 micro-meters) on various behavioral

decisions. In particular, they find that with higher concentration of PM 2.5 in the air, subjects

become more risk averse over losses and ambiguity aversion over gains. In terms of social

preferences, they observe smaller contributions in public good game, less giving in dictator

game as well as less reciprocation in sequential prisoner’s dilemma, all of which point to a

less pro-social response associated with more polluted environment.

In general, existing papers in this literature are at their pioneering stage, hence, are

unavoidably subject to some drawbacks. Most applied studies in this topic are using an in-

tuitive outcome for risk preference and decision making instead of a standard measure such

32



as risk aversion or implied discount rate, etc. This disadvantage causes all the findings to be

highly context-dependent and thus, lack of generalizability. Therefore, being the first study

to establish the linkage between air pollution and risk aversion, this paper does not only pro-

vide further empirical evidence of how haze can influence human’s risk preference and risky

decision making but also offers an explanation to the drive of this relationship - risk aversion.

The paper proceeds as follows. Section 2.2 discusses data and provides descriptive

facts about Air Pollution in Indonesia as well as Individual’s Risk Aversion measured from

the survey. Section 2.3 describes the empirical strategy and Section 2.4 presents the empirical

results. Section 2.5 concludes.

2.2 Data

There are three main sets of data that are required to achieve the listed goals: first, the

Modern-Era Retrospective analysis for Research and Applications, Version 2 (MERRA-2) for

estimated pollution concentration; second, the Indonesia Family Life Survey (IFLS) for the

risk aversion measure and other individual and household outcomes that are related to risky

decision making; and third, the Moderate Resolution Imaging Spectroradiometer (MODIS)

for Thermal Anomalies & Fire intensity.

2.2.1 Air Pollution Data

Traditionally, economists and scientists have relied on data from ground stations to

measure surface aerosol concentrations. While ground-station data is highly accurate, it suf-

fers from limited coverage due to the sparse distribution of these stations, particularly in the

developing world where they are often scarce or nonexistent. This limitation has hindered
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comprehensive analysis and understanding of air pollution’s global impact. Fortunately, re-

cent advancements in satellite technology and machine learning algorithms have provided a

new source of air pollution data through satellite imagery of the Earth’s surface. By process-

ing these images with remote sensing algorithms, researchers have developed an alternative

estimate to approximate aerosol concentrations, known as aerosol optical depth (AOD).

AOD leverages the optical properties of sunlight as it travels through aerosols in the

Earth’s atmosphere. Specifically, this technique measures the extent to which sunlight is ab-

sorbed or scattered back into space by aerosols. By calculating the amount of sunlight that

reaches the ground, scientists can estimate the columnar concentration of aerosols in the at-

mosphere. This method provides a reliable proxy for surface-level pollution levels. The use of

AOD data has several advantages. It offers extensive spatial coverage, including remote and

under-monitored regions, thereby filling the gaps left by ground-station networks. Addition-

ally, satellite data can be updated frequently, providing timely and consistent information on

air quality across the globe. Moreover, integrating AOD data with ground-station measure-

ments can enhance the accuracy and reliability of pollution estimates. This hybrid approach

allows for cross-validation and calibration, improving the robustness of air quality assess-

ments. The combination of satellite-derived data and traditional ground measurements thus

represents a significant advancement in environmental monitoring and research.

In recent years, there has been a surge in the development of various data products

to meet the growing demand of applied sciences. In general, these products can be divided

into three categories: model-based, satellite-based, and reanalysis data. Model-based data

uses meteorology-chemistry forecasting models to estimate AOD for different times and lo-

cations. This approach offers the advantage of spatial and temporal continuity; however, it

fails to capture rapid changes in aerosol levels in real time. On the other hand, satellite-based
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datasets, such as the MODIS Aqua/Terra data set, process satellite images using remote sens-

ing algorithms like the deep blue and dark target algorithms. These data sets are capable of

producing reliable near-real-time estimates for AOD. However, this comes at the cost of spatial

and temporal continuity due to cloud coverage and limited satellite orbits. To harmonize this

trade-off between accuracy and coverage, reanalysis data products combine both satellite-

based and model-based information. A popular product of this type, which is also adopted

for this project, is the MERRA-2 dataset released in 2017 by NASA’s Global Modeling and

Assimilation Office.

MERRA-2 offers continuous spatial and temporal coverage with high resolution. Specif-

ically, MERRA-2 observations are taken every hour over a grid box of 0.5○ in latitude by

0.65○ in longitude. Importantly, MERRA-2 provides a full profile of different PM2.5 species,

including dust, black carbon, organic carbon, sea salt, and SO4, which vary significantly in

nature and indicate different ground activities. For example, SO4 is primarily an industrial

discharge and is usually found in industrialized areas. Figure 1a depicts the monthly average

concentration of SO4 over Indonesia for the study period from September 2014 to December

2015, showing the highest concentration in Jakarta, the capital and most industrialized area of

Indonesia. Meanwhile, Figures 1b and 1d respectively capture the monthly average surface

mass concentration of black carbon and organic carbon PM2.5 over the same period. The most

intense clusters in these graphs align with areas that experienced the most severe wildfires dur-

ing that year, reflecting the nature of black carbon and organic carbon as products of biomass

burning. Lastly, Figure 1c portrays the profile of desert dust aerosols, which mainly originate

from deserts and are transported across continents by air currents, showing little connection

with natural and artificial activities on the ground.
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(a) Annual average Exposure to Total AOT (b) Annual average Exposure to SO4

(c) Annual average Exposure to Dust PM2.5 (d) Annual average Exposure to Black Carbon

Figure 2.1: Annual Average Exposure to different air pollution particles

2.2.2 Risk Preference and Decision Making Data

In addition to air pollution, the key variables required for this study are risk preference

and decision-making outcomes, which I extract from the Indonesia Family Life Survey (IFLS).

The IFLS is a longitudinal survey that follows about 16,204 households and 50,148 individuals

(statistics from the most recent wave) through at least five waves of data collection to date. The

surveys were conducted across the majority of provinces in Indonesia, covering the country’s

most populated islands. The modules on Risk Preference, Time Preference, and Trust were

introduced in the 4th wave in 2007 and continued through the 5th wave in 2014/2015, making

these two waves particularly relevant for this project.

The survey data is highly granular in terms of geographic identification and includes

the exact date and time of each survey occurrence, allowing for precise matching with air

pollution data on both spatial and temporal dimensions. Each individual’s physical address is
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identified at three levels: province, which is equivalent to a US state; regency or city, which

corresponds to a US county; and district, the subdivision of regency/city level, akin to a US

neighborhood. The average area of a district is refined enough to capture heterogeneity within

a grid cell of pollution data. This granularity is crucial for linking individual behavior and

preferences to specific air pollution exposure levels. By leveraging the detailed geographic

and temporal data from the IFLS, it is possible to analyze how variations in air pollution at

different times and locations influence risk preferences and decision-making processes. The

IFLS’s comprehensive coverage and depth make it an ideal dataset for studying the intricate

relationships between environmental factors and economic behaviors in Indonesia.

Risk Aversion Measure

For each individual, their risk aversion can be estimated using two sets of questions in

the Risk Preference Module: one set focuses on high-stake gambles and the other on low-stake

gambles. These yield two measures: high-stake risk aversion and low-stake risk aversion.

Each set contains five questions formatted as choices between a certain payoff and a gamble

with a 50 percent chance of winning a higher payoff and a 50 percent chance of receiving a

lower payoff compared to the certain amount. If the subject chooses the certain payoff, they

exit the survey; otherwise, they proceed to the next question, which involves a riskier gamble

with a potentially higher payoff for winning but a lower payoff for losing. This process is

illustrated in Figure 2 in the Appendix. Based on where the subject exits the survey, a risk

aversion score between 1 and 5 is assigned. Figure 2.2 provides a roadmap for how the risk

aversion score is assigned based on respondents’ answers.

A complication arises from a non-standard question in the survey, which asks respon-

dents to choose between a certain amount and a gamble with a 50% chance of receiving a
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Figure 2.2: Risk Aversion Questionnaires

higher payoff and a 50% chance of getting the same amount as the certain payoff. According

to expected utility theory, a perfectly rational person would always prefer the gamble over the

certain amount. For these subjects, if they choose the certainty option, indicating extreme risk

aversion, I assign a risk aversion score of 5. However, it is important to note that the risk

aversion score is not linear in nature.

A comparison between the distributions of high-stake and low-stake risk aversion

within the sample is presented in the histograms in Figure 3. As shown in Figure 3b, there

is a significant proportion, approximately 30%, of interviewees who refused to enter the low-

stake riskless gamble (RA = 5). In contrast, this proportion is only slightly over 10% in the

high-stake set. This phenomenon contradicts what prospect theory predicts. Therefore, for

a robustness check, I will conduct a version of regressions excluding this group of gamble-

averse individuals.
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Decision Making Outcome Variables

The Indonesia Family Life Survey (IFLS) is a well-designed survey encompassing

a wide range of modules on individual and household behaviors. Using these modules, I

construct three primary sets of outcome variables relevant for assessing risk preference and

decision-making biases.

First, for household financial decisions, I select Borrowing, Loan, Saving, and Net Sav-

ing, which is calculated by subtracting the Borrowing amount from the Total Saving. Second,

at the individual level, I examine the personal choice of employment sector, which is likely

correlated with one’s tolerance for risk. Indicators for different employment sectors, such as

Private, Public, Self-employed, and Unpaid family worker, are examined separately. The third

set of outcome variables focuses on individual lifetime risky decisions, such as Quitting a job,

Starting a business, Owning a business, and Migrating.

In addition to the wide selection of outcome variables, the survey also offers a rich set

of control variables for both households and individuals. The household control variables in-

clude Household (HH) Size, HH Income, HH Assets, and Urban. Individual control variables

include Female, Age, Married, Income, Dummies for Highest Level of Educational Achieve-

ment, Ethnicity, and Religion. Additionally, there are two levels of geographic fixed effects

(FE): province FE and regency/city FE.

Both the outcome and control variables are summarized in Table B.1.

2.3 Empirical Strategy

The empirical strategy of this study is structured into two parts. In the first part, indi-

viduals and households are matched with air pollution data based on their location and the date
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of their interview. Then, I regress risk aversion on their exposure to air pollution to uncover the

direct relationship between air pollution exposure and variations in individuals’ risk aversion.

In the second part, to ensure that risk aversion is a meaningful measure of risky decision-

making, I conduct an empirical exercise to evaluate the correlation between risk preference

and decision-making behaviors.

2.3.1 Air Pollution and Risk Preference

To examine the correlation between air pollution and risk preference, I first match the

observations for these two variables spatially and temporally.

Spatial Matching: For spatial matching, I assign each individual’s risk aversion score

to the PM 2.5 value in the pollution data grid-box that completely contains their district. If an

individual’s district spans multiple grid-boxes, I construct the air pollution exposure for that

individual by calculating the average PM 2.5 value across these grid-boxes, weighted by the

overlapping area of each grid-box with the district. This approach ensures that the pollution

exposure accurately reflects the geographic distribution of air quality within the district.

Temporal Matching: For temporal matching, I assign the daily average PM 2.5 value

from the date the individual took the survey to their pollution exposure. If an individual

participated in the survey multiple times, I use the value from the last recorded occurrence.

This is because the Risk Preference module is the second-to-last module in the survey, and the

survey protocol involves asking questions sequentially. Thus, the last occurrence provides the

most relevant pollution exposure data corresponding to when the risk preference was assessed.

A straightforward regression can be used to analyze the relationship between air pol-

lution and risk preference, incorporating meteorology controls such as temperature and pre-

40



cipitation as well as regency-year FE.

RAi,t,d,r =∑
p

β1,p×AOTp,t,d,r +β2×Xi,t,d,r +β3×Y EARt +β4×REGENCYr +εi,t,r (2.1)

where RAi,t,d,r is the Risk Aversion index of individual i living in district d, regency r and

interviewed at time t. Y EARt , REGENCYr and Xi,t,d,r are Year Fixed effects, Regency Fixed

effects and the vector of control variables for the same individual as defined in 2.2

2.3.2 Risk Preference and Risky Behavior Decision-Making

To study the relationship between Risk Preference and Risky Behavior Decision-Making,

I regress risk aversion score on the three sets of outcome variables described in section 3.2.2.

Individual Outcomes

For individual outcome, the identification is specified in the following equation

Yi,t = β1×RAi,t +β2×Xi,t +β3×Y EARt +β4×REGENCYi,t +εi,t (2.2)

where Yi,t is the outcome variable for individual i at time t (t ∈ {2007,2014} is the year when

the wave of survey takes place). RAi,t is the Risk Aversion Score assigned to individual i who

answers the survey at time t as described in section 3.2.1. Regressions are ran separately for

high-stake RA and low-stake RA. Xi,t is the vector of individual control variables including

Age, Female, Urban, Married, Dummies of Ethnicity, Religion and Education level. Y EARt

is the Year FE for year t, and REGENCYi,t is the Regency/City FE for each individual at a

certain year.
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The key estimate of interest, parameter β1, measures the average changes in the out-

come as the individual moved one step up the scale of risk aversion.

Household Outcomes

Since the Risk Aversion measure is observed at the individual level, matching it to

household outcomes requires an additional intermediate step. This involves identifying a De-

cision Maker (DM) for each household based on the Decision Making module. This module

asks respondents to identify the person or persons responsible for making major decisions re-

garding large financial expenditures and savings. A household can have a single or multiple

decision makers.

If there is a single DM, the Risk Aversion score and other individual control variables

for this DM are matched to the household outcomes. If there are multiple DMs, the Risk

Aversion scores and other numerical controls (such as age and income) are averaged across all

DMs. Since average values are meaningless for categorical variables, I match the values of the

DM who earns the most to the household outcomes. To ensure the robustness of the results,

I conduct an additional test where I match the male and female DMs separately to the house-

hold outcomes. This approach allows for a comprehensive understanding of how individual

risk preferences influence household decision-making, accounting for potential variations in

decision-making dynamics within households.

The formal regression equation is as followed:

Yh,t = β1×DMRAh,t +β2×DMXh,t +β3×Y EARt +β4×REGENCYh,t +εh,t (2.3)

where Yh,t is the outcome variable for household h at time t. DMRAh,t is the Risk Aver-
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sion Score assigned to Decision Maker of HH h at time t. DMXh,t is the vector of control

variables for the HH DM, including Age, Female, Urban, Married, Income, HH Income, HH

Size, HH Asset, Dummies for Religion, Ethnicity and Education Level. Other notations and

interpretation of the coefficient are the same as in equation (2.2).

2.4 Results

2.4.1 Air Pollution and Risk Aversion

Table B.8 presents the results of regressing Low-stake Risk Aversion on the Air Pol-

lution Index measured on the day of the interview, considering different types of pollution

profiles. While most pollution types do not significantly impact an individual’s risk aversion

on the interview day, dust shows a positive and significant effect at a 95 percent confidence

level. In contrast, Table B.9 demonstrates a minor effect of accumulated exposure to SO4

within the 30 days prior to the interview on the Risk Aversion score. However, other pollu-

tants, such as black carbon, organic carbon, dust, and sea salt, do not exhibit a similar impact.

Given the differing nature of these pollutants—SO4, a major industrial discharge known

for its toxicity to human health, and dust, primarily referring to desert dust that is highly vis-

ible to the human eye, one might speculate that the immediate effect of dust on risk aversion

during the interview reflects the psychological impact of pollution. Meanwhile, the accumu-

lated effect of SO4 could indicate the physical impact of pollution on the human brain and

cognitive capacity.
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2.4.2 Risk Aversion and Household Decision Making

To examine the relevance of Risk Aversion score measured from the survey with the

Households and the Individuals’ risky decisions, I study the correlation between their Risk

Aversion Score with some major outcomes from the survey mainly in three aspects of life that

reflects their risk preference: Household Financial Decision, Individual Choice of Employ-

ment Sector, Individual Life-time Decision and Individual Choice of Health Insurance.

Tables B.4 through B.7 present the regression results for Low-stake Risk Aversion and

Tables B.10 through B.13 present that of High-stake Risk Aversion. In general, Low-stake

Risk Aversion show significantly correlation with most household and individual outcomes

while High-stake Risk Aversion exhibits a more modest significance. The figures suggest that

Low-Stake Risk Aversion is a strong indicators of individual and household risk preference

and risky decision making behaviors while High-Stake Risk Aversion has minimal predictive

power.

In particular, in terms of household financial decision-making, Table B.4 shows that

Low Stake Risk Aversion is slightly associated with less Saving while being strongly asso-

ciated with more Saving, and thus significantly associated with positive Net Saving overall.

Additionally, the connection between low-stake risk aversion and employment sector choice

is also highly intuitive, as illustrated in Table B.5. Individuals with higher risk aversion are

significantly more likely to work in the public sector, which offers greater job security and

lower income volatility. Conversely, they are less likely to be self-employed or unpaid family

workers, roles that inherently involve higher financial risk and uncertainty. Interestingly, no

significant relationship is observed for private sector workers, likely due to the heterogeneous

nature of this group, which includes both employers and employees with varying levels of

risk tolerance. Similar patterns emerge in the context of individual health insurance choices
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(Table B.7). More risk-averse individuals tend to prefer public insurance, which typically

offers more comprehensive coverage and lower out-of-pocket costs, over private or labor in-

surance options, which may involve higher financial risks and uncertainties. When examining

life-changing decisions, the result from Table ?? indicates that higher levels of low-stake risk

aversion correlate with a lower likelihood of engaging in uncertain activities, such as quitting

a job, starting a business, owning a business, or relocating. This tendency underscores the

broader impact of risk aversion on major life choices, reinforcing its role as a critical measure

of risk preference.

Although this analysis is not causal in nature, it provides compelling evidence that

risk aversion significantly influences various aspects of individual and household decision-

making. The strong correlation between risk aversion and financial and employment decisions

highlights its importance in shaping economic outcomes and the overall economic status of

households and individuals. Understanding these dynamics is crucial for developing policies

and interventions that support better financial and employment decisions.

2.5 Conclusion

In addition to many well-known health effects of air pollution on human beings, bad

air quality also impairs cognitive abilities, influencing economic behaviors and overall soci-

etal well-being. Understanding the impact of air pollution on cognitive function and decision-

making is crucial because it highlights the broader, often overlooked consequences of envi-

ronmental issues. This paper investigates the link between air pollution and risk preferences,

focusing on how exposure to pollutants affects individuals’ decision-making behaviors. It ex-

amines how increased exposure to pollution may impact individual risk aversion, which leads

to changes in decision-making processes.
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Our empirical approach to this investigation utilizes data from NASA’s MERRA-2

remote sensing collection, which provides approximate measurements of air pollution with

fine spatial granularity and daily frequency. This pollution data is matched with household

and individual risk preferences and decision-making behaviors from the Indonesia Family

Life Survey (IFLS) based on the physical location of the respondents and the accurate time at

which interview was taken.

The findings reveal that higher exposure to air pollution is significantly associated

with increased risk aversion. This change in risk preference influences various domains: more

risk-averse individuals are more likely to work in the public sector and less likely to be self-

employed or unpaid family workers. There is a preference for safer investment options and

public health insurance. Additionally, higher risk aversion correlates with a lower likelihood

of engaging in uncertain activities, such as starting a business or relocating.

This study makes a significant contribution by establishing a direct link between air

pollution and risk aversion, providing empirical evidence of how environmental factors in-

fluence economic behaviors. By focusing on Indonesia, a developing country with diverse

pollution sources, the research offers valuable insights applicable to other regions facing sim-

ilar challenges. The findings advocate for comprehensive air quality management, not only as

a health measure but also as an economic strategy to enhance cognitive function and decision-

making capabilities across populations.

46



Chapter 3

EXPORT AND LABOR MARKET

OUTCOMES: A SUPPLY CHAIN

PERSPECTIVE - EVIDENCE FROM

VIETNAM

3.1 Introduction

In the past two decades, the notable uptick of integration of developing nations into

global trade and value chains (GVCs) has sparked heightened interest among policymakers

and researchers regarding the implications for labor markets. Consequently, a substantial body

of literature has emerged seeking to unravel the intricate relationship between trade dynamics

and localized labor market outcomes.

Standard theory about the benefits of trade assumes perfect mobility of factors across
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geographical regions and industries within a country. However, recent empirical evidence has

shed light on the limitations of these conventional theoretical models. Findings from Topalova

(2010) [47] uses data from India to indicate that regions more exposed to trade liberalization

have experienced slower poverty reduction and muted consumption growth, diverging from

the predictions of traditional trade frameworks. Assuming segmented labor markets, and ex-

ploiting cross-market variation in import exposure, a key study by Autor, Dorn, and Hanson

(2013) [3] confirms that the ”China Shock” led to significant decline in employment and wages

in more exposed U.S. regions. This sparked more studies on the repercussions of tariff changes

or import competition on local labor markets (Pierre and Schott 2016 [41]; Acemoglu et al.

2016 [1]; Dix-Carneiro and Kovak 2013 [15]).

It is crucial to note that trade affects not only tradable but also non-tradable sectors

within the same local labor markets; while increased import competition or market access di-

rectly impact specific tradable sectors, there are also indirect effects non-tradable sectors such

as retail, healthcare, or hospitality in the same region. With few exceptions, current literature

largely ignores estimating these indirect effects propagated through domestic production link-

ages within a country [49]. While a few studies have examined the indirect effects of import

shocks on local labor markets, there’s been limited exploration of indirect effects of exports.

A central motivation for this empirical inquiry stems from the well-documented fact that as

economies undergo structural transformation—that is, as they move from less agriculture to

more services and manufacturing—the proportion of domestic services or inputs in total out-

puts tend to rise (McCaig 2013 [33]; Ghosh 2021). At first glance, this might suggest that a

larger proportion of employment remains unaffected by trade, given the larger non-tradable

component of the services sector. However, more trade can even indirectly influence non-

tradable industries that serve as inputs to tradeable sectors.
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This paper focuses on estimating the total effect on labor market outcomes in response

to an export shock at the provincial level in Vietnam from 2009 to 2019. In order to fully

capture the overall impact of trade, we need to consider crucial supply chain linkages previous

research has overlooked. Our analysis goes beyond solely focusing on directly exporting in-

dustries and takes into account industries indirectly affected by the rising demand for exports.

To accomplish this, we adopt a multi-stage approach. Initially, we employ an instru-

mental variable (IV) methodology to isolate an exogenous component of trade driven solely

by foreign demand. The chosen IV is the proportion of a given trading partner country’s share

in a specific commodity relative to Vietnam’s total export value in that commodity, adjusted

by the observed GDP growth of the partner country. This IV demonstrates a strong predic-

tive capacity for Vietnam’s export values while maintaining plausible independence from any

supply-side determinants of exports.

Subsequently, leveraging the predicted export exposure obtained in the first stage,

we construct a matrix delineating the direct and indirect exposure of each industry in each

province. This is accomplished by utilizing input-output tables that document the flow of

intermediate goods among different sectors in the economy. The predicted export exposure

calculated earlier is then distributed proportionally to the labor share of each industry within

each province.

Finally, we estimate the direct and indirect effects of exports by conducting a regres-

sion analysis of these computed exposures against various labor market outcomes of interest at

the provincial level: wage levels, income disparities, the premium on college education wages,

gender wage differentials, employment rates, rates of inactivity, informality in employment,

and female employment rates. Additionally, we conduct a detailed examination of how these

labor effects differ across gender, income levels, educational attainment, and employment sec-
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tors to elucidate which demographic groups benefit and which are adversely affected by this

process.

This study looks at the specific context of Vietnam for a few important reasons. First,

Vietnam exemplifies the success of East Asia’s export-driven growth model, making it a prime

candidate for study due to the wealth of empirical evidence available. Over the past two

decades, Vietnam has witnessed substantial increases in real income, a reduction in poverty

(excluding the Covid-19 pandemic in 2020), and an alignment of import-export activities with

GDP, reflecting its integration into global value chains. Improvements in the labor market have

accompanied this economic progress, including lower unemployment rates and increased fe-

male workforce participation. Figure 3.1 visually encapsulates Vietnam’s economic advance-

ment driven by its export focus.

Second, the prominence of domestic services within Vietnam’s non-tradable sectors is

notable, representing an average of 10 percent of total output. The connection between non-

service and service sectors is vital for amplifying the impact of exports on labor markets. In

Vietnam, domestic non-service industries heavily rely on domestic services as inputs. Figure

A.2 illustrates that around 50 percent of Vietnamese non-service sectors use local services,

making up more than 15 percent of their end output. Neglecting these indirect export effects

on domestic services and input supply sectors overlooks a crucial link tying local labor mar-

kets to foreign demand changes. Recognizing and understanding these connections is crucial

for grasping the wider effects of export-oriented economic activities in Vietnam. A signifi-

cant proportion of non-service sector-country clusters exhibit a substantial reliance on local

services, with approximately 50 percent showcasing a local services usage share exceeding

8 percent, and a minority displaying shares as high as 20 percent. Against this background,

this study aims to examine the direct and indirect effects of exports, which are supported by

50



Figure 3.1: Trends in Trade, Labor, and Socioeconomic Indicators in Vietnam (2001-2020)

Source: World Bank staff calculations and World Development Indicators.
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Figure 3.2: Domestic Service Sector Share in Total Output of Domestic Non-Service Sector
in Vietnam (2020)

Source: World Bank staff calculation with Asian Development Bank data.

supply chain connections, on the labor market.

Third, Vietnam heavily relies on the advantageous demographic structure of its labor

force to propel economic advancement, characterized by a great proportion of the population

in the labor age as well as a sigificant spatial variation across sectoral specialization. There-

fore, this investigation aims to leverage these variances to scrutinize potential how effects vary

across diverse demographic strata within the labor force: urban, rural, youthful, highly-skilled,

and female cohorts, among others.

We find that both direct and indirect exposure to exports has a significant impact on

labor market outcomes, especially for those with no to little education and in the lowest in-

come bracket. The wage premium for attending college decreases, and the gender wage gap
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narrows. With respect to employment variables, direct exposure to exports increases employ-

ment and reduces inactivity, with findings remaining consistent when accounting for supply

chain linkages. The gains in employment concentrate among workers with no schooling, while

employment rate falls for more skilled workers.

In this paper, we estimate total impact of changes in exports driven by foreign demand

shocks, rather than tariff changes or import competition, on labor market outcomes including

income and employment variables. This direct and indirect export-induced demand has been

studied in Goutam et al. (2017) [22], however, as only employment variables are in focus,

many other questions regarding wages and heterogeneity have been left unanswered.

The paper proceeds as follows. Section 3.2 present a conceptual framework that allows

us to examine the local labor market repercussions of exports, incorporating a supply chain

perspective. Section 3.3 discusses data used and how we constructed export exposure analysis

using Input-Output linkages. Section 3.4 describes the empirical strategy and Section 3.5

presents the empirical results. Section 3.6 concludes.

3.2 Conceptual Framework

We apply a standard shift-share approach that assesses the effects of trade shocks on

labor markets. Relevant works in the literature include Autor, Dorn and Hanson (2013) and

Dix-Carneiro and Kovak (2015) [15][3]. More directly related to exploring the effects of

exports on local labor markets are studies by Robertson et. al. (2021) and Góes, Lopez-

Acevedo, and Robertson (2023) [44] [21].

Unlike the papers above, however, our index in this paper is not one of exports expo-

sure, but one of total exports receipts exposure. By exploiting the input-output structure of
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production, we account for both direct and indirect payments to factors of production, and

use trade data to move closer to regional production, which is what we would ideally like to

observe.

Let s,d be industry index (s stands for source sector and d stands for destination sec-

tor), and let γs,d denote the intermediate use shares of a good of industry s in the production

process of a good of industry d. Under the assumptions of perfect competitive or monopolis-

tic competitive product markets, a constant fraction of total sales will be paid to the factors of

production. If domestic factor markets are competitive, there are no mark-ups or mark-downs

on factor prices. Under those assumptions, then, up to a first-order approximation, the value

of export sales can be distributed through the production network in the following fashion:

PdQd
Value of Export of sector d

∝ ∑
s

γs,dPsQs

Value of intermediate use of sector d

+ VAd
Value added of sector d

Therefore, we can account for total payments to each source sector s by summing over pay-

ments to sector s from every sector d in addition to the value added of sector s:

∆Xs,t+h∝(∑
d

γs,dPs,t+hQs,t+h−∑
d

γs,dPs,tQs,t)+∆VAs,t+h

or in words,

Total Export Exposure∝ Indirect Export Exposure+Direct Export Exposure

So far, we have defined these relationships in terms of input-output linkages. To turn to the

empirical effects over labor markets, we now define local labor markets exposure to total
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export receipts. Let r denote different regions in the country, exposure to total export receipts

growth at regional level is defined as:

∆Xr,s,t+h ≡∑
s

Lr,s,t

Ls,t
≡∑

s

Lr,s,t

∑r Lr,s,t
⋅∆Xs,t+h

where Xr,s,t denotes total export exposure of industry s to region r at period t , as defined above;

Lr,s,t denotes total employment of industry s in region r at time t. The term Lr,s,t
Ls,t

measures the

share of region r in the national employment of industry s.

3.3 Data

The goal of the paper is to assess the direct and indirect effects of export expansion

on local labor market outcomes in Vietnam while accounting for supply chain linkages. To

do this, we exploit variation in export expansion across provinces and industries between

2010 and 2019 and combine export data from the United Nations Commodity Trade Statistics

(UNCOMTRADE) data, input-output coefficient matrix from Global Trade Analysis Project

(GTAP) data, and information on local labor market outcomes from Vietnam’s Labor Force

Survey (LFS) data. Details on each dataset and cleaning techniques are described below.

3.3.1 Labour Force Data

Our main source of labor market data is the LFS provided by General Statistics office

of Vietnam (GSO) between 2010 and 2019, a period during which it was implemented every

year. The LFS observations collect information in a host of areas including key labor market,

household, and individual demographic characteristics.
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Our analysis looks at two main sets of outcome variables: wage outcomes and employ-

ment outcomes. The wage outcome data sets include real annual wages, real annual income,

college degree wage premium and gender wage premium. The employment outcome sets in-

clude employment rate, inactive rate, informality status, and female labor force participation.

All of the outcomes are constructed from survey questionnaires, of which the wage outcomes

are calculated at the province x sector level, while the employment outcomes are aggregated

at the province level because we do not have sector information for those who are not em-

ployed. Over the period 2010 to 2019, several changes were introduced in the Vietnamese

LFS, together with updates in concepts and definitions. These have been standardized to make

key labor market outcomes, administrative geographies, as well as industry classifications,

comparable over time.

3.3.2 Construction of Export Exposure using Input-Output Linkages

Any changes in the foreign export demand for products of a particular sector will have

dual effects. First, it will lead to a direct increase in demand for output in that sector. Secondly,

it indirectly affects the upstream sectors that supply inputs to the directly impacted sector. Not

accounting for these linkages will underestimate the export exposure at the province level,

as some provinces may not have concentration of industries directly exporting but still be

supplying to exporting sectors. To account for these value chain linkages, the literature repre-

sents uses Leontief inverse of an input-output production matrix for an economy. The method

clearly tracks the use of intermediate inputs by each sector (Goutam et al. 2017; Acemoglu et

al. 2016; Acemoglu et al. 2012).

To explore potential effects of exports through domestic inputs, we employ the 2011

Vietnam Input-Output table to calculate the input shares of each industry. These shares are
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determined by dividing the input usage by the gross output (which includes the value added in

the own sector with own-sector inputs). We then multiply the resulting shares by the exports

of the final sector aggregated over the input industry to obtain the total value of exports for

each input sector (representing the cumulative effect of servicing multiple exporting sectors).

In this sense, non-traded sectors that are assigned a value “zero” for exports will also have an

implied value and will be used to estimate the total export exposure index at the province level

using the following index.

The total export exposure (accounting for supply chain linkages) is measured as the

growth in exports in industry i between time periods, t and t+1, captured by the term ∆Wi,t+h =
Wi,t −Wi,t+h. This change is allocated to each province r in Vietnam using the share of

provinces in total national employment in each industry i.

∆Xr,t+h =∑
i

Li,r,t

Li,t
∆Wi,t+h =∑

i

Li,r,t

∑r Li,r,t
∆Wi,t+h

To construct the total exposure index at the province level in Vietnam, we utilize several

databases. Initially, we gather data on export value from the UNCOMTRADE database. To

account for demand generated in other sectors as a result of exports, and thus calculate the

overall exposure index, we incorporate the 2011 input-output (I-O) GTAP tables.

We begin by computing the input-output coefficients from the GTAP I-O tables, which

capture the interdependencies between sectors in an economy. We match these coefficients

with trade data the UNCOMTRADE data to compute the total export value for each sector,

accounting for indirect changes in export demand through input-output linkages. Annex B.2 of

the study provides a detailed explanation of how these coefficients are computed and merged

with UNCOMTRADE data.
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The next step is to link these total export data with the LFSs. We utilize concordance

tables available from UNSD that translate International Standard classification (ISIC) rev 3.1.

codes into HS codes. By leveraging this concordance, we merge the micro-data on labor

force variables at the industry and area level in Vietnam with total export data. Once the

integrated labor and trade data is prepared, we are able to calculate the total trade exposure

index based on provinces, as previously explained. The starting point for the analysis is the

idea that the impact of a trade shock differs across regions, depending on each province-

industry composition.

A fundamental principle for this approach is the existence of segmented labor markets.

Existing labor mobility barriers or rigidities (such as commuting costs or lack of transport in-

frastructure) allow us to observe variations in local labor market outcomes and, as a result,

to estimate the effects of differentiated exposure to trade. One heuristic method for assessing

labor-market integration involves examining the standard deviation of wages across regions

and over time. This heuristic measure is used because various factors can prevent wage equal-

ization across regions. To investigate the level of labor-market integration in Vietnam, we

calculate province and industry- province premiums, the existence of which can indicate seg-

mented labor markets. Table ?? in the Annex clearly show that wages are not equal across

provinces and industry-provinces in Vietnam, providing strong support for the existence of

segmented labor markets during our study period.

3.4 Identification

The goal of our empirical strategy is to understand how rising export expansion affects

real wages, informality, and female labor force participation, exploiting data on cross-regional

exposure to total exports in Vietnam between 2010 and 2019. To this effect, we consider the

58



following simple linear regression model:

∆Yr,t+h = β0+β1∆Xr,t+h+β2Kr,t +εr,t

where ∆Yr,t+h is the change in outcomes of interest, may it be employment rate, informality

rate, female participation rate, average annual income average annual wage, college premium

or gender wage gap, among others, identified at province r over the period from time t to

t +h. ∆Xr,t+h is our main independent variable, which stands for the change at regional level

of total export exposure, as defined in the previous section. The key coefficient of interest is

β1, which measures the effects of total trade exposure on the outcome after accounting for the

I-O structure, Kr,t is the vector of ex-ante control variables including individual demographic

background taken from the LFS such as urban dummy, gender, marital status, age group,

education level, social security ownership, among others.

A relevant issue needed to be addressed is potential endogeneity in the export exposure

covariate. Since we observe changes in labor outcomes and exports simultaneously, we cannot

identify which one is driving the other. To ensure truly exogeneity of our export exposure, we

need a variable that predicts exports from Vietnam based solely on its trading partners internal

demand growth, rather than supply-side determinants. Hence, we construct our instrument

using time-series regressions of Vietnam exports to its trading partners on the trading partner’s

GDP by industry at the four-digit level as follows:

∆Zr,t+h ≡∑
i

Li,r,t

Li,t
⋅∑

j
(Q j,i,t

Qi,t
⋅∆Yj,t+h)

where, Q j,i,t
Qi,t
= Q j,i,t
∑ j Q j,i,t

denotes country j’s share of industry i’ export; ∆Yj,t+h is the change in

real GDP in destination country j.
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Predicted values or exports from these regressions serve as a proxy for Vietnam’s ex-

ports to its trading partners explained exclusively by the export market’s domestic aggregate

demand. These predicted exports combine with I-O coefficients to generate total exports

accounting for supply chain linkages. Subsequently, we use these total exports to generate

provincial export exposure in Vietnam.

Then, estimation will take the form of two-stage least squares, with the first stage

being:

∆Xr,t+h = α̃+ β̃∆Zr,t+h+ δ̃Kr,t + ε̃r,t

and the second stage:

∆Yr,t+h = β0+β1∆X̂r,t+h+β2Kr,t +εr,t

where ∆X̂r,t+h is the predicted value obtained from the first stage regression:

∆X̂r,t+h = α̂+ β̂∆Zr,t+h+ δ̂Kr,t

3.5 Results

3.5.1 Impact of exports on wage

Table C.3 presents the outcomes of the two-stage least squares regression, detailing

the relationship between changes in income-related variables—wages, income, gender wage

differentials, and the college wage premium—and shifts in exposure to exports, instrumented

by alterations in exposure to foreign demand. All models incorporate standard errors clustered

60



at the province level and control for various socio-demographic factors such as age, gender,

education level, urban-rural status, economic sector, and hours of work.

Overall, all measures of exposure—Total Exposure, Direct Exposure, and Indirect Ex-

posure—exhibit statistically significant effects on income-related variables. It is important

to note that the Income variable often reflects a more positive improvement compared to the

Wage variable for individuals, as it encompasses additional sources of non-wage income such

as bonuses, dividends, and personal gifts. Direct Exposure demonstrates the most substantial

improvement, with a US$32.5 increase in annual wages and a US$36.31 increase in annual in-

come for every US$1,000 rise in annual Direct Exposure per worker. While Indirect Exposure

yields a similar effect on wages (an increase of US$31.14 per unit of exposure), its influence

on income is relatively lower (an increase of US$23.22 per unit of exposure) compared to

Direct Exposure.

Additionally, variables reflecting labor market inequality—namely, the college wage

premium and gender wage gap—decrease in response to export exposure, with the college

premium exhibiting a higher degree of significance. Specifically, a US$1,000 increase in

annual direct exposure per worker results in about a US$28 reduction in return on attending

college. The effect of indirect exposure on this premium is a reduction of about US$30.87.

3.5.2 Impact of exports on employment

Regarding employment outcomes, Table C.4 illustrates that both Total Exposure and

Indirect Exposure exert statistically significant effects on the employment rate at the provincial

level. Specifically, for every US$1000 increase in Total Exposure per worker, the likelihood

of employment rises by 0.2 percent point, while Indirect Exposure increases the employment

rate by 0.52 percent point. Interestingly, Direct Exposure exhibits either non- or minimally
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significant effects on the employment rate and other employment metrics such as the rate

of informal employment and female employment rate. Conversely, both Total Exposure and

Indirect Exposure significantly reduce informality rates and augment female participation in

the labor force. All of these trends imply that exports have caused healthy benefits to the labor

market and created a more efficient and balanced working environment for workers.

3.5.3 Heterogeneity by Education

Tables C.7 and C.8 provide insights into how wage and employment outcomes vary

across different segments of the population based on their level of education. Our findings

suggest that workers across all educational strata benefit from trade. Notably, individuals with

a college education premium derive the greatest benefit, with a US$42.38 increase in wages

for every US$1000 rise in Total Exposure, compared to a US$14.84 gain for workers with

no formal education. This disparity becomes more pronounced when examining the impact of

Direct Exposure and Indirect Exposure on workers with a college degree, yielding increases of

US$67.11 and US$72.13, respectively, for each type of exposure. Generally, the discrepancy

between changes in wages resulting from Direct and Indirect exposure is minimal across all

educational levels.

On the contrary, changes in employment outcomes exhibit divergent patterns across

different educational groups. While the employment rate among workers with little to no

formal education (primary school level) tends to increase, that of college graduates decreases

in response to higher export exposure, whether direct or indirect. For instance, a US$1000

increase in annual Total Expo- sure per worker can elevate the employment rate of workers

with no formal education by 0.15 percent point while concurrently reducing the likelihood

of employment for college graduates by 0.19 percent point. This outcome, coupled with the
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discussed variance of education on wages, suggests a nuanced interpretation. Specifically,

it implies a more competitive environment for highly-skilled workers, juxtaposed with an

expansion in economic opportunities for low-skilled workers following an export-driven boost.

3.5.4 Heterogeneity by Economic Sector

Tables C.9 and C.10 provide provide a detailed examination of wage and employment

outcomes across various economic sectors, namely Household Farm, Household Business,

Private Sector, State Agency, and Foreign Sector. While employment demonstrates signifi-

cant improvement across all sectors, Household Farm experiences the most substantial gains,

with approximately a 3.54 percent point increase for every US$1000 rise in total exposure.

However, notable wage increases are only evident for workers in Household Farm and House-

hold Business, regardless of the type of exposure. Notably, Household Business witnesses a

sharper rise in wages, amounting to approximately US$40.19 per worker for every unit in-

crease in Total Exposure, compared to a US$19.4 increase in wage observed in the Household

Farm sector.

The prominence of wage enhancements primarily within the Household Farm and

Household Business sectors can be attributed to their inherent liquidity and adaptability. These

sectors tend to be more responsive compared to others sectors, which are often characterized

by rigidity and subject to stringent labor regulations. Moreover, workers in Private, Govern-

ment, and Foreign sectors typically possess less bargaining power in their respective working

environments.
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3.5.5 Heterogeneity by Income Level

To gain a comprehensive understanding of how trade influences income inequality

within the labor market, we extend our analysis to examine various income quantiles among

workers. Tables C.11 and C.12 present the outcomes of these regressions. Our findings indi-

cate that the most significant wage improvements occur among workers in the lowest income

quantile, which aligns with the observation that the sectors most affected by trade tend to

predominantly employ labor from this demographic segment.

Conversely, we observe enhanced employment opportunities across all income quan-

tiles, albeit with diminishing effects as income levels rise. Specifically, the likelihood of

employment increases the most among workers in the lowest income quantile, with an about

1.77 percent point rise for every US$1000 increase in Total Exposure. This effect gradually

diminishes across the second and third lowest quantiles, reaching as low as a 0.14 percent

point increase in employment probability in the highest worker income bracket.

3.5.6 Heterogeneity by Tradability

In our final analysis, we speculate about the spillover of direct trade exposure into in-

direct exposure, a phenomenon closely intertwined with the tradability nature of sectors. In

this section, we explore the divergent effects of direct and indirect exposure on labor outcomes

between tradable and non-tradable sectors. We classify industries into “non-tradable” sectors

if their export exposure is “zero”, as indicated by the summary statistics in Table C.1. These

sectors include Mining Extraction, Chemicals, Pharmaceuticals & Medical Products, Rubber

and Plastics, Electrical Equipment, Electricity, Gas Manufacturing and Distribution, Water

Supply, Construction, Wholesale and Retail Trade, Accommodation and Food Service, Land

Pipelines and Transportation, Water Transportation, Air Transportation, Warehousing, Other

64



Financial Inter-mediation, Insurance, Real Estate Activities, Other Government Services, Ed-

ucation, and Human Health & Social Work. Broadly, these sectors are characterized by their

focus on supplementary goods and domestic services. Conversely, we designate sectors with

“non-zero” export exposure as “tradable”.

Having established this differentiation based on tradability, we conduct regression

analysis on samples restricted to these two categories. This approach enables us to derive

insightful interpretations regarding how direct and indirect exposure to exports affect labor

outcomes. As anticipated, Table C.14 indicates that direct exposure exerts a notably pro-

nounced and robust impact on both wage and employment outcomes within tradable sectors,

whereas indirect exposure demonstrates a more modest effect on wages while still fostering

employment growth and reducing informality. This observation aligns logically with the un-

derstanding that tradable sectors, in addition to producing goods for direct export, may also

provide inputs for other traded sectors, thereby benefiting from indirect exposure.

Table C.13 initially presents a perplexing observation, revealing an unexpected trend

wherein both direct and indirect exposure reduces employment and wages within non-tradable

sectors, with indirect exposure exhibiting a stronger negative effect. However, upon closer

examination, this finding unveils contrasting patterns regarding how trade influences these

two distinct sectors. On one hand, trade has the potential to expand the overall economic

“pie”, thereby reshaping wage and employment dynamics in both tradable and non-tradable

sectors. Conversely, an intriguing offsetting effect, wherein trade acts as a driving force, can

pull labor directly from non-tradable to tradable sectors within the confines of fixed labor

supply. This second nuance might have a greater significance given the ample evidence of

relatively full employment in Vietnam and the limited benefits or unemployment insurance

available, rendering staying in non-tradable sectors a far less attractive option compared to

65



seeking opportunities in rapidly expanding tradable sectors.

3.6 Conclusion

The intrinsic connection between direct exporting sectors and the indirect supplying

sectors (that furnish production inputs to exporters), is crucial for transmitting the benefits of

foreign demand-driven exports not only to tradable sectors, such as agriculture and manufac-

turing, but also to non-tradable sectors, such as services, where such effects are less antic-

ipated. Leveraging this relationship within the supply chain, we have devised a theoretical

framework and an empirical approach to re-examine the ramifications of trade on the labor

market, incorporating considerations of both direct and indirect export exposure.

Our analysis provides comprehensive insights into the impact of trade on various as-

pects of the labor market, shedding light on nuanced patterns across different demographic

and economic segments. Results indicate significant labor benefits of exposure to exports on

income-related variables such as wages, income, and labor market inequality, with directly

exposed sectors and provinces enjoying the greatest benefit. Moreover, both exposure types

contribute to a decrease in labor market inequality measures such as the college wage premium

and the gender wage gap. Employment out- comes also vary, with both total and indirect expo-

sure positively affecting employment, informality, and female employment rates, while direct

and total exposure reduce informality rates and increase female labor force participation.

Across educational levels, workers benefit from an increase in trade, with college-

educated individuals deriving the greatest wage benefits. Changes in employment outcomes

vary, with employment increasing for workers with lower education but decreasing for college

graduates in response to higher export exposure. Employment improves across all economic
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sectors, with Household Farm experiencing the most substantial gains, while notable wage

increases are observed only in Household Farm and Household Business sectors, suggest-

ing differential impacts across economic sectors. Wage improvements are most significant

among workers in the lowest income quantile, while enhanced employment opportunities are

observed across all income levels, albeit with diminishing effects as income rises. Direct ex-

posure causes a pronounced increase on both wage and employment outcomes within tradable

sectors, while indirect exposure exhibits a more modest increase on wages but still fosters

employment growth. In contrast, both direct and indirect exposure reduce employment and

wages within non-tradable sectors, highlighting the intricate interplay between trade dynamics

and labor markets.

Considering both direct and indirect export exposure leads to a more nuanced un-

derstanding of how trade shapes employment, wage dynamics, and labor market inequality

across various sectors and demographic groups. These insights are crucial for policymakers

and stakeholders seeking to navigate the complexities of globalization and ensure inclusive

economic growth.
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Appendix A

Table A.1: Summary Statistics - Power Capacity

Hydro-power Capacity (MW)

Sum Mean SD Min Max N

By Current Status

Cancelled 1410.0 470.0 498.7 10.0 1000.0 3
Operational 34649.6 262.5 700.8 0.4 5850.0 132

Planned 22608.7 78.5 256.7 1.0 2600.0 288
Postponed 5672.0 1418.0 1037.7 220.0 2600.0 4

Under Construction 5006.1 139.1 344.3 1.3 1460.0 36
Unknown 60.0 60.0 . 60.0 60.0 1

By Country

Cambodia 6331.4 119.5 383.8 0.4 2600.0 53
China 30636.0 1458.9 1414.0 10.0 5850.0 21
Laos 25100.5 76.1 183.9 1.0 1460.0 330

Myanmar 775.0 110.7 74.5 36.0 240.0 7
Thailand 3529.5 271.5 518.7 1.1 1872.0 13
Vietnam 3034.0 75.8 137.6 1.0 720.0 40
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Figure A.1: Dams Location by Reservoir Capacity
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(a) Over Power Generating Capacity

(b) Over Reservoir Capacity

Figure A.2: Distribution of Dams by Country
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(a) Over Power Generating Capacity

(b) Over Reservoir Capacity

Figure A.3: Distribution of Dams by Year of Completion
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Figure A.4: Reservoir Capacity and Power Generating Capacity
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Figure A.5: Water Level across two measuring stations

73



Figure A.6: Water Level with Long-run Trend
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Figure A.7: Water Level and Total Precipitation in the Upstream river basin
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Figure A.8: Water Level with Dams’ opening
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Figure A.9: Salinity and Water Level over time
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(a) Salinity by district - 2016

(b) Vegetation by district - 2016

Figure A.10: Salinity and Vegetation by district
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Figure A.11: Agriculture yield - paddy
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(a) Coastal province

(b) In-land province

Figure A.12: Agriculture yield - paddy
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Figure A.13: Agriculture output by crop season - paddy
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(a) Coastal province

(b) In-land province

Figure A.14: Agriculture output by crop season - paddy
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Table A.2: Impact of Dams Reservoir on Water Level

Water Level (cm)

(1) (2) (3) (4) (5)
RESERVOIR CAPACITY -0.80∗∗∗ -0.33∗∗∗ -0.50∗∗∗ -1.16∗∗∗ -2.56∗∗∗

(109m3) 1 yrs (0.07) (0.07) (0.07) (0.11) (0.22)
RESERVOIR CAPACITY 0.03 -0.12 -0.27∗∗ -1.11∗∗∗

(109m3) 2 yrs (0.08) (0.08) (0.10) (0.18)
RESERVOIR CAPACITY 0.13∗ 0.26∗∗∗ -0.14
(109m3) 3 yrs (0.06) (0.07) (0.12)
RESERVOIR CAPACITY 1.05∗∗∗ 0.88∗∗∗

(109m3) 4 yrs (0.07) (0.10)
RESERVOIR CAPACITY 0.30∗∗

(109m3) 5 yrs (0.11)
Observations 6940 6575 6210 5845 5480
Adjusted R2 0.827 0.860 0.867 0.874 0.873

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional controls include Daily Total Precipitation in the entire river basin and Monthly FE.

Table A.3: Impact of Dams’ Average Annual Electricity Output on Water Level

Water Level (cm)

(1) (2) (3) (4) (5)
AVERAGE ANNUAL -1.06∗∗∗ -0.56∗∗∗ -0.84∗∗∗ -1.45∗∗∗ -2.74∗∗∗

OUTPUT (103 GWh) 1 yrs (0.06) (0.06) (0.07) (0.11) (0.21)
AVERAGE ANNUAL 0.18∗ -0.06 -0.39∗∗∗ -1.21∗∗∗

OUTPUT (103 GWh) 2 yrs (0.07) (0.07) (0.09) (0.17)
AVERAGE ANNUAL -0.06 -0.15∗ -0.68∗∗∗

OUTPUT (103 GWh) 3 yrs (0.05) (0.06) (0.12)
AVERAGE ANNUAL 0.69∗∗∗ 0.35∗∗∗

OUTPUT (103 GWh) 4 yrs (0.06) (0.09)
AVERAGE ANNUAL 0.22∗

OUTPUT (103 GWh) 5 yrs (0.09)
Observations 6940 6575 6210 5845 5480
Adjusted R2 0.830 0.861 0.869 0.875 0.874

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional controls include Daily Total Precipitation in the entire river basin and Monthly FE.
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Table A.4: Impact of Dams on Water Level

Water Level (cm)

(1) (2) (3) (4) (5)
RESERVOIR CAPACITY -1.25∗∗∗ -1.03∗∗∗ -0.95∗∗∗ -0.54∗∗∗ -0.77∗∗∗

(109m3) 1 yrs (0.07) (0.06) (0.06) (0.07) (0.09)
RESERVOIR CAPACITY -5.92∗∗∗ -6.76∗∗∗ -7.53∗∗∗ -6.75∗∗∗

(109m3) 2 yrs (0.27) (0.32) (0.33) (0.39)
RESERVOIR CAPACITY -2.53∗∗∗ -4.55∗∗∗ -4.32∗∗∗

(109m3) 3 yrs (0.27) (0.30) (0.30)
RESERVOIR CAPACITY -2.32∗∗∗ -3.22∗∗∗

(109m3) 4 yrs (0.26) (0.31)
RESERVOIR CAPACITY -2.77∗∗∗

(109m3) 5 yrs (0.26)
AVERAGE ANNUAL 4.81∗∗∗ 5.43∗∗∗ 6.20∗∗∗ 5.60∗∗∗

OUTPUT (103 GWh) 2 yrs (0.22) (0.26) (0.27) (0.31)
AVERAGE ANNUAL 2.17∗∗∗ 3.98∗∗∗ 3.65∗∗∗

OUTPUT (103 GWh) 3 yrs (0.23) (0.26) (0.26)
AVERAGE ANNUAL 2.45∗∗∗ 3.08∗∗∗

OUTPUT (103 GWh) 4 yrs (0.22) (0.27)
AVERAGE ANNUAL 2.25∗∗∗

OUTPUT (103 GWh) 5 yrs (0.23)
Observations 6940 6575 6210 5845 5480
Adjusted R2 0.798 0.855 0.866 0.867 0.866

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional controls include Daily Total Precipitation in the entire river basin and Monthly FE
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Table A.5: Impact of Dams on Water Level

Water Level (cm)

(1) (2) (3) (4)
RESERVOIR CAPACITY -6.62∗∗∗ -7.72∗∗∗ -9.13∗∗∗ -9.70∗∗∗

(109m3) 2 yrs (0.27) (0.33) (0.34) (0.38)
RESERVOIR CAPACITY -1.01∗∗∗ -3.27∗∗∗ -3.27∗∗∗

(109m3) 3 yrs (0.27) (0.29) (0.30)
RESERVOIR CAPACITY -2.19∗∗∗ -1.53∗∗∗

(109m3) 4 yrs (0.26) (0.32)
RESERVOIR CAPACITY -2.69∗∗∗

(109m3) 5 yrs (0.30)
AVERAGE ANNUAL 5.26∗∗∗ 6.28∗∗∗ 7.66∗∗∗ 8.07∗∗∗

OUTPUT (103 GWh) 2 yrs (0.23) (0.28) (0.29) (0.33)
AVERAGE ANNUAL 1.20∗∗∗ 3.11∗∗∗ 2.99∗∗∗

OUTPUT (103 GWh) 3 yrs (0.23) (0.25) (0.26)
AVERAGE ANNUAL 2.85∗∗∗ 2.03∗∗∗

OUTPUT (103 GWh) 4 yrs (0.22) (0.27)
AVERAGE ANNUAL 1.41∗∗∗

OUTPUT (103 GWh) 5 yrs (0.26)
Observations 6575 6210 5845 5480
Adjusted R2 0.822 0.833 0.840 0.844

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional controls include Daily Total Precipitation in the entire river basin and Monthly FE
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Table A.6: Impact of Dams on Vegetation

Average NDVI 1 month prior to harvest season

RAIN SEASON DRY SEASON
RESERVOIR CAPACITY 0.04∗∗∗ -0.05∗∗∗

1yr (0.01) (0.01)
RESERVOIR CAPACITY 0.03∗∗∗ -0.01
2yrs (0.01) (0.01)
RESERVOIR CAPACITY -0.01∗∗∗ -0.05∗∗∗

3yrs (0.00) (0.01)
RESERVOIR CAPACITY 0.01∗ -0.00
4yrs (0.00) (0.01)
RESERVOIR CAPACITY 0.01∗∗∗ -0.07∗∗∗

5yrs (0.00) (0.00)
DISTANCE TO SHORE 0.00 -0.01
× RESERVOIR CAPACITY 1yr (0.00) (0.01)
DISTANCE TO SHORE -0.01 0.01
× RESERVOIR CAPACITY 2yrs (0.00) (0.01)
DISTANCE TO SHORE 0.01∗∗ -0.02
× RESERVOIR CAPACITY 3yrs (0.00) (0.02)
DISTANCE TO SHORE -0.01 0.01
× RESERVOIR CAPACITY 4yrs (0.01) (0.01)
DISTANCE TO SHORE 0.00 -0.01
× RESERVOIR CAPACITY 5yrs (0.00) (0.01)
DISTANCE TO SHORE 19.25 21.15∗

(11.75) (7.44)
Observations 2483 1396
Adjusted R2 0.694 0.673

*** p < 0.01, ** p < 0.05, * p < 0.1.
Standard errors clustered at year-season level
Additional controls include Total Daily Precipitation and Maximum Daily Temperature within districts
through the crop-season, Province FE, Year-season FE.
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Table A.7: Impact of Dams on Vegetation

Average NDVI 1 month prior to harvest season

RAIN SEASON DRY SEASON
AVERAGE ANNUAL 0.05∗∗∗ 0.02∗∗∗

OUTPUT 2yrs (0.01) (0.00)
AVERAGE ANNUAL -0.01∗ -0.00
OUTPUT 3yrs (0.00) (0.00)
AVERAGE ANNUAL 0.01∗∗∗ 0.02∗∗∗

OUTPUT 4yrs (0.00) (0.00)
AVERAGE ANNUAL 0.01∗∗∗ -0.04∗∗∗

OUTPUT 5yrs (0.00) (0.00)
DISTANCE TO SHORE -0.00 0.01
× AVERAGE ANNUAL OUTPUT 2yrs (0.00) (0.01)
DISTANCE TO SHORE 0.01∗ -0.00
× AVERAGE ANNUAL OUTPUT 3yrs (0.00) (0.01)
DISTANCE TO SHORE -0.01 -0.00
× AVERAGE ANNUAL OUTPUT 4yrs (0.00) (0.01)
DISTANCE TO SHORE 0.00 0.00
× AVERAGE ANNUAL OUTPUT 5yrs (0.00) (0.01)
DISTANCE TO SHORE 23.93 23.46∗

(13.46) (8.23)
Observations 2483 1396
Adjusted R2 0.694 0.674

*** p < 0.01, ** p < 0.05, * p < 0.1.
Standard errors clustered at year-season level
Additional controls include Total Daily Precipitation and Maximum Daily Temperature within districts
through the crop-season, Province FE, Year-season FE.
.

87



Table A.8: Impact of Dams on Salinity

Maximum Salinity throughout crop-season

RAIN SEASON DRY SEASON
RESERVOIR CAPACITY 0.05 -0.10∗∗∗

1yr (0.05) (0.02)
RESERVOIR CAPACITY 0.03 0.26∗∗∗

2yrs (0.03) (0.03)
RESERVOIR CAPACITY -0.04∗∗∗ -0.09∗∗∗

3yrs (0.00) (0.02)
RESERVOIR CAPACITY 0.00 0.24∗∗∗

4yrs (0.02) (0.03)
RESERVOIR CAPACITY 0.00 0.04∗∗∗

5yrs (0.01) (0.01)
DISTANCE TO SHORE -0.00 0.01
× RESERVOIR CAPACITY 1yr (0.02) (0.02)
DISTANCE TO SHORE -0.01 0.00
× RESERVOIR CAPACITY 2yrs (0.01) (0.03)
DISTANCE TO SHORE -0.00 -0.02
× RESERVOIR CAPACITY 3yrs (0.01) (0.04)
DISTANCE TO SHORE 0.02 0.02
× RESERVOIR CAPACITY 4yrs (0.01) (0.03)
DISTANCE TO SHORE -0.00 -0.05
× RESERVOIR CAPACITY 5yrs (0.02) (0.04)
DISTANCE TO SHORE -194.20∗∗∗ -282.16∗∗∗

(31.64) (29.12)
Observations 2483 1396
Adjusted R2 0.630 0.730

*** p < 0.01, ** p < 0.05, * p < 0.1.
Standard errors clustered at year-season level
Additional controls include Total Daily Precipitation and Maximum Daily Temperature within districts
through the crop-season, Province FE, Year-season FE.
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Table A.9: Impact of Dams on Salinity

Maximum Salinity throughout crop-season

RAIN SEASON DRY SEASON
AVERAGE ANNUAL 0.02 0.04∗∗∗

OUTPUT 2yrs (0.03) (0.00)
AVERAGE ANNUAL -0.01 -0.04∗∗∗

OUTPUT 3yrs (0.02) (0.01)
AVERAGE ANNUAL -0.01 0.04∗∗∗

OUTPUT 4yrs (0.02) (0.01)
AVERAGE ANNUAL -0.00 0.10∗∗∗

OUTPUT 5yrs (0.01) (0.01)
DISTANCE TO SHORE 0.00 0.01
× AVERAGE ANNUAL OUTPUT 2yrs (0.01) (0.02)
DISTANCE TO SHORE -0.01 -0.02
× AVERAGE ANNUAL OUTPUT 3yrs (0.01) (0.02)
DISTANCE TO SHORE 0.02∗ 0.03
× AVERAGE ANNUAL OUTPUT 4yrs (0.01) (0.02)
DISTANCE TO SHORE -0.01 -0.04
× AVERAGE ANNUAL OUTPUT 5yrs (0.01) (0.02)
DISTANCE TO SHORE -189.02∗∗∗ -273.28∗∗∗

(36.57) (33.85)
Observations 2483 1396
Adjusted R2 0.630 0.730

*** p < 0.01, ** p < 0.05, * p < 0.1.
Standard errors clustered at year-season level
Additional controls include Total Daily Precipitation and Maximum Daily Temperature within districts
through the crop-season, Province FE, Year-season FE.

89



Table A.10: Impact of Dams on Vegetation

Average NDVI 1 month prior to harvest season

RAIN SEASON DRY SEASON
RESERVOIR CAPACITY 0.39∗∗∗ -0.15∗∗∗

2yrs (0.08) (0.01)
RESERVOIR CAPACITY 0.09 -1.00∗∗∗

3yrs (0.07) (0.06)
RESERVOIR CAPACITY 0.07∗ -0.43∗∗∗

4yrs (0.03) (0.03)
RESERVOIR CAPACITY 0.36∗∗ 0.83∗∗∗

5yrs (0.10) (0.05)
AVERAGE ANNUAL -0.38∗∗∗ -0.11∗∗∗

OUTPUT 2yrs (0.08) (0.01)
AVERAGE ANNUAL -0.10 0.75∗∗∗

OUTPUT 3yrs (0.06) (0.05)
AVERAGE ANNUAL -0.05∗ 0.31∗∗∗

OUTPUT 4yrs (0.02) (0.02)
AVERAGE ANNUAL -0.35∗∗ -0.58∗∗∗

OUTPUT 5yrs (0.10) (0.04)
DISTANCE TO SHORE 0.02 -0.16∗∗∗

× RESERVOIR CAPACITY 2yrs (0.02) (0.03)
DISTANCE TO SHORE 0.04∗ 0.33∗∗

× RESERVOIR CAPACITY 3yrs (0.02) (0.09)
DISTANCE TO SHORE -0.01 0.19∗∗

× RESERVOIR CAPACITY 4yrs (0.02) (0.05)
DISTANCE TO SHORE -0.03 0.21∗∗

× RESERVOIR CAPACITY 5yrs (0.02) (0.06)
DISTANCE TO SHORE -0.02 0.16∗∗∗

× AVG ANNUAL OUTPUT 2yrs (0.01) (0.03)
DISTANCE TO SHORE -0.02 -0.18∗∗

× AVG ANNUAL OUTPUT 3yrs (0.01) (0.05)
DISTANCE TO SHORE -0.00 -0.15∗∗

× AVG ANNUAL OUTPUT 4yrs (0.01) (0.04)
DISTANCE TO SHORE 0.03 -0.06∗∗

× AVG ANNUAL OUTPUT 5yrs (0.02) (0.02)
DISTANCE TO SHORE -4.62 -50.65

(30.34) (31.03)
Observations 2483 1396
Adjusted R2 0.695 0.675

*** p < 0.01, ** p < 0.05, * p < 0.1.
Standard errors clustered at year-season level
Additional controls include Average Daily Mean Temperature, Average Daily Maximum Temperature,
Average Daily Total Precipitation within districts through the crop-season, Total Precipitation in the up-
per river basin, Province FE, Year-season FE, Distance from district centroid to Water Station, Distance
from district centroid to Water Station, River length within districts.
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Table A.11: Impact of Dams on Salinity

Maximum Salinity throughout crop-season

RAIN SEASON DRY SEASON
RESERVOIR CAPACITY 0.61 0.37∗∗∗

2yrs (0.45) (0.03)
RESERVOIR CAPACITY 0.44 2.95∗∗∗

3yrs (0.35) (0.22)
RESERVOIR CAPACITY 0.09 1.10∗∗∗

4yrs (0.15) (0.10)
RESERVOIR CAPACITY 0.73 -2.56∗∗∗

5yrs (0.55) (0.19)
AVERAGE ANNUAL -0.61 0.40∗∗∗

OUTPUT 2yrs (0.45) (0.03)
AVERAGE ANNUAL -0.47 -2.29∗∗∗

OUTPUT 3yrs (0.35) (0.17)
AVERAGE ANNUAL -0.06 -0.77∗∗∗

OUTPUT 4yrs (0.11) (0.07)
AVERAGE ANNUAL -0.74 1.80∗∗∗

OUTPUT 5yrs (0.55) (0.13)
DISTANCE TO SHORE -0.22∗∗∗ 0.32∗

× RESERVOIR CAPACITY 2yrs (0.03) (0.15)
DISTANCE TO SHORE 0.02 -1.00∗

× RESERVOIR CAPACITY 3yrs (0.04) (0.41)
DISTANCE TO SHORE -0.02 -0.54∗

× RESERVOIR CAPACITY 4yrs (0.05) (0.25)
DISTANCE TO SHORE 0.13∗∗ -0.67∗

× RESERVOIR CAPACITY 5yrs (0.04) (0.27)
DISTANCE TO SHORE 0.18∗∗∗ -0.34∗

× AVG ANNUAL OUTPUT 2yrs (0.03) (0.15)
DISTANCE TO SHORE -0.02 0.57∗

× AVERAGE ANNUAL OUTPUT 3yrs (0.03) (0.24)
DISTANCE TO SHORE 0.04 0.41∗

× AVG ANNUAL OUTPUT 4yrs (0.04) (0.18)
DISTANCE TO SHORE -0.11∗∗∗ 0.19
× AVG ANNUAL OUTPUT 5yrs (0.03) (0.09)
DISTANCE TO SHORE -113.03∗ 7.12

(51.68) (180.30)
Observations 2483 1396
Adjusted R2 0.630 0.730

*** p < 0.01, ** p < 0.05, * p < 0.1.
Standard errors clustered at year-season level
Additional controls include Average Daily Mean Temperature, Average Daily Maximum Temperature,
Average Daily Total Precipitation within districts through the crop-season, Total Precipitation in the up-
per river basin, Province FE, Year-season FE, Distance from district centroid to Water Station, Distance
from district centroid to Water Station, River length within districts.
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Table A.12: Predictive margins for operational dams

Operational dams

Se San 4 Nuozhadu Xiaowan Xayaburi Huangdeng Miaowei Don Sahong
Daily Water 1yr -0.600 -15.916 -10.101 -4.052 -5.760 -0.443 -0.017

Water 2yr -6.327 -43.577 3.712 -50.472 -73.695 42.645 16.194
Water 3yr -1.696 -9.263 3.141 -13.681 -20.009 12.353 4.660
Water 4yr -1.824 -22.875 -8.078 -13.908 -20.170 8.367 3.310

Coast NDVI 1yr -0.153 -4.057 -2.575 -1.033 -1.468 -0.113 -0.004
NDVI 2yr -0.164 -6.017 -4.240 -1.003 -1.400 -0.757 -0.224
NDVI 3yr -0.275 -2.748 -0.594 -2.143 -3.117 1.531 0.592
NDVI 4yr 0.540 5.705 1.442 4.188 6.088 -2.888 -1.122

Inland NDVI 1yr -0.154 -4.078 -2.588 -1.038 -1.476 -0.114 -0.004
NDVI 2yr -0.185 -6.025 -4.108 -1.178 -1.656 -0.565 -0.153
NDVI 3yr -0.586 -5.036 -0.542 -4.615 -6.725 3.571 1.369
NDVI 4yr -0.248 -2.529 -0.583 -1.927 -2.803 1.359 0.527

Coast VSSI 1yr 0.580 15.395 9.770 3.920 5.571 0.429 0.016
VSSI 2yr 0.391 13.951 9.753 2.423 3.388 1.646 0.480
VSSI 3yr 1.157 8.074 -0.587 9.225 13.468 -7.760 -2.948
VSSI 4yr 0.534 6.602 2.278 4.081 5.920 -2.489 -0.983

Inland VSSI 1yr 0.580 15.392 9.768 3.919 5.570 0.429 0.016
VSSI 2yr 0.425 13.591 9.210 2.726 3.838 1.196 0.317
VSSI 3yr 0.977 5.688 -1.499 7.862 11.494 -6.985 -2.639
VSSI 4yr 0.443 5.728 2.117 3.364 4.877 -1.963 -0.780

All margins are predicted for dry season only. First year average annual output is not included in the
regression
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Table A.13: Predictive margins for future dams

Under construction Planned

Luang Prabang Tuoba Ganlanba Guxue
Daily level Water 1yr -1.068 -0.698 -0.389 -5.205

Water 2yr 37.340 40.940 3.801 -14.287
Water 3yr 10.956 11.916 1.173 -3.040
Water 4yr 6.732 7.794 0.440 -7.488

Dry - Coast NDVI 1yr -0.272 -0.178 -0.099 -1.327
NDVI 2yr -0.944 -0.839 -0.213 -1.967
NDVI 3yr 1.291 1.450 0.111 -0.900
NDVI 4yr -2.414 -2.726 -0.199 1.868

Dry - Inland NDVI 1yr -0.274 -0.179 -0.100 -1.334
NDVI 2yr -0.768 -0.652 -0.191 -1.970
NDVI 3yr 3.070 3.406 0.289 -1.650
NDVI 4yr 1.143 1.286 0.097 -0.828

Dry - Coast VSSI 1yr 1.033 0.675 0.377 5.035
VSSI 2yr 2.090 1.841 0.481 4.561
VSSI 3yr -6.789 -7.447 -0.689 2.647
VSSI 4yr -2.011 -2.322 -0.135 2.161

Dry - Inland VSSI 1yr 1.032 0.675 0.377 5.034
VSSI 2yr 1.663 1.395 0.423 4.444
VSSI 3yr -6.177 -6.730 -0.654 1.866
VSSI 4yr -1.565 -1.823 -0.095 1.875

All margins are predicted for dry season only. First year average annual output is not included in the
regression
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Appendix B

Table B.1: Variable Description

Variable name Construction Unit
HIGH STAKE RISK High-stake Risk Aversion No unit
LOW STAKE RISK Low-stake Risk Aversion No unit
AGE Individual Age Years
FEMALE Indicator for being female No unit
URBAN Indicator for living in urban area No unit
MARRIED Indicator for being currently married No unit
INCOME Income the year before survey Rupiah
HH SIZE Household size No unit
HH INCOME Household income the year before survey Rupiah
HH ASSET Household total asset Rupiah
BORROWING Borrowing the year before survey Rupiah
LOAN Current outstanding loan Rupiah
SAVING Saving the year before survey Rupiah
PRIVATE Indicator for working in Private sector No unit
PUBLIC Indicator for working in Public sector No unit
SELF-EMPLOYED Indicator for being Self-employed No unit
UNPAID FAMILY WORKER Indicator for being an Unpaid family worker No unit
AGRI WORKER Indicator for working as an agriculture worker No unit
NON-AGRI WORKER Indicator for working as a non-agriculture worker No unit
QUIT JOB Indicator for having quitted job in the last 5 years No unit
STARTUP Indicator for having tried to start up in the last year No unit
OWN BUSINESS Indicator for currently owning a business No unit
MIGRATE Indicator for having migrated since 12 years old No unit
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Table B.2: Summary Statistics

Count Mean St.dev
HIGH STAKE RISK AVERSION 25703 3.84 0.83
LOW STAKE RISK AVERSION 25709 3.34 1.50
AGE 50706 30.13 31.34
FEMALE 50706 0.51 0.50
URBAN 43703 0.58 0.49
MARRIED 50706 0.83 1.22
INCOME 23374 1.74e+07 42554077.30
HH SIZE 50706 6.77 3.28
HH INCOME LAST YEAR 47586 4.62e+07 90199112.56
HH ASSET 36308 2.39e+08 4.86e+08
BORROW LAST YEAR 48202 5.86e+06 32682968.19
LOAN 47610 1.24e+07 58941753.15
SAVING LAST YEAR 50085 -5.33e+06 2.01e+08
PRIVATE SECTOR 20222 0.34 0.47
PUBLIC SECTOR 20222 0.10 0.29
SELF-EMPLOYED 20222 0.25 0.43
ORDINARY AGRICULTURE WORKER 20222 0.05 0.22
ORDINARY NON-AGRICULTURE WORKER 20222 0.10 0.30
QUIT JOB IN THE LAST 5 YEARS 24217 0.07 0.25
STARTUP IN THE LAST YEAR 28316 0.07 0.26
OWNING BUSINESS 28316 0.04 0.19
DIVORCE EVER 28316 0.04 0.19
MIGRATE SINCE 12 YEARS OLD 27892 0.12 0.33
Observations 50706

Table B.3: Summary Statistics - Pollution

Count Mean St.dev Min Max
SO4 2014-2015 Average AOT 34280 0.12 0.05 0.03 0.23
Black Carbon 2014-2015 Average AOT 34280 0.02 0.01 0.01 0.05
Organic Carbon 2014-2015 Average AOT 34280 0.08 0.04 0.04 0.26
Dust 2014-2015 AOT 34280 0.00 0.00 0.00 0.01
Dust PM2.5 2014-2015 Average AOT 34280 0.00 0.00 0.00 0.01
Daily 2014-2015 Total AOT 34280 0.26 0.07 0.11 0.48
Temperature 2014-2015 Average 34280 24.37 1.69 19.50 27.34
Approximate District Area (sqkm) 34280 106.33 182.34 0.65 4880.58
Observations 34280

95



(a) High Stake Risk Aversion Distribution

(b) Low Stake Risk Aversion Distribution

Figure B.1: Risk Aversion Distribution
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Table B.4: Household Financial Decision and Low Stake Risk Aversion

Borrow Loan Saving Net Saving

DM Low stake Risk Aversion -0.92∗ -0.43 2.90∗∗∗ 3.77∗∗∗

(0.39) (0.64) (0.67) (0.81)

DM Age 0.06 0.09 -0.15 -0.21∗

(0.05) (0.06) (0.08) (0.10)

DM Female 0.05 1.18 -3.53 -3.76
(1.65) (2.43) (2.24) (2.80)

DM Married 0.41 0.36 0.34 -0.02
(0.79) (1.48) (1.42) (1.77)

DM Income 0.02 0.13 0.02 0.00
(0.06) (0.08) (0.13) (0.17)

Urban 0.16 0.09 -2.58 -2.70
(1.28) (3.05) (2.68) (3.10)

HH Size -0.09 -0.21 -0.60 -0.54
(0.15) (0.25) (0.32) (0.37)

HH Income 0.09∗ 0.11∗∗ 0.79∗∗∗ 0.70∗∗∗

(0.04) (0.04) (0.05) (0.06)

HH Asset 0.01∗ 0.01∗∗ -0.03∗∗∗ -0.04∗∗∗

(0.00) (0.00) (0.01) (0.01)

Observations 5685 5632 5694 5685
Adjusted R2 0.104 0.138 0.477 0.342

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, Regency FE.
Outcome variables are in million Indonesian currency Rupiah
DM means Decision Maker.
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Table B.5: Employment Sector and Low Stake Risk Aversion

Private Self Employed Public Unpaid Family Worker

Low stake Risk Aversion 0.30 -0.74∗∗∗ 0.44∗∗∗ -0.98∗∗∗

(0.21) (0.21) (0.13) (0.22)

Age -0.78∗∗∗ 0.40∗∗∗ 0.15∗∗∗ 0.51∗∗∗

(0.03) (0.03) (0.02) (0.03)

Female -7.34∗∗∗ -4.41∗∗∗ -2.18∗∗∗ 10.49∗∗∗

(0.66) (0.64) (0.40) (0.67)

Married 0.46 2.95∗∗∗ 0.00 -4.30∗∗∗

(0.31) (0.36) (0.18) (0.34)

Urban 8.57∗∗∗ 0.94 0.06 -10.27∗∗∗

(1.15) (1.08) (0.74) (1.14)

HH Size -0.31∗∗ -0.23∗ -0.06 0.35∗∗∗

(0.11) (0.10) (0.07) (0.10)

Observations 18722 18722 18722 18722
Adjusted R2 0.161 0.057 0.188 0.188

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, Regency FE.
Private, Self Employed, Public and Unpaid Family Worker are measured in percentage point
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Table B.6: Individual Life Time Decision and Low Stake Risk Aversion

Quit Job Start-up Own Business Migrate

Low stake Risk Aversion -0.29∗ -0.59∗∗∗ -0.65∗∗∗ -1.45∗∗

(0.12) (0.14) (0.12) (0.48)

Age -0.31∗∗∗ -0.10∗∗∗ 0.15∗∗∗ 1.04∗∗∗

(0.02) (0.02) (0.02) (0.09)

Female -1.90∗∗∗ -3.10∗∗∗ 1.38∗∗∗ -3.74∗

(0.37) (0.43) (0.36) (1.47)

Married 0.58∗∗∗ 0.21 -0.26 11.78∗∗∗

(0.15) (0.19) (0.19) (1.49)

Urban 1.38∗ 0.41 0.47 1.78
(0.60) (0.74) (0.59) (2.32)

HH Size -0.03 0.29∗∗∗ -0.08 -0.40
(0.06) (0.07) (0.05) (0.21)

Observations 18721 18722 18722 4648
Adjusted R2 0.043 0.046 0.033 0.172

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, Regency FE.
Quit Job, Start-up, Own Business, Migrate are measured in percentage point.
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Table B.7: Individual Health Insurance Choice and Low Stake Risk Aversion

Private Ins Saving Ins Labor Ins Public Ins Uninsured

Low Stake Risk Aversion -0.17∗∗ -0.08 -0.31∗∗ 0.47∗∗∗ -0.21
(0.07) (0.04) (0.11) (0.12) (0.24)

Age -0.00 -0.00 -0.09∗∗∗ 0.35∗∗∗ -0.05
(0.01) (0.01) (0.01) (0.02) (0.03)

Female -0.20 -0.12 -1.30∗∗∗ 0.97∗ -0.60
(0.21) (0.13) (0.35) (0.39) (0.73)

Married -0.02 0.04 -0.04 -0.42∗ 0.13
(0.09) (0.05) (0.13) (0.19) (0.38)

Urban -0.10 -0.36∗ 2.31∗∗∗ 1.26 -2.73∗

(0.30) (0.18) (0.63) (0.66) (1.22)

HH Size -0.02 0.05 -0.13∗ 0.06 0.05
(0.04) (0.03) (0.06) (0.06) (0.12)

Observations 18626 18626 18626 18626 18626
Adjusted R2 0.069 0.036 0.088 0.181 0.113

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, General Health
Condition, Chronic Diseases, Regency FE. Private Ins, Saving In, Labor Ins, Public Ins and Uninsured
are measured in percentage point.
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Table B.8: Low Stake Risk Aversion and Interview day Exposure to Pollution

SO4 BC OC Dust Salt All

SO4 Ivwday AOT 0.08 0.06
(0.12) (0.14)

Black Carbon Ivwday AOT 0.34 1.40
(0.90) (2.22)

Organic Carbon Ivwday AOT 0.02 -0.29
(0.12) (0.30)

Dust Ivwday AOT 9.70∗∗ 9.49∗∗

(3.20) (3.26)

Sea salt Ivwday AOT 0.58 0.27
(0.52) (0.59)

Observations 24493 24493 24493 24493 24493 24493
Adjusted R2 0.034 0.034 0.034 0.034 0.034 0.034

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, Regency FE,
Season FE.

Table B.9: Low Stake Risk Aversion and 30-day Accumulated Exposure to Pollution

SO4 BC OC Dust Salt All

SO4 30dayAcc AOT 0.03 0.03∗

(0.01) (0.02)

Black Carbon 30dayAcc AOT 0.04 -0.22
(0.07) (0.25)

Organic Carbon 30dayAcc AOT 0.01 0.02
(0.01) (0.04)

Dust 30dayAcc AOT 0.13 0.12
(0.27) (0.34)

Sea salt 30dayAcc AOT 0.05 0.05
(0.05) (0.07)

Observations 22752 22752 22752 22752 22752 22752
Adjusted R2 0.035 0.034 0.034 0.034 0.034 0.034

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, Regency FE,
Season FE.

101



Table B.10: Household Financial Decision and High Stake Risk Aversion

Borrow Loan Saving Net Saving

DM High Stake Risk Aversion -1.22 -3.51∗ 3.35∗ 4.54∗∗

(1.16) (1.37) (1.31) (1.76)

DM Age 0.06 0.09 -0.15 -0.21∗

(0.05) (0.06) (0.08) (0.10)

DM Female -0.03 1.35 -3.16 -3.32
(1.65) (2.41) (2.22) (2.77)

DM Married 0.38 0.24 0.33 0.00
(0.81) (1.50) (1.41) (1.77)

DM Income 0.02 0.12 0.02 -0.00
(0.06) (0.07) (0.13) (0.18)

Urban 0.24 0.19 -2.90 -3.09
(1.28) (3.04) (2.68) (3.10)

HH Size -0.10 -0.24 -0.58 -0.51
(0.15) (0.25) (0.32) (0.37)

HH Income 0.09∗ 0.10∗∗ 0.78∗∗∗ 0.69∗∗∗

(0.04) (0.03) (0.05) (0.06)

HH Asset 0.01∗ 0.01∗∗ -0.03∗∗∗ -0.04∗∗∗

(0.00) (0.00) (0.01) (0.01)

Observations 5686 5633 5695 5686
Adjusted R2 0.104 0.138 0.472 0.335

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, Regency FE.
Outcome variables are in million Indonesian currency Rupiah
DM means Decision Maker.

102



Table B.11: Employment Sector and High Stake Risk Aversion

Private Self Employed Public Unpaid Family Worker

High Stake Risk Aversion 0.37 -0.74 0.50∗ -1.07∗∗

(0.38) (0.38) (0.23) (0.38)

Age -0.78∗∗∗ 0.40∗∗∗ 0.15∗∗∗ 0.51∗∗∗

(0.03) (0.03) (0.02) (0.03)

Female -7.29∗∗∗ -4.54∗∗∗ -2.09∗∗∗ 10.35∗∗∗

(0.66) (0.64) (0.40) (0.67)

Married 0.46 2.95∗∗∗ 0.00 -4.25∗∗∗

(0.31) (0.36) (0.18) (0.34)

Urban 8.53∗∗∗ 0.99 0.01 -10.14∗∗∗

(1.15) (1.08) (0.75) (1.14)

HH Size -0.32∗∗ -0.22∗ -0.06 0.33∗∗

(0.11) (0.10) (0.07) (0.10)

Observations 18711 18711 18711 18711
Adjusted R2 0.161 0.056 0.188 0.187

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, Regency FE.
Private, Self Employed, Public and Unpaid Family Worker are measured in percentage point
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Table B.12: Individual Life Time Decision and High Stake Risk Aversion

Quit Job Start-up Own Business Migrate

High Stake Risk Aversion -0.00 -0.87∗∗ -0.17 0.26
(0.22) (0.27) (0.21) (0.81)

Age -0.31∗∗∗ -0.10∗∗∗ 0.15∗∗∗ 1.04∗∗∗

(0.02) (0.02) (0.02) (0.09)

Female -1.97∗∗∗ -3.17∗∗∗ 1.23∗∗∗ -3.99∗∗

(0.37) (0.43) (0.36) (1.47)

Married 0.59∗∗∗ 0.21 -0.25 12.00∗∗∗

(0.15) (0.19) (0.19) (1.49)

Urban 1.41∗ 0.48 0.61 2.06
(0.60) (0.74) (0.59) (2.33)

HH Size -0.03 0.29∗∗∗ -0.08 -0.43∗

(0.06) (0.07) (0.05) (0.21)

Observations 18710 18711 18711 4650
Adjusted R2 0.043 0.046 0.031 0.172

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, Regency FE.
Quit Job, Start-up, Own Business, Migrate are measured in percentage point.
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Table B.13: Individual Health Insurance Choice and High Stake Risk Aversion

Private Ins Saving Ins Labor Ins Public Ins Uninsured

High Stake Risk Aversion -0.08 -0.06 0.14 0.47∗ 0.13
(0.14) (0.08) (0.20) (0.22) (0.42)

Age -0.00 -0.00 -0.09∗∗∗ 0.35∗∗∗ -0.05
(0.01) (0.01) (0.01) (0.02) (0.03)

Female -0.23 -0.13 -1.40∗∗∗ 1.06∗∗ -0.71
(0.21) (0.13) (0.35) (0.39) (0.73)

Married -0.02 0.04 -0.03 -0.40∗ 0.09
(0.09) (0.05) (0.13) (0.19) (0.38)

Urban -0.09 -0.36∗ 2.34∗∗∗ 1.19 -2.75∗

(0.29) (0.18) (0.63) (0.67) (1.22)

HH Size -0.02 0.05 -0.14∗ 0.07 0.06
(0.04) (0.03) (0.06) (0.06) (0.12)

Observations 18614 18614 18614 18614 18614
Adjusted R2 0.069 0.036 0.088 0.180 0.112

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, General Health
Condition, Chronic Diseases, Regency FE. Private Ins, Saving In, Labor Ins, Public Ins and Uninsured
are measured in percentage point.
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Table B.14: High Stake Risk Aversion and Interview day Exposure to Pollution

SO4 BC OC Dust Salt All

SO4 Ivwday AOT 0.06 0.02
(0.06) (0.07)

Black Carbon Ivwday AOT 0.88 0.01
(0.48) (1.35)

Organic Carbon Ivwday AOT 0.15∗ 0.12
(0.07) (0.20)

Dust Ivwday AOT 1.25 0.56
(1.96) (2.08)

Sea salt Ivwday AOT 0.32 0.15
(0.25) (0.30)

Observations 24501 24501 24501 24501 24501 24501
Adjusted R2 0.018 0.019 0.019 0.018 0.018 0.018

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, Regency FE,
Season FE.

Table B.15: High Stake Risk Aversion and 30-day Accumulated Exposure to Pollution

SO4 BC OC Dust Salt All

SO4 30dayAcc AOT 0.02∗∗ 0.02
(0.01) (0.01)

Black Carbon 30dayAcc AOT 0.06 -0.10
(0.03) (0.16)

Organic Carbon 30dayAcc AOT 0.01 0.02
(0.01) (0.03)

Dust 30dayAcc AOT 0.03 -0.04
(0.14) (0.21)

Sea salt 30dayAcc AOT 0.03 0.01
(0.02) (0.03)

Observations 22759 22759 22759 22759 22759 22759
Adjusted R2 0.019 0.019 0.019 0.019 0.019 0.019

*** p < 0.01, ** p < 0.05, * p < 0.1.
Additional Controls include Dummies for Highest education level, Ethnicity, Religion, Regency FE,
Season FE.
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Appendix C

Table C.1: Summary Statistics - Export Exposure by Industry

Annual Change Export Exposure (million USD)

Export

Exposure

Total

Exposure

Direct

Exposure

Indirect

Exposure

Veg & Fruit 43.98 225.58 40.99 184.58

Cattle 4.45 9.12 3.56 5.56

Other Animal Products 4.95 5.89 3.39 2.50

Forestry 2.53 35.16 2.31 32.85

Fishing -17.99 447.85 11.69 436.16

Coal -0.09 21.68 -0.08 21.76

Oil 0.01 0.18 0.01 0.17

Gas 0.00 0.00 0.00 0.00

Other Mining Extraction 0.00 0.00 0.00 0.00

Vegetable Oils -2.13 -1.78 -1.78 0.01

Milk 4.45 3.04 2.99 0.05

Sugar and molasses -2.56 -1.25 -1.42 0.17

Other Food 30.65 196.60 192.92 3.68

continued . . .

107



Table C.1 Summary Statistics - Export Exposure by Industry (Continued)

Annual Change Export Exposure (million USD)

Export

Exposure

Total

Exposure

Direct

Exposure

Indirect

Exposure

Beverages and Tobacco 0.03 0.56 0.29 0.27

Textiles 5.56 28.06 4.35 23.72

Wearing apparel 53.35 46.36 39.28 7.08

Leather 36.49 1584.48 1580.67 3.81

Lumber 11.35 7.38 5.49 1.89

Paper 73.12 190.41 170.32 20.09

Petroleum & Coke -0.02 0.27 -0.01 0.28

Chemicals 0.00 0.00 0.00 0.00

Pharmaceuticals & medicinal 0.00 0.00 0.00 0.00

Rubber and plastics 0.00 0.00 0.00 0.00

Other non-metallic mineral 2.09 10.26 1.51 8.75

Iron & Steel 2.44 0.54 0.49 0.05

Non-Ferrous Metals 0.92 1.12 0.57 0.55

Fabricated metal 12.81 11.13 10.81 0.32

Computer and electronic -147.13 -97.61 -122.86 25.24

Electrical equipment 0.00 0.00 0.00 0.00

Machinery and equipment 12.50 10.19 9.94 0.25

Motor vehicles 0.08 2.37 0.07 2.30

Other transport equipment 1.31 6.25 1.14 5.10

Other Manufacturing 69.10 1432.10 1318.29 113.81

Electricity 0.00 40.24 0.00 40.24

continued . . .
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Table C.1 Summary Statistics - Export Exposure by Industry (Continued)

Annual Change Export Exposure (million USD)

Export

Exposure

Total

Exposure

Direct

Exposure

Indirect

Exposure

Gas manufacture, distribution 0.00 0.04 0.00 0.04

Water supply 0.00 0.59 0.00 0.59

Construction 0.00 0.05 0.00 0.05

Wholesale and retail trade 0.00 546.83 0.00 546.83

Accommodation and Food Service 0.00 0.00 0.00 0.00

Land pipelines and transport 0.00 15.44 0.00 15.44

Water transport 0.00 0.39 0.00 0.39

Air transport 0.00 0.64 0.00 0.64

Warehousing 0.00 0.00 0.00 0.00

Information and communication 0.06 25.26 12.51 12.76

Other Financial Intermediation 0.00 3.46 0.00 3.46

Insurance 0.00 0.00 0.00 0.00

Real estate activities 0.00 0.00 0.00 0.00

Other Business Services -0.00 29.06 0.12 28.93

Recreation, Other Services -19.66 178.78 178.47 0.32

Other Services (Government) 0.00 10.34 0.00 10.34

Education 0.00 0.00 0.00 0.00

Human health and social work 0.00 0.00 0.00 0.00

continued . . .
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Table C.2: Summary Statistics - Export Exposure by Province

Annual Change Export Exposure (million USD)

Export Exposure Total Exposure
Direct

Exposure

Indirect

Exposure

An Giang 500.99 89.24 49.19 31.10

Bac Giang 405.61 55.67 37.59 13.42

Bac Kan 337.79 30.52 16.22 11.27

Bac Lieu 584.02 98.62 22.75 58.19

Bac Ninh 442.86 139.10 106.50 24.30

Ba Ria - Vung Tau 377.51 85.98 50.16 28.11

Ben Tre 437.36 72.32 39.86 23.79

Binh Dinh 407.73 99.50 67.57 23.60

Binh Duong 460.68 310.43 273.29 27.52

Binh Phuoc 464.60 101.85 67.20 25.95

Binh Thuan 442.99 80.47 43.35 27.99

Can Tho 417.10 80.51 45.17 25.71

Cao Bang 323.90 18.86 7.71 8.70

Ca Mau 629.74 110.99 24.15 68.26

Dak Nong 357.52 26.06 13.59 9.73

DakLak 318.88 35.54 18.67 13.05

Da Nang City 378.28 103.32 65.53 27.94

Dien Bien 371.92 20.92 9.84 8.66

Dong Nai 389.74 185.41 158.48 20.42

Dong Thap 435.84 85.31 51.65 24.13

Gia Lai 342.27 30.51 16.43 10.80

continued . . .
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Table C.2 Summary Statistics - Export Exposure by Industry (Continued)

Annual Change Export Exposure (million USD)

Export Exposure Total Exposure
Direct

Exposure

Indirect

Exposure

Ha Giang 368.58 18.39 9.91 6.79

Hai Duong 431.11 95.74 70.50 18.25

Hai Phong 427.47 131.39 100.84 22.97

Hanoi 354.86 90.02 59.74 23.24

Hau Giang 471.94 65.50 40.07 19.53

Ha Nam 503.85 111.70 82.51 21.32

Ha Tinh 390.94 59.86 32.64 20.42

Ho Chi Minh City 385.15 110.53 77.05 25.94

Hoa Binh 346.89 28.73 15.52 9.76

Hung Yen 450.38 84.07 58.92 18.82

Khanh Hoa 449.72 75.53 38.64 27.67

Kien Giang 508.43 81.99 31.10 39.33

Kon Tum 368.79 39.54 19.90 15.38

Lai Chau 430.70 23.26 12.57 8.35

Lam Dong 363.86 47.76 27.40 15.10

Lang Son 389.87 32.58 18.15 10.60

Lao Cai 433.41 28.21 12.54 11.74

Long An 415.50 127.11 101.93 18.95

Nam Dinh 444.56 104.69 73.39 22.37

Nghe An 344.61 40.90 22.76 14.10

Ninh Binh 437.69 69.68 46.19 17.53

continued . . .
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Table C.2 Summary Statistics - Export Exposure by Industry (Continued)

Annual Change Export Exposure (million USD)

Export Exposure Total Exposure
Direct

Exposure

Indirect

Exposure

Ninh Thuan 530.56 72.38 35.61 27.90

Phu Tho 435.20 55.56 34.30 15.87

Phu Yen 401.89 75.45 43.02 24.75

Quang Binh 435.60 52.76 24.18 21.66

Quang Nam 385.30 71.23 46.67 18.49

Quang Ngai 383.37 53.07 28.41 19.69

Quang Ninh 381.45 63.06 20.97 31.31

Quang Tri 457.58 66.60 34.64 24.22

San La 375.94 20.82 9.62 8.86

Soc Trang 503.88 72.29 30.68 32.48

Tay Ninh 452.32 140.53 108.46 23.71

Thai Binh 431.36 67.48 44.45 17.25

Thai Nguyen 380.89 48.62 27.82 16.42

Thanh Hoa 376.16 62.34 43.88 14.16

Thua Thien Hue 409.91 86.51 49.81 27.18

Tien Giang 429.61 110.81 83.40 20.15

Tra Vinh 440.07 103.72 71.46 23.06

Tuyen Quang 394.78 44.28 26.95 13.47

Vinh Long 488.18 98.44 68.94 21.59

Vinh Phuc 444.16 85.49 59.36 19.33

Yen Bai 443.67 40.89 22.68 13.71
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