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ABSTRACT OF THE DISSERTATION

Nanoscale Studies of Strongly Correlated Electron Materials with Coherent
X-Rays

by

Nelson Hua

Doctor of Philosophy in Physics

University of California San Diego, 2020

Professor Oleg G. Shpyrko, Chair

Emergent behaviors arising from strongly correlated electron materials continue

to puzzle physicists as there are still no clear explanations behind the underpinning

mechanisms. The key hides in the collective behavior originating from the interactions

among the electronic degrees of freedom, and the objective is to use various experimental

probes to investigate the spin, charge, orbital and lattice contributions and their correlated

behavior. This dissertation presents a study into how several advanced coherent x-ray

techniques can be used to investigate the nanoscale landscape, both spatially and temporally,

of strongly correlated electron materials to understand both the underlying physics and

xv



how to incorporate these materials into technological devices. In particular, resonant

elastic x-ray scattering and x-ray photon correlation spectroscopy are used to study the

charge and orbital order tied to the metal-insulator transition in magnetite (Fe3O4), first

observed by Verwey back in 1939. The results presented in Chapter 3 suggest that trimeron

fluctuations due to thermal electron hopping among Fe 3d orbital sites play a vital role in

the metal-insulator transition. Chapter 4 is an investigation into electron-phonon coupling

times in elemental chromium using ultrafast x-ray pump-probe. Chapters 5 and 6 focus on

the use of x-ray nanodiffraction to spatially resolve the strain in square LSMO nanoislands

and the electrical-induced strain propagation in a ferroelectric/ferromagnetic (PZT/LSMO)

heterostructure. Understanding the spatial extent of the correlation between strain to both

the electric polarization and magnetic domains in these materials is essential for designs in

sensory and computing architectures. Finally, Chapter 7 presents a simulation of a double

probe x-ray speckle visibility spectroscopy experiment, a technique that relies on the change

of contrast on an area detector to resolve dynamic timescales in the femto- to nanosecond

range. Based on the simulated results, an analysis method that relies on selective binning of

the detector image pixels is proposed to overcome the obstacles presented by experimental

imperfections such as an angular misalignment between the two probes.

xvi



Chapter 1

Introduction

Emergent phenomena in strongly correlated electron materials such as superconduc-

tivity and colossal magnetoresistance has dominated condensed matter research in the past

few decades. Their prevalence in research is not surprising considering the potential for a

vast range of technological applications, including ultrafast switching in computing archi-

tectures and low power dissipations in energy storage devices [1, 2]. From a physics point

of view, strongly correlated electron materials are ideally suited to investigate fundamental

quantum effects and collective behavior arising from competing electronic and structural

ground states. In the regime where strong correlations are at play, the physics governing

the individual constituents can no longer accurately capture the collective behavior by way

of a reductionist theory. Instead, a focus on the correlations is essential, and the physics

community has responded by developing an expansive repertoire of techniques ranging

from electron microscopy to terahertz probes. In this dissertation, the focus will be on the

use of x-ray techniques, specifically coherent x-rays, as a probe into strongly correlated

electron materials. The advantage of x-rays resides in its range of wavelengths on the order

of interatomic distances in condensed matter systems that allows us to directly study the

atomic structure. Since their discovery in 1895 by Röntgen, x-rays have revolutionized the

1



scientific field from determining the crystal structure of salt, and subsequently launching

the field of crystallography, to resolving the helical structure of DNA [3, 4, 5]. In recent

years, the x-rays produced by fourth generation synchrotrons and newly built x-ray free

electron lasers have a remarkably high degree of coherent flux. The coherence properties,

along with the ability to tune x-rays in both energy and polarization, makes it possible to

further study the spin, orbital, and charge degrees of freedom coming from the electronic

structure.

1.1 Strongly Correlated Electron Materials

Resolving the mesoscale link between the nanoscopic electron correlations in material

systems to the macroscopic emergent behaviors is an active area of research with potentially

far-reaching technological impacts [2, 6, 7]. For example, unconventional superconductivity

where the electron pairing mechanism does not adhere to the standard Bardeen-Cooper-

Schrieffer (BCS) theory has led to a variety of materials exhibiting higher superconducting

temperatures [8, 9, 10]. The holy grail of understanding the mechanisms of electron

interactions can lead to room temperature superconductivity, eliminating problems with

power dissipation and consequently, overheating in various technological devices. Among

the complex oxides, the nature of metal-insulator transitions are heavily studied to employ

these materials in a neuromorphic computing architecture to mimic neuron and synapse

behaviors [11]. In general, slight variations to parameters such as doping, strain, and

temperature to name a few, can drastically alter both the nanoscale and macroscopic

properties of these materials.

So the key from a physics point of view is to probe the electronic properties,

both spatially and temporally, of the spin, charge, and orbital contributions in order to

understand how they induce the emergent behaviors we see. Once we understand this, we
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can optimize certain macroscopic properties or functionalities by tuning composition, size,

or strain leading to potentially multifunctioning materials. For example, this has led to

the field of spintronics where there is potential to exploit the electron spin as a means

for both storing information and controlling fast switching for memory and computing

devices [12, 13]. However, the electronic orders are often interwined in a way that is

diffcult to unravel; in most cases, several complementary techniques must be employed

to reconstruct the electronic configuration. Fig. 1.1 shows an example of a manganite

exhibiting simultaneous spin, charge, and orbital order with each having a different unit cell

revealed by several x-ray and neutron scattering techniques. The cooperative and competing

phases in manganites have been suspected to induce the colossal magnetoresistance (CMR)

phenomenon where slight changes in the magnetic field can cause the electrical resistance

of the material to change by several orders of magnitude [6].

Mn3+ Mn4+ Spin Orbital

xy

Figure 1.1: Simultaneous existence of charge, spin, and orbital orders in the MnO2
planes of La0.5Sr1.5MnO4 with each having a different unit cell.This figure was adapted
from [14].
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Chapter 4: Measuring Electron-Phonon Coupling Timescales 

in Chromium by Ultrafast Photoexcitation

Chapter 3: Orbital Domain Dynamics in Magnetite (Fe
3
O

4
)

Below the Verwey Transition 

Chapter 5: Nanoscale Imaging of Electrically-Tuned Strain 

Fields in a Ferroelectric/Ferromagnetic Heterostructure

Chapter 6: Nanoscale Resolution of Strain Fields in Highly

Spin Polarized LSMO Nanoislands

Spin Orbital

Charge

Lattice

Figure 1.2: The spin, charge, and orbital electronic degrees of freedom along with the
lattice structure are highly correlated in material systems of interest in this dissertation.
This schematic highlights the focus of each topic in this dissertation in terms of the
relevant correlations and degrees of freedom at play.

1.2 Interaction of X-Rays with Matter

The theory behind the interaction of an electromagnetic wave with matter encom-

passes volumes of standard textbooks in electromagnetism and quantum theory, most of

which is outside the scope of topics in this dissertation. Here the range of electromagnetic

radiation is constrained to the x-ray regime where the energy of an x-ray is related to

the wavelength by λ[Å] = hc

E
= 12.398
E[keV ] . The typical wavelengths of soft (usually between
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500 eV to 2 keV) and hard (2 -100 keV) x-rays are on the order of Angstroms, and follow-

ing Rayleigh’s criterion that the minimum resolution needed to distinguish two objects

is determined by the wavelength of the electromagnetic wave, x-rays are ideal probes

for investigating solid state systems where the typical atomic spacing is on the order of

Angstroms. Broadly speaking, x-ray probes into material systems can be divided into elastic

and inelastic techniques. In elastic probes, the energy (~ω) and magnitude of momentum

(~|k|) is conserved and can be described based on classical electromagnetic theory where

the photon interacts with the electric field of the system of interest. In inelastic techniques,

significant absorption processes affect the scattering process where the energy and outgoing

wave vector of the scattered signal is no longer conserved. In this case, we have to resort to

quantum mechanics to accurately capture the physical processes. The techniques applied

in this dissertation are all elastic, and therefore the following will summarize the theory

behind elastic scattering [15, 16].

When an x-ray scatters off an electron, the oscillating electric field of the x-ray

interacts with the charge of the electron, forcing the electron to oscillate about its mean

position. Whenever a charged particle is accelerating, electromagnetic radiation is emitted,

and this is the scattered x-ray signal that has the same energy and magnitude of momentum

as the incident x-ray signal. We can define the incident and exit signals as wavevectors,

kin and kout, with units of inverse Angstroms corresponding to the frequency of the x-ray

radiation. This elastic scattering process off the electron charge is known as Thomson

scattering in which the differential cross section from scattering off a single electron is given

in Eq. 1.1 where ro = e

moc2
= 2.82 fm is the classical electron radius and P (θ) describes

the polarization dependence of the incident radiation field. The total cross section for

Thomson scattering is calculated by integrating over the solid angle, Ω, which turns out

to be 8πr2
o

3 . In both cases, the classical cross section for scattering is independent of the

photon energy.
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dσ

dΩ = r2
o ·P (θ) (1.1)

For the case of an atom with Z electrons, the electron density is specified by ρ(r)

where the spatial coordinates of each electron relative to the origin is given by the vector r.

Q is the momentum transfer (also known as the scattering vector) defined in Eq. 1.2 and

its geometric relation is shown schematically in Fig. 1.3.

Q = kout−kin (1.2)

Since there are multiple electrons the x-rays can scatter off of, there are constructive and

destructive interference effects depending on the relative phases of the scattered intensity.

For example, we can consider the total scattering from two incident waves traveling in

the same direction, one scattering at the origin and one scattering off the electron density

located r away, as depicted in Fig. 1.3. The relative phase difference of the entire scattering

process is simply the ratio of the path length difference of the two trajectories to one

wavelength of the x-ray, which turns out to be kout · r−kin · r. This conveniently reduces to

Q · r, and since |k| = 2π
λ

, the magntiude of the scattering vector in terms of the wavelength

and incident angle can also be written as |Q(λ,θ)|= 2|k|sin(θ) = 4πsin(θ)
λ

.

The total scattering cross section or scattering length in this case is just a superpo-

sition of the Z electrons described by Eq. 1.3 where fo(Q) is known as the atomic form

factor. In the limit of Q → 0, the atomic form factor reduces to fo(Q) = Z where there is

complete constructive intereference. However, as Q changes as a function of λ and θ, the

electron density at each point defined by −roρ(r)dr will make a different contribution to

the total scattering intensity based on its phase of eiQ·r. Recognizing that the right side

of Eq. 1.3 is just a Fourier transform, we can thinking of the scattered intensity in the

far-field as simply a Fourier transform of the distribution of electron density.

6



− rofo(Q) =−ro
∫
ρ(r)eiQ·rdr (1.3)

θ

k
in

k
out

Q
2θ

rk
in

k
out

Figure 1.3: The elastic scattering process of an x-ray signal off the electron density
determined by the number of electrons, Z, surrounding an atom.

Extending the scattering process to a unit cell of a crystal structure consisting of

multiple atoms, the scattering is just a sum of the atomic form factors of each atom located

at rn from the origin given by Eq. 1.4. Finally, extrapolating to a periodic lattice defined by

a unit cell and translational symmetry as seen in Fig. 1.4, the equivalent scattering length

is given in Eq. 1.5. The contributions from the scattering centers, either atoms defined by

the atomic form factor fn or a unit cell defined by Funit, are located Rn from the origin

where Rn =n1x1 + n2x2 + n3x3: ni are integers while xi are the basis vectors describing

the translational symmetry of the crystal structure. In this case, the scattering term,

Fcrystal, is known as the structure factor and it is a critical parameter used to determine the

scattering process in crystal diffraction. The total scattered intensity in the case of an atom
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with Z electrons and a periodic lattice is proportional to |fn|2 and |F |2crystal, respectively.

θ θ

θ

k
in k

out

Q

d

Figure 1.4: The elastic scattering process of an x-ray signal off a periodic lattice where
each point can be considered an atom or a unit cell.

Funit(Q) =
∑
n
fn(Q)eiQ·rn (1.4)

Fcrystal(Q) = Funit(Q)
∑
i

eiQ·Rn (1.5)

The condition for crystal diffraction where an intense scattering peak is seen in the

far-field from the interaction of x-rays with the material structure is given by Eq. 1.6, also

known as Bragg’s law. Here we can consider x-rays scattering off of lattice planes separated

by a distance, d, as shown in Fig. 1.4 where d is unknown. Given the wavelength of the

x-rays and the scattering angle, we can determine the difference in path lengths between

successive lattice planes. This path length difference calculated from simple trigonometry

is 2dsin(θ), and setting this equal to nλ where n is an integer, we establish the condition

where the scattered x-rays are all in phase, resulting in complete constructive interference.

The crystal structure of materials are characterized by varying the incident angle at a
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known x-ray energy. Intense scattering peaks on a detector, known as Bragg peaks, will

show up at various angles that contains information about the lattice spacing.

nλ= 2dsin(θ) (1.6)

Since the far field diffraction pattern is just a Fourier transform of the electron

density, we can also establish the conditions for crystal diffraction in Fourier space (also

known as reciprocal space). Given Rn that describes the real space translational symmetry

of the lattice, we can introduce a recipocal lattice where the reciprocal basis vectors, x∗
i ,

are given by Eq. 1.7. The ijk notation follows a cyclic permutation.

x∗
i = 2π xj×xk

xi · (xj×xk)
(1.7)

The distance in reciprocal space is then described by G = hx∗
1 + kx∗

2 + lx∗
3 where h,k, l

are integers analogous to ni to describe the translational symmetry in reciprocal space. In

terms of G, the diffraction condition is met when Q = G.

1.3 Incoherent vs. Coherent X-Rays

Analogous to how the visible light from the Sun is considered an incoherent source

whereas a laser pointer produces coherent radiation, x-rays can also be produced as coherent

or incoherent signals. The electromagnetic radiation from the Sun is considered incoherent

because the radiation is propagating in all directions and span a range of wavelengths. In

other words, there are various degrees of constructive and destructive interference effects.

With a laser pointer, all photons are confined to a specific wavelength, hence why they are

monochromatic, and the waves propagate in one direction. This type of radiation results

in complete constructive interference and are thus coherent.
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The original production of x-rays in the early twentieth century was incoherent.

The earlier gas and filament tubes contained three key elements to generate x-rays: (i)

a source of electrons, (ii) high voltages, and (iii) a metal target [16]. A filament tube

consisted of an anode and cathode where a high voltage is applied to accelerate the

electrons from the cathode to the anode target, usually a water-cooled metal. Since the

acceleration of a charged particle emits electromagnetic radiation, the rapid deceleration

of the electron when it hits the metal target produces electromagnetic radiation, known

as Bremsstrahlung radiation (German for ’braking radiation’). The voltages used to

generate those electrons were high enough to produce radiation in the x-ray regime, though

at the time this radiation was unknown and therefore why x was assigned. However,

since the electrons spanned a range of energies, the x-rays produced also resulted in a

range of energies propagating in all directions. This incoherent radiation is sufficient to

determine the average structure of materials or completely homogenous materials. However,

most materials contain inhomogeneities, meaning local disorder such as grain boundaries,

dislocations, and defects. In order to resolve the nanoscale inhomogeneities, coherent x-rays

are needed. With both incoherent and coherent x-ray probes, the recorded intensity is

proportional to |F |2 where the phase information dependent on both the electron density

and phase of the x-ray probe is lost. In the case of coherent x-rays, the phase of the

probe is known, resolving one of the unknown variables. This leads to diffraction patterns

with resolvable features that are a direct manifestation of local inhomogenities, and some

techniques like coherent diffractive imaging (CDI) and x-ray photon correlation spectroscopy

(XPCS) make it possible to extract local structural and electronic information that would

otherwise be averaged out with an incoherent probe.

The availability of coherent x-rays with sufficient flux to investigate nanomaterials

are currently only available at synchrotron and x-ray free electron (XFEL) sources, but

the degree of coherence can vary. We quantify the degree of coherence in terms of the
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coherent volume: the axis along the direction of propagation is defined as the temporal

coherence length, set by the wavelength, whereas the other two axes orthogonal to the

propagation direction are referred to as the spatial coherence length, set by the divergence

of the propagating direction. Specifically, the temporal (or longitudinal) coherence length,

ξT , is determined by the distance two waves become completely out of phase as depicted

in Fig. 1.5(a). Setting Nλ= (N + 1
2)λ∗ where ∆λ= λ−λ∗ results in N = λ−∆λ

∆λ ≈ λ

∆λ .

Substituting N in terms of the wavelength leads to a temporal correlation length defined in

Eq. 1.8. The spatial (or transverse) coherence length can be calculated by assuming the

wavelength of two waves are the same, but the propagating directions are slightly different.

As shown in Fig. 1.5(b), if two wave fronts start out from two sources separated by a

distance d, after traveling a distance R, the two waves will be out of phase. Since the angle

of the two triangles are the same, the proportionality of the two sides should be the same:
d

R
= (λ/2)

ξT
. This leads to the spatial coherence length defined by Eq. 1.9 that is valid

for a spherically symmetric x-ray probe (in a real experiment, the two spatial directions

orthogonal to the propagating direction can have different correlation lengths depending

on how the x-ray beam is focused).

ξL = 1
2
λ2

∆λ (1.8)

ξT = λ

2

(
R

d

)
(1.9)

Finally, if we refer back to the differential cross section of scattering in Eq. 1.1,

the polarization factor is different for coherent and incoherent radiation. For incoherent

radiation, the electric field vectors of the x-rays are randomly distributed about the radial

direction, averaging to 1
2

[
1 + cos2(θ)

]
. On the other hand, if the x-rays are fully coherent,

the electric field vectors are the same and can be aligned so that x-rays impinge on the
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ξL = Nλ

(N +
1

2
)λ∗

ξT

λ

2

Figure 1.5: (a) The temporal coherence length, ξL, is defined as the distance where
two waves with different wavelengths become completely out of phase. (b) The spatial
correlation length, ξT , is defined as the distance for two waves with the same wavelength
but slightly different propagating directions to become out of phase.

material with the electric field vector aligned to either the vertical or horizontal scattering

plane. The resultant polarization factors for these three cases are given in Eq. 1.10.

P (θ) =



1 Linear polarized (vertical scattering plane)

cos2(θ) Linear polarized (horizontal scattering plane)
1
2
[
1 + cos2(θ)

]
Unpolarized

(1.10)
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Chapter 2

Coherent X-Rays

2.1 Overview of Synchrotrons and Free Electron Lasers

As we discover more quantum materials where effects are confined to spatial extents

smaller than ∼40 nm, such as strain-controlled magnetic domain wall motion in CoFeB

films [17], and important electron dynamics are on the sub-picosecond timescales, standard

x-ray tube sources that can be found in university labs no longer provide sufficient intensity

to generate the necessary scattered intensity. Furthermore, if we want to probe the

electronic structure of materials where a high energy resolution is required, we will need

an intense coherent probe. These studies can be carried out at large-scale facilities such

as third-generation synchrotrons, x-ray free electron lasers, and most recently, diffraction

limited storage rings (DSLR) that have a high degree of brilliance, a parameter that is

used to quantify the quality of the x-rays produced by these sources. The brilliance is

mathematically given by Eq. 2.1 where the features that we want to maximize, mainly

the intensity in photons per second, is in the numerator, and the features that we want

to minimize are given in the denominator. Ideally, we want a highly collimated beam

and a small source size in order to focus the x-ray probe to a small spot size with spatial
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coherence. The collimation, in both the horizontal and vertical directions, is typically

reported in milliradians whereas the source size is given as mm2. Finally, the relative

energy bandwidth is fixed at 0.1% that takes into account the degree of temporal coherence.

Fig. 2.1 shows how the brilliance of various synchrotron and XFEL sources have increased

over the past few decades with a rate that exceeds Moore’s law for computational power.

Brilliance = Photons/second
(mrad)2(mm2 source area)(0.1% BW) (2.1)

APS-U

NSLS-II

Figure 2.1: The increase in brilliance of various synchrotron and x-ray free electron
laser sources follows a rate that is higher than Moore’s law for computational power in
the past few decades. This figure was adapted from Oleg Shpyrko.

The overarching principle of these sources is based on the acceleration of light

charged particles, either electrons or positions, at relativistic speeds that consequently emit
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electromagnetic radiation in the x-ray regime. A simplified schematic of a synchrotron

and its main components are shown in Fig. 2.2. An electron gun, usually a cathode tube

with RF cavities, produce the electron bunches that are accelerated to GeV energies by the

booster synchrotron. The electrons are subsequently injected into the storage ring where a

series of bending magnets keep the electrons in a circular orbit via the Lorentz force. Given

an orbiting relativistic electron in a synchrotron with radius ρ, the condition γmc= ρeB is

met where B is the magnitude of the magnetic field produced by the bending magnets and

γ is the Lorentz factor. Therefore, the radius of the electron orbit is given as

ρ[m] = 3.3Ee[GeV ]
B[T ] , (2.2)

where the energy of the electron is on the order of GeV. RF cavities throughout the main

storage ring maintain constant electron energies on the order of hours to a few days, which

means the booster synchrotron is only needed for the initial injection. A series of straight

segments in the main storage ring contain insertion devices, usually wigglers or undulators,

to further focus the x-rays. For most third-generation synchrotrons, undulators consisting of

alternating dipole magnets are used to drive the electrons along a sinusoidal path as seen at

the top of Fig. 2.2. At each crest/trough where the acceleration is maximized, the electrons

emit radiation along the direction of the undulator, producing an x-ray radiation cone

with an opening angle of 1√
Nγ

where N is the number of periods the electron undergoes

in the undulator. For reference, the opening angle of the radiation cone from the storage

ring before entering the undulator has a natural opening angle of 1/γ. So the undulator is

able to further collimate the x-ray beam by a factor of
√
N . At the end of each of these

straight sections is an experimental endstation (referred to as a beamline) that uses various

optics and instruments to tailor the x-rays for specific techniques or fields of study such

as materials systems or biological samples. Depending on the size of the synchrotron, the

number of beamlines can range somewhere between 20-40.
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Figure 2.2: Simplified schematic of the main components of a synchrotron. An electron
gun, usually a cathode tube with RF cavities, is the source of electron bunches that
are accelerated to GeV energies in the booster synchrotron. RF cavities in the storage
ring maintain the electron bunch energies and x-rays are emitted tangential to the
circular orbit. A series of straight sections where insertion devices (usually wigglers or
undulators) focus the x-rays to experimental endstations.

An XFEL, on the other hand, relies on a linear accelerator with similar working

features as a synchrotron, but the main difference is a phenomenon known as self-amplified

spontaneous emission (SASE). A low-emittance electron source produces bunches of elec-

trons that are accelerated through a LINAC, a series of RF cavities with alternating electric

fields. Once up to speed, a bunch compressor, which is typically a series of specifically
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configured bending magnets known as a chicane, is used to further squeeze the bunch into

a higher density along the axis of propagation. To put it simply, the chicane acts more

strongly on the slower electrons at the back of the bunch more strongly than the ones at

the front. This compressed electron bunch with a current in the kA range may go through

another LINAC before entering an undulator that is typically several hundres of meters in

length compared to an undulator that is normally a few meters at a synchrotron. This

length is required for the electrons to enter a resonant condition that allows for SASE. As

shown in Fig. 2.3, the electron bunch in the beginning of the undulator emits incoherent

radiation, but as the bunch trasverses along the undulator, the electrons experience un-

equal electric and magnetic forces that create a modulated electron bunch consisting of

microbunches of electrons that are all in phase. The microbunches have a width of a few

femtoseconds and are separated by the wavelength of the emitted x-ray radiation. This

allows the intensity of coherent flux to scale quadratically with the number of electrons in

the bunch compared to a synchrotron where the intensity scales linearly with the number of

electron emitters. Furthermore, the pulse duration of from an XFEL source is on the order

of femtoseconds compared to the picosecond timescale typical of synchrotrons, opening up

the potential to study sub-picosecond dynamics in material systems.

2.2 Techniques

2.2.1 X-Ray Photon Correlation Spectroscopy (XPCS)

X-ray Photon Correlation Spectroscopy (XPCS) is a powerful coherent x-ray tech-

nique capable of probing the temporal evolution in disordered and partially ordered systems.

This is a technique that is extended from dynamic light scattering (DLS) [18], the analogous

technique in the visible regime that can be carried out with a hand-held laser pointer. The

scattered intensity in the far-field from a coherent light source off of random scatterers will
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Figure 2.3: Schematic of an x-ray free electron laser. A low-emittance electron source
generates electron bunches that are accelerated through a LINAC. A bunch compressor,
typically composed of a series of bending magnets known as chicanes, spatially compresses
the bunch into a higher density along the axis where a second accelerator introduces
the electron bunches into an undulator that is on the order of hundreds of meters in
length. The initial bunch undergoes SASE, resulting in modulated microbunches that
emit highly coherent x-rays.

produce a ’speckle’ pattern consisting of regions of bright and dim intensities. For the visible

regime, dynamic light scattering can probe dynamics of particles on the micron lengthscales

set by the wavelength of the laser. For example, shining a laser through a glass of water

with dirt particles will produce a speckle pattern, and the motion of the dirt particles will

manifest as a fluctuating speckle pattern. This is exactly how microparticles undergoing

Brownian motion was measured [19]. In the x-ray regime where the lengthscales are on the

order of nanometers, XPCS has the capability of coupling to the structural order parameter

such as a Bragg peak to detect fluctuations of the lattice structure. For example, Fig.

2.4(a) shows a simulation of what a Bragg peak of a material with homogenous mosaicity

looks like when probed with a coherent vs. incoherent source. A better visualization of the

contrast can be seen if a line cut is through the central speckle pattern is taken as shown in

Fig. 2.4(b). An additional advantage from the polarization and energy-tuning abilities of

coherent x-ray sources is the ability to couple to the electronic structure where fluctuations

of the charge, orbital, and spin order parameters are also possible.
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Figure 2.4: (a) A simulation of what a detector image of a Bragg peak may look like
with a coherent (left side) and an incoherent (right side) probe. Any dynamics of the
structural domains will cause the speckles to fluctuate with the coherent signal, but
can not be resolved with the incoheret source. (b) A line cut through the central peak
shows the degree of contrast between the coherent and incoherent sources.

Information about the dynamics of the order parameter can be extracted from

performing intensity-intensity autocorrelations between successive 2D detector images

separated by a characteristic time. Based on this method, the time resolution is limited by

the detector readout time, which is typically on the millisecond timescale with the fastest

detectors reading out on the microsecond timescale. Dynamics faster than the detector

readout time can be resolved using a modified technique known as x-ray speckle visibility

spectroscopy (XSVS) that is presented and discussed in Chapter 7 of this dissertation.

All the information is encoded in the two-time autocorrelation function known as the

two-time g2 function that is mathematically defined in Eq. 2.3. The pixel-by-pixel intensity
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correlation between every combination of the speckle pattern during the measurement

is calculated and plotted as shown in Fig. 2.5(a,b). The t1=t2 line will always be fully

correlated as that is the same speckle pattern correlated with itself, but lines orthogonal to

the t1=t2 line show how the correlation decays with increasing time delays. Fig. 2.5(a)

shows an example of equilibrium dynamics where the dynamics are homogenous throughout

the measurement, but Fig. 2.5(b) is a characteristic pattern of non-equilibrium dynamics

where there are sections of slow and fast dynamics. For non-equilibrium dynamics where

the system can suddenly unbuckle or freeze, it is important to see at which points those

occur and the frequency of these events that can be visually determined from the two-time

autocorrelation plots.

g2(Q, t1, t2) = 〈I(Q, t1)I(Q, t2)〉
〈I(Q, t1)〉〈I(Q, t2)〉 (2.3)

If a system exhibits equilibrium dynamics, the one-time autocorrelation function

can be used to quantify the type of dynamics and the characteristic decay time. In other

words, if we average all the lines orthogonal to the t1=t2 in a two-time autocorrelation plot,

we obtain the one-time g2 function. The latter part of Eq. 2.4 shows that the correlation at

a given delay time, t, is the average of the autocorrelation function between every possible

combination of detector images that are separated by that delay time. For ergodic systems,

this results in a decaying stretched exponential function that is related to the intermediate

scattering function by |F (q, t)| = exp
(−t
τ

)β
. τ is the characteristic decay time whereas

β is the stretched or compressed exponential function that describes the nature of the

dynamics: β > 1 shows a system with jammed dynamics, β < 1 shows a system with

glassy or liquid-like dynamics, and β = 1 reduces the equation to Brownian motion. Fig.

2.5(c) shows a system that exhibits two characteristic decay times that originates from

two separate fast and slow dynamics of the spin-density wave (SDW) in chromium. Fig.

2.5(d) is an example of a system that shows a transition temperature between two types of
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dynamics demonstrated by the change in β as a function of temperature.

g2(Q, t) = 1 +A|F (q, t)|2 = 〈I(Q, τ)I(Q, τ + t)〉
〈I(Q, τ)〉2τ

(2.4)

a b

c d

Figure 2.5: The dynamics of a system is fully encoded in the two-time autocorrelation
function where examples of equilibrium (a) and non-equilibrium (b) dynamics are
shown. [20]. (c) An example of a one-time autocorrelation function where the dynamics
from spin-density fluctuations in Cr exhibit two characteristic timescales [21]. (d) An
example of a system with a transition between glassy and jammed dynamics determined
by a continuous transition in the β value [22].

2.2.2 Resonant Elastic X-ray Scattering (REXS)

Resonant elastic x-ray scattering (REXS) is a unique coherent x-ray probe that

combines the structural sensitivity of x-ray diffraction (XRD) with element specificity of

x-ray absorption spectroscopy (XAS) into a single experiment [23]. The atomic form factor

described by Eq. 1.3 is more accurately expressed as Eq. 2.5 in units of ro.
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f(Q,ω) = f0(Q) +f
′
(ω) + if

′′
(ω) (2.5)

The first term is the atomic form factor due to the classical Thomson scattering while

the f ′(ω) + if
′′(ω) portion is known as the dispersion corrections that is a function of the

photon energy and incoming polarization [23]. Typically, the last two terms can be ignored,

but they become significant near absorption edges, also known as the resonant edges. This

allows us to probe the spatial modulation of the lattice and the electronic order parameter

at the valence bands. The mechanism behind the resonant scattering process is shown in

Fig. 2.6 where a photon is absorbed by a core electron and consequently induces a virtual

transition of the electron from the core level to an unoccupied state in the valence band.

The electron subsequently falls back to the core level leading to an emission of a photon

with the same energy.

This technique is particularly important in the soft x-ray regime where access to

the transition-metal L-edges and the oxygen K-edge is possible to probe the charge, spin,

and orbital orders. For example, intertwined orbital and spin density waves were recently

seen in the unconventional superconductor, MnP, using REXS with the x-ray energy tuned

to the Mn L2 and L3 edges [24]. In the hard x-ray regime, REXS can be used to probe

the electronic structure of rare earth metals from virtual transitions from core levels to

the 4f/5d valence band. For example, x-rays tuned to the Ho L3 edge was used to reveal

a spiral spin density wave of ferromagnetically aligned layers in elemental holmium [25].

In some materials, there are Bragg-forbidden reflections where distortions of the crystal

structure lead to structure factors that sum to zero, i.e. no intensity can be seen at that

Bragg condition. However, these ’forbidden’ peaks can sometimes be seen at resonant

energies, indicating the existence of some kind of electronic order depending on the energy

and polarization states. In other words, the first term in Eq. 2.5 is zero, but the last

two terms are large at a given ω. An example of a Bragg-forbidden reflection that can be
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probed with REXS due to a a charge-orbitally ordered state in magnetite is demonstrated

in Chapter 3 of this dissertation.

Absorption Intermediate

State
Emission

E
R

ER
ER

3d 

valence level

2p 

core level

Figure 2.6: X-ray scattering where the energy is tuned to absorption edges leads to
resonant elastic x-ray scattering where electronic valence states contribute to the signal.
For example, when the energy is tuned to transition metal L edges, the incoming photons
are virutally excited from the core 2p orbitals to the 3d orbital states before reemitting.
With the addition of polarization capabilites, this technique leads to enhanced diffraction
signals coming from the electronic anisotropies associated with charge, orbital and spin
orders.

2.2.3 Nanodiffraction

Standard x-ray diffraction setups that can be found in university labs, such as

a Bruker or Rigaku system, relies on copper targets to produce Cu Kα radiation (ap-

proximately 8 keV) to characterize the structure of materials. The position and intensity

of diffraction peaks reveal the average material properties, but can not resolve spatial

heterogeneities that is inherent in many materials and functional devices. For example,

a voltage-induced metal-insulator transition in VO2 can create local grains and filaments

of metallic domains in a sea of insulating domains [27] that has potential to serve as the
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Figure 2.7: A schematic of a standard hard x-ray nanoprobe setup that uses diffractive
optics to focus the beam. The Fresnel zone plate (FZP) focuses the beam that is filtered
with an order sorting aperature (OSA) before impinging the sample. With a 2D area
detector and slight divergence of known incoming wavevectors, it is possible to resolve
the local strain and rotation based on the diffraction pattern overlaid on the imprint of
the FZP. A simulatneous fluorescence detector can be used to follow element specific
features of the sample as well. This is the scanning Bragg diffraction microscopy setup
that can be found at the Hard X-ray Nanoprobe of the Center of Nanoscale Materials
(CNM) at Argonne National Laboratory (APS) [26].

resistive switching mechanism in neuromorphic computing architectures. Local structural

and electronic characterizations that can be achieved through microscopy with nanometer

resolution is therefore necessary to investigate the materials with local heterogeneities.

A scanning probe microscopy technique that uses a nanoscale x-ray beam has thus been

developed to directly investigate the local properties across a thin-film sample. This

technique can only be found at bright x-ray sources such as third-generation synchrotrons,

and due to the penetration of depth of x-rays, can probe the structure beyond the surface

properties that is a principal limitation for electron microscopy.

While coherence is not essential for nanodiffraction, the spatial coherence length
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obtained from focusing the beam spot to tens of nanometers is advantageous, especially for

materials in thin-film geometry. Since the illuminated volume is already quite small with a

nanoprobe, the scattered intensity is typically much weaker compared to other probes at

these large-scale facilities. Having all incoming wavevectors satisfying the Bragg condition

therefore optimizes the scattered signal for data collection. A standard nanoprobe setup

that relies on diffractive optics such as the one at the Center of Nanoscale Materials is

shown in Fig. 2.7 [26, 28, 29]. A Fresnel zone plate (FZP) focuses the x-rays where the

focal length is dependent on the photon energy by the relation

f = Ddrn
λ

, (2.6)

where f is the focal length, D is the outside diameter of the FZP, and drn is the width

of the outermost zones of the FZP, and λ is the photon energy. For a standard hard

x-ray experiment at 10 keV, this corresponds to a focal length of about 26 mm from the

zone plate [28]. An order sorting aperature (OSA) follows the FZP to filter out higher

diffraction orders before the nanoprobe impinges the sample. By tuning to a particular

structural peak and performing raster scans across the sample, it is possible to resolve

the strain, the degree of mosaic spread, and fraction of phases (metallic and insulating

phases near a transition temperature for example) that is distributed across the sample.

For a high quality film, the diffraction pattern is overlaid on an imprint of the FZP (as

seen in Fig. 2.7) and it is possible to resolve the strain and rotation of lattice planes

through proper analytical techniques [26]. Chapter 6 details how the rotation and strain of

LSMO nanoislands is resolved in this manner. Otherwise, the strain can be resolved using

a series of 2D maps about the Bragg peak of interest — the strain propagation across a

PZT/LSMO heterostructure is determined with this method and explained in Chapter 5.
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Chapter 3

Orbital Domain Dynamics in

Magnetite (Fe3O4) Below the Verwey

Transition

3.1 Abstract

Despite countless experimental probes into magnetite’s electronic structure across

the Verwey transition Fe3O4, the exact origin of this archetypical metal-insulator transition

remains a puzzle. Advanced x-ray diffraction techniques have mostly resolved the monoclinic

structure of the insulating phase, including interatomic bond lengths, but the complexity of

the charge-orbitally ordered state is difficult to disentangle. We combined resonant elastic

x-ray scattering and x-ray photon correlation spectroscopy to probe orbital fluctuations in

the insulating state of magnetite. By accessing the Bragg forbidden (001
2) peak at the Fe

L3 and O K edges, we reveal the dynamics of the Fe 3d and O 2p orbital domains. Our

results show that the orbital domain fluctuations in the low-temperature state is due to the

long-suspected electron hopping at the Fe t2g orbital sites of trimeron chains whereas the O
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2p orbital network is static, indicating a suppression of double exchange and superexchange

interactions.

3.2 Introduction

Macroscopic phenomena in quantum materials such as superconductivity, colossal

magnetoresistance, and metal-insulator transitions are manifestations of the correlations

between the electronic and lattice structures at the atomic scale [30, 6, 31]. Resolving

competing order parameters originating from the electron spin, charge, and orbital states

as well as mesoscale effects such as domain wall evolution is key to understanding how to

tailor these materials for electronic applications. In magnetite (Fe3O4), the mechanism

behind its metal-insulator transition, famously known as the Verwey transition, continues

to confound physicists. In the high-temperature metallic state, magnetite has a cubic

inverse spinel structure consisting of two sublattice sites. The A sites are characterized

by O2− and Fe3+ ions that are tetrahedrally coordinated while B sites are octahedrally

coordinated consisting of O2− ions and [Fe2+, Fe3+] ions in equal proportion [32, 33]. The

iron atoms of the A and B sites are also antiferromagnetically coupled through hybridization

with the oxygen 2p orbitals. When magnetite is cooled below the transition temperature

Tv ≈ 120 K, a structural phase transition occurs where the cubic structure (a=b=c=8.387

Å) distorts to monoclinic one (a=b=11.88 Å, c = 16.775 Å and β = 90.236º) and is

simultaneously accompanied by a drop in electrical conductivity by two to three orders of

magnitude [34, 35]. Verwey postulated that this insulating state arises from the freezing

of a B-site conduction electron into a charge-ordered state of alternating Fe2+ and Fe3+

on the octahedral sublattice [35]. Although experiments have since disproven Verwey’s

original theory, the presence of a significantly more complex charge and orbitally-ordered

insulating state has been shown below the transition temperature.
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3.3 Probing Orbital Order with Resonant X-Rays

In the monoclinic phase, cooperative Jahn-Teller (JT) distortions shorten interatomic

bond lengths of B-site Fe cations into linear three-site chains known as trimerons, the

quasiparticle that has been proposed as the order parameter describing the charge-orbitally

ordered insulating state [36, 37]. In particular, a trimeron consists of B-site iron atoms

that are charge ordered in Fe3+- Fe2+- Fe3+ chains where the electron occupation of the

degenerate Fe t2g orbitals give rise to the orbitally ordered structure as seen in Fig. 3.1(a).

In transition-metal oxides, Kugel and Khomskii have shown that orbital ordering arises

from either JT coupling of electrons to the lattice or hopping of transition metal electrons

into specific orbital states [38, 39, 40]. In the case of magnetite, the orbital order manifests

as a Bragg forbidden (001
2) peak that can only be accessed at Fe and O resonant energies

[41, 42, 43]. The stability of this orbital structure depends on the strength of orbital

hybridization and changes in orbital occupation on both the iron and oxygen sites that can

occur in two ways: (i) direct 3d electron hopping between iron sites referred to as direct

d-d electron hopping. (ii) indirect electron hopping between iron sites through the oxygen

atoms by superexchange and double exchange processes [36, 44].

We combined resonant elastic x-ray scattering (REXS) and x-ray photon correlation

spectroscopy (XPCS) to investigate the electron exchange interactions that give rise to

these orbital fluctuations. By accessing the (001
2) peak in scattering geometry at the Fe

L3-edge and the O K -edge, we probe the Fe 3d and O 2p orbital occupancies via excitations

from core to unoccupied valence states at the Fe 2p3/2 → 3d and O 1s → 2p transitions

[42, 43]. Specifically, the Fe L3-edge resonant signal directly probes the Fe t2g orbital

structure of octahedral sites while the O K -edge is sensitive to the O 2p states that are

hybridized to the Fe 3d orbitals present on both the octahedral and tetrahedral sites as

seen in Fig. 3.1(a) and Fig. 3.1(b), respectively [42, 43, 45, 46, 47]. Our results show that

in the low-temperature monoclinic phase, the network of oxygen 2p orbital structures is
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extremely stable while the Fe t2g orbital ordering is still thermally active due to continuous

d-d electron hopping between adjacent B-site Fe cations within trimeron chains.

Figure 3.1: (a) Fe L3-edge resonance (2p→ 3d states) probes the orbital occupancy of
the t2g electrons of the B-site Fe cations. Since the orbital order is not linked to lattice
dynamics, the signal originates from direct d-d electron hopping within corner sharing
trimeron chains. In the diagram, the extra electron in the central Fe2+ can hop directly
to neighboring Fe3+ t2g sites along the trimeron. (b) The O K -edge resonance (1s →
2p states) probes the oxygen 2p orbital states that are hybridized to both the t2g and eg

orbitals on the octahedral and tetrahedral iron sites. The lobes of the B-site Fe-eg and
O-2p orbitals are aligned forming σ bonds, and therefore are more strongly hybridized
compared to the hybridization between the A-site Fe-eg or any of the t2g orbital states
with the O-2p orbitals. The gray highlighted region shows a possible antiferromagnetic
superexchange interaction between an A and B site Fe cation.

3.4 Experimental Setup

The resonant XPCS experiment was conducted at the Coherent Soft X-ray (CSX)

beamline at the National Synchrotron Light Source II (NSLS-II). A 50 nm thick magnetite
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thin film grown epitaxially on MgO(001) by reactive sputtering in Ar/O2 environment was

used for this experiment. The magnetite film quality was characterized by x-ray diffraction,

and resistivity measurements showed a metal-insulator transition at Tv = 116 K for the

heating cycle, as seen in Fig. 3.2. A schematic of the experimental scattering geometry is

shown in Fig. 3.3 where a coherent x-ray beam is tuned to the Fe L3-edge (705.7 eV) and

O K -edge (527.2 eV) resonant energies to probe the (001
2) peak. The sample alignment

was performed at 25 K where the energy was optimized in a fixed-Q energy scan as shown

in Fig. 3.4(a,c), and the sample geometry was subsequently optimized in θ-2θ as shown in

Fig. 3.4(b,d). The (001) Bragg peak is also accessible in the monoclinic phase, but not

necessarily at resonance, meaning this peak is allowed purely based on the crystal symmetry

of the low-temperature state [13]. Therefore, we also monitored the (001) Bragg peak off

resonance at 800 eV to isolate the structural order from any charge- or orbitally-ordered

signal.

Figure 3.2: Metal-to-insulator transition for 50 nm thin films of Fe3O4 used for the
experiment at NSLS-II CSX beamline where TV = 110 K and 116 K for cooling and
heating cycles, respectively.
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A CCD detector with 30 um x 30 um pixel size located 34 cm from the sample

was used to record the measurements, and an example of the detector image for the (001
2)

peak at the O K -edge resonance is shown in Fig. 3.5(a). The degree of contrast can be

visualized from a line cut through the central speckle pattern as shown in Fig. 3.5(b). A

Gaussian function was used to fit the peak where the full width at half maximum (FWHM)

in reciprocal space, ∆Q, is used to define the correlation length λ = 1/∆Q. Superimposed in

Fig. 3.5(b) is the (001) Bragg peak at 800 eV that shows the correlation length of the lattice

structure is approximately ten times greater than the orbital correlation length, indicating

the oxygen 2p orbital domains are not defined by structural domain boundaries. The (001
2)

peak at the O K -edge resonance was measured between 25 K to 109 K and its correlation

length and integrated peak intensity as a function of temperature are shown in 3.5(c). The

corresponding correlation lengths and integrated peak intensity for the (001
2) peak at the

Fe L3-edge is shown in 3.9(b). The correlation lengths of the (001
2) peak at the O K -edge

and Fe L3-edge well below the Verwey transition temperature are approximately 13 nm

and 16 nm respectively, which is consistent with literature data [42, 48]. The integrated

peak intensity, a measure of the percentage of insulating domains in the system, follows

the same trend for the iron and oxygen resonant edges as expected since both signals are

only sensitive to the insulating monoclinic phase.

3.5 Results

The speckle pattern overlaid on the (001
2) peak is the fundamental attribute in the

XPCS technique that allows us to measure dynamics of the system. When a coherent beam

interacts with the nanoscale heterogeneities, in this case orbital domains, the interference

between the coherent beam and the nanoscale heterogeneities create the speckle pattern

seen within the (001
2) peak. Since we have a stable coherent beam, any fluctuations of the
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Figure 3.3: Experimental setup of the XPCS experiment where coherent soft x-rays
are tuned to the Fe L3-edge (705.7 eV) and the O K -edge (527.2 eV) to access the
(001

2) peak that only exists in the low-temperature monoclinic phase at resonance. The
(001) is also a forbidden Bragg peak that can be accessed in the low-temperature state,
though not necessarily at resonance. A CCD records the speckle pattern of the (001

2)
peak at the O K -edge resonance with a delay time of ∆t between each image.

orbital domains will manifest itself as spatial and temporal intensity changes in the speckle

pattern. Therefore, by correlating the intensity of successive speckle patterns, it is possible

to resolve the dynamic timescale of the system from how fast or slow the speckle pattern

decorrelates in time.

We can analyze the dynamics by calculating the g2(q, t1, t2) two-time intensity-

intensity autocorrelation function given in Eq. 3.1 where the intensity of the (001
2) peak

is correlated pixel-by-pixel with itself at different times, t1 and t2, during the entire scan.

No q-dependence was found in the dynamics, and therefore the central speckle pattern

extending out to the FWHM for both the iron and oxygen resonant edges was used to

calculate the two-time correlation function. Scans at each temperature were recorded

immediately after the sample temperature setpoint was reached, and the scans lasted 4

hours with a delay time of 1 second between successive detector images (2 seconds for the

109 K measurement). The normalized correlation plots for the Fe L3-edge and O K -edge at

85 K, 90 K, and 100 K are shown in Fig. 3.6, but the first 30-45 minutes of each scan can
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Figure 3.4: Energy and 2θ alignment scans for the the (001
2) superlattice reflection at

25 K. (a,b) The intensity of the (001
2) peak as a function of energy and 2θ, respectively,

at the O K -edge resonant conditions. (c,d) The intensity of the (001
2) peak as a function

of energy and 2θ, respectively, at the Fe L3-edge resonant conditions. Note: The average
intensity was used for the O K-edge alignment while the total integrated intensity was
used for the Fe L3 edge.

be ignored due to instability as the sample equilibrated. The two-time correlation plots for

all temperature measurements between 25 K and 109 K are shown in Fig. 3.7

g2(q, t1, t2) = 〈I(q, t1)I(q, t2)〉
〈I(q, t1)〉〈I(q, t2)〉 (3.1)

From the correlation plots, we see that the signal at the Fe L3-edge is continuously

dynamic throughout the scan while a static signal is seen at the O K -edge. After normalizing

to the average intensity of the speckle pattern, the t1 = t2 line is the fully correlated reference

value while lines orthogonal to t1 = t2 show increasing delay time between speckle patterns.

In Fig. 3.7, the region where the sample is stable is marked by the dotted black lines,

and for the O K -edge signal, the correlation value is approximately the same as the t1
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Figure 3.5: (a) A CCD detectore image of the (001
2) superlattice peak at the O

K -edge resonant energy at 27 K. (b) A line cut through the speckle pattern in (a)
that shows the degree of contrast of the signal. A Gaussian function is fitted to the
(001

2) orbitally-ordered peak, and the (001) Bragg reflection is superimposed to show
the difference in the orbital and structural correlation lengths. (c) The normalized
integrated intensity of the (001

2) peak per second at the O K -edge as a function of
temperature is plotted along with the correlation length defined by 1/∆Q, where ∆Q is
the FWHM of the Gaussian fit to the peak as seen in (b).

= t2 value at all points, indicative of a static signal. On the other hand, the correlation

value drops away from the t1 = t2 line for the Fe L3-edge, showing the speckle pattern is

changing in time.

Since the two-time correlation plots for the Fe L3-edge exhibit characteristic patterns

of equilibrium dynamics, we can also visualize the dynamics by creating ”waterfall” plots or

kymographs as seen in Fig. 3.8(a) and Fig. 3.10, which depict the evolution of the speckle

pattern as a function of time. These waterfall plots are intensity vs. time plots, and show

the measured intensity along the line cut through the central speckle pattern.From the

kymograph plot for 27 K, it is clear that the observed speckles remain stable throughout

the three-hour measurement and no evolution of the speckle pattern is observed. On the

other hand, for temperatures closer to the Verwey transition, at 70 K and 90 K, fluctuations

in the speckle pattern are observed with speckles appearing and disappearing as a function

of time.

It is also possible to further quantify the dynamic timescale from the g2(q, t) one-

time autocorrelation function defined in Eq. 3.2 where I(q, τ) and I(q, τ + t) are intensities
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Figure 3.6: Normalized two-time intensity-intensity autocorrelation functions defined
by Eq. 1 for the (a) Fe L3-edge and the (b) O K -edge at 85 K, 90 K, and 100 K. A
1s exposure time was used for each scan that lasted 4 hours. The first 30-45 minutes
of each scan is attributed to sample instability from temperature equilibration — the
approximate stable region of the scan is marked by the dotted line. The (001

2) signal at
the Fe L3-edge that is sensitive to the Fe t2g orbital structure is clearly dynamic while
the O K -edge signal that is sensitive to the O 2p orbital structure remains static.

of a given pixel separated in time by t, and the g2(q, t) is calculated from averaging all

pixels for a given ∆q range of 1.5 x 10−3Å−1 in the speckle pattern.

g2(q, t) = 〈I(q, τ)I(q, τ + t)〉τ
〈I(q, τ)〉2τ

(3.2)

This autocorrelation function calculated from the intensities is related to the intermediate

scattering function (ISF), |F (q, t)|2, as defined in Eq. 3.3 where A is the speckle constrast

directly related to the spatial and temporal coherence of the x-ray beam. For ergodic

systems, the ISF follows a stretched exponential trend defined by F (q, t) = e−(t/τ)β where

τ is the decay consant and β is the stretching exponent. The temporal evolution of the ISF

for temperatures ranging from 27 K to 102 K is shown in Fig. 3.8(b) with an ISF value of 1
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Figure 3.7: Normalized two-time intensity correlation plots for all temperature mea-
surements between 25 K and 109 K of the (001

2) peak at the O K -edge (527.7 eV)
resonance

representing a completely correlated system while 0 represents a fully decorrelated system.

g2(q, t) = 1 +A|F (q, t)|2 (3.3)

We observe a strong temperature dependence of the ISF, where the timescales

increase as the sample temperature is increased from 27 K to approximately 90 K. However,

surprisingly, as the temperature is further increased from 90 K to 102 K, a decrease in the

fluctuation decay time, τ , is observed. Fig. 3.9(a) shows the values obtained for τ and β as

a function of temperature. The error bars were calculated using the uncertainty in counting

statistics for different q-regions since there is no q-dependence. We found the value of

the stretching exponent to be greater than 1 (β fit=1.5), manifested by the compressed

shape of the ISF. A compressed exponential with β > 1 represents a collective or jamming

behavior while a value of β < 1 indicates more liquid-like fluctuations [49]. Furthermore,

the obtained fit value of 1.5 in magnetite is considered a universal signature of collective

relaxation behavior, and has been previously observed in soft matter systems i.e. gels,
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sponges etc. [49, 50], materials exhibiting charge density waves [21], and magnetic systems

[51].
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Figure 3.8: (a) Kymographs or ’waterfall’ plots at selective temperatures to demon-
strate orbital dynamics in the magnetite film. The waterfall plots are obtained by
plotting the central line cut through the speckle pattern, as shown in Fig 3.5(a) but
for the Fe L3 (001

2) peak, as a function of time throughout each scan. (b) Intermidiate
scattering function (ISF) and fits to the ISF from Eqs. (1) and (2) are plotted as a
function of time for selected temperatures.

As observed in the ISF plots, the fluctuation timescales given by τ exhibit a minimum

near T = 90 K. This nonlinear behavior can be divided into two regimes, (i) below 90

K where τ decreases as temperature increases and (ii) above 90 K, where τ increases as
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temperature increases. The first regime was fitted using the standard thermally activated

Arrhenius behavior (as shown in Fig. 3.9(a)) with an activation barrier of ∆E/kB = 32 ±

5 K. This activation energy represents the effective energy for orbital domain fluctuations,

which grow as more thermal energy is added to the system albeit still significantly below the

Verwey temperature. Similar dynamics have been previously observed in other correlated

systems such as Cr, manganites, and magnetic systems (Dy and Ho) [49, 50, 21, 51].

However, the second regime, where slowdown of fluctuation timescales approaching the

transition temperature is observed, cannot be described by the thermally-activated behavior.

The temperature dependence of the (001
2) reflection is shown in Fig. 3.9(b) and its

variation across the Fe L3-edge. Correlation lengths of the orbital domains were also plotted

as a function of temperature and are shown in 3.9(b). The correlation length was obtained

from a fitted Gaussian peak (as shown in Fig. 2(b)) of the central speckle pattern, with

the correlation length (λ) defined as 1/∆Q where ∆Q is the full width at half maximum

(FWHM) of the fitted Gaussian. The observed FWHM at 27 K is 6.4 x 10−3 Å−1 resulting

in a correlation length scale of 15.7 nm, which represents the average size of domains with

a visible impact on the speckle pattern. The estimated value of orbital ordering correlation

length is an order of magnitude lower than lattice ordering correlation length scales and is

similar to previously observed values in bulk magnetite of 11-37 nm [42, 52]. The difference

in correlation length scales from the orbital and structural ordering indicates higher levels

of disorder in orbital ordering not observed for structural ordering. Although the origin

of lower values of orbital ordering length scales is still not well understood, strain effects,

internal defects and doping have been suggested to play a key role [53, 54]. For magnetite,

it has been interpreted as a signature of disorder in orbital occupancy of t2g orbitals by

the Fe2+ electron [42, 52]. Similar values of orbital correlation length scales have been

observed in manganite systems (∼ 30 nm) where it is associated with orbital glass-like

state existing on well-ordered lattice of charge order [53, 54, 55].
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By combining the peak intensity, correlation timescales and length scales, we can

now describe the underlying process behind the insulator-to-metal transition. In the first

regime (below 90 K), as more thermal energy is injected into system, the fluctuations in

orbital order increases and therefore, a decrease in fluctuation timescale is observed. The

peak intensity stays almost constant, indicating that the system is still insulating. Once the

fluctuations achieve a critical energy (near 90 K), the system enters into a second regime

and the phase transformation begins. In the second regime (above 90 K), τ increases as

the temperature increases, and the thermally activated Arrhenius behavior breaks down.

The peak intensity decreases indicating a reduction in the amount of insulating phase.

This implies a transformation of insulating state to metallic state, which significantly

changes the boundary conditions of the remaining insulating domains consisting of an

orbitally- ordered trimeron network. This is also consistent with the observed decrease in

correlation lengths of orbitally-ordered domains from 17 nm to 6 nm with a normalized

integrated peak intensity drop of 80% to 10% near 100 K. In this phase separation regime,

the metallic/insulating interface leads to the pinning of the trimeron chains, resulting in a

slowdown of orbital fluctuation timescales.

With the results from the O K -edge, we can further conclude that while nucleating

metallic domains govern the change of characteristic dynamic timescales at the B-site Fe

t2g states, the origin of the fluctuations is due to thermally-driven, direct hopping of the

conduction electron between t2g states along trimeron chains as seen in Fig. 3.1(a). Both

the O K -edge and Fe L3 resonant signals are only sensitive to the insulating phase and can

be seen from the drop in total intensity as metallic domains begin to nucleate approaching

the metal-insulator transition temperature. If there is enough thermal energy to drive

structural fluctuations between metallic and insulating phases at each temperature, that

would manifest as a dynamic speckle pattern at both the O K -edge and Fe L3-edge. The

static signal at the O K -edge indicates an absence of structural fluctuations and therefore

39



cannot be the source of the dynamic speckle pattern seen at the Fe L3-edge.

Ruling out any structural fluctuations, the origin of the dynamic speckle pattern

at the Fe L3-edge and the static speckle pattern at the O K -edge must be electronic in

nature. The speckle pattern is a fingerprint of the orbital-specific electron occupancies, and

any changes to this configuration will result in a different speckle pattern. Considering the

hybridization between the O 2p states to all of the Fe 3d states at both the tetrahedral

and octahedral sites, we expected to see the dynamic Fe L3-edge signal sensitive to the

octahedral t2g states to partially contribute to O K -edge signal, but that is not the case.

At the oxygen sites, antiferromagnetic superexchange interactions where an electron hops

between an octahedral and tetrahedral iron site via the O 2p orbital states and double

exchange interactions where an electron hops between octahedral iron sites through the O

2p orbitals are both possible. The collective electron exchange interactions over time would

alter the O K -edge speckle pattern. Therefore, the static speckle pattern at the O K -edge

shows that superexchange and double exchange electron exchange interactions are mostly

absent or suppressed in the monoclinic phase of magnetite. Since there is no electron

hopping via the oxygen sites, the dynamic signal at the Fe L3-edge can only be attributed

to the direct hopping of the conduction electron between t2g states along trimeron chains

as seen in Fig. 3.1a.

Above 116 K, the speckles completely disappear, indicating a complete transforma-

tion to the metallic phase. This transition temperature observed at the (001
2) reflection

matches well with the conductivity data which shows the metal-to-insulator transition at

116 K. Here we note the (001
2) orbital ordering reflection is sensitive to the insulating phase

in this regime and does not reveal the nature of the emergent metallic phase.

40



Figure 3.9: (a) Characteristic orbital fluctuation timescales as a function of tempera-
ture obtained from fits to the intermediate scattering function data shown in Fig. 3.6(b).
An Arrhenius trend (red line) with an activation energy of ∆E/kB = 32 ± 5 K is fitted
in the first regime (< 90 K). Inset shows the fitted stretched exponential value, β, as a
function of temperature that describes the nature of the dynamics. (b) The integrated
intensity of the (001

2) peak and the correlation length scales of the insulating domains
is calculated from a fitted Gaussian to the central speckle pattern where the correlation
length, λ, is 1/∆Q where ∆Q is the FWHM of the fitted Gaussian peak.

3.6 Discussion

Our results are supported by well-established theory on orbital ordering in transition-

metal oxides by Khomskii and Kugel and recent studies of the trimeron network [44, 56]. The

strength of orbital hybridizations, and consequently the potential for electron interactions,

depends on the degree of orbital overlap between neighboring sites, and has been generalized

as the Goodenough-Kanamori-Anderson rules [44]. Strong ferromagnetic double exchange

interactions can occur independently through 180◦ bonds on both the A- and B-sites via the

oxygen atoms while strong antiferromagnetic superexchange interactions can occur through

the FeA(e)-O-FeB(t2g) and FeA(t2)-O-FeB(eg) channels. By measuring the charge-orbitally

ordered (001
2) peak at the O K -edge resonance, we probe the aforementioned electron

interactions that occur through the oxygen atoms. Our static signal indicates that minimal

or no electron hopping occurs at the oxygen sites in the low-temperature monoclinic phase
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Figure 3.10: Kymographs or ’waterfall’ plots at the Fe L3 edge for all temperatures
where XPCS scans were taken.

of magnetite regardless of orbital hybridization strength tied to the oxygen sites. This

nanoscale picture is also seen in other systems such as cubic vanadates where quantum

effects among eg orbitals are mainly suppressed by JT distortions [57]. Another possible

electron hopping mechanism can occur directly between the 3d sites of neighboring iron

cations if there is strong orbital overlap, and this is the case for B-site t2g orbitals where

the lobes are directed towards each other as seen in Fig. 1a. In the case of magnetite,

the interatomic distance of Fe cations are shortened within trimeron chains, creating even

stronger orbital overlap that allows for direct d-d electron hopping [36]. The dynamic
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signal seen at the Fe L3-edge in our measurements that is sensitive to only the t2g sites of

the B-site Fe cations is experimental confirmation of the direct d-d electron hopping.

3.7 Conclusion

In summary, we have shown an experimental approach that uses x-ray photon

correlation spectroscopy at resonant elastic geometry to directly probe the strength of

orbital hybridizations and its effects on electron exchange interactions in magnetite by

exploiting a Bragg-forbidden, orbitally ordered peak. Our results have shown that contrary

to Verwey’s hypothesis that the conduction electron freezes in the insulating state, there is

still sufficient thermal energy in the system to drive these electrons to hop along trimeron

chains. The absence of electron exchange interactions at the O-2p orbitals and the Fe-3d

orbitals outside of the trimeron chains further suggest that only the Fe cations within

trimeron chains play a role in the Verwey transition. Finally, magnetite belongs to a class

of transition-metal oxides where the interaction of the transition-metal 3d electrons with

the field of O2− ligands is responsible for many fascinating nanoscale effects that give rise

to various classes of electronically ordered materials [38, 47, 56, 55]. With new generation

coherent x-ray synchrotron sources, we can employ the same experimental technique to

reveal unseen dynamical trends in other materials with strong electron correlations such as

nickelates and cuprates.
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Chapter 4

Measuring Electron-Phonon

Coupling Timescales in Chromium

by Photoexcitation

4.1 Introduction

Charge density wave (CDW) order is an important component of many quantum

material phase diagrams as it often acts as a competing or cooperative order to magnetic

and superconducting states [58, 59, 60]. The role of electron-electron and electron-phonon

interactions involved in these mixed phase states or near CDW order-disorder transitions

play a vital role in the emergent behavior of these systems. However, investigation into the

role of the CDW with x-rays is often difficult to perform. To couple to the CDW often

requires resonant x-rays that produce either weak signals [58] or an enhanced signal of a

lattice peak where the CDW is convolved with the lattice. Furthermore, many of these

superconducting and magnetic material systems are stoichiometrically complex with various

doping levels that renders pinpointing the electronic effects to specific sites difficult. Here,
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we perform an x-ray pump-probe experiment on elemental chromium, a stoichiometrically

simple system, to investigate the electron-phonon coupling timescales from the CDW.

Chromium is an itinerant aniferromagnet with an incommensurate CDW and spin-

density wave (SDW) first detected by neutron scattering in 1959 [61, 62]. Recent x-ray

experiments on thin film chromium samples have revealed a CDW pinned at the interfaces

with a phase transition around T = 220 K [63, 64, 65, 66]. In both bulk and thin films, the

CDW appears as satellites about the (002) Bragg peak in reciprocal space. In bulk Cr, the

position and intensity of the satellite peaks reveal the amplitude and period of the CDW,

but the phase is lost [67]. In thin films however, the finite thickness of the film gives rise to

Laue oscillations or fringes where the CDW satellite peak interferes with the Laue fringes

on either side of the (002) Bragg peak at (0, 0, 2 ±δ) [63]. This interference allows us to

determine the phase, revealing a CDW with pinned antinodes at the interfaces and 7.5

periods for a 28 nm thin film sample [63]. By following the evolution of δ or change in the

CDW position relative to the Laue fringes, a transition region of 220-240 K was revealed

between a CDW with 7.5 periods above the transition temperature and 8.5 periods below

the transition temperature [64]. In the transition region, there is a coexistence of phases

between the two quantized CDW periods. Previously, an x-ray pump probe experiment at

115 K showed that an ultrafast photoexcitation enhances the CDW amplitude above its

equilibrium value and was attributed to electron-phonon interactions [65]. Here, we extend

the same experiment to encompass a range of temperatures above and below the transition

region to extract electron-phonon coupling times.

4.2 Experimental Setup

A 28 nm thin film of chromium was synthesized on MgO(001) by DC magnetron

sputtering at a temperature of 500◦ C and annealed for one hour at 800◦ C. The Néel
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Figure 4.1: The sample is aligned to the (002) Bragg peak where the high quality,
finite film thickness gives rise to the Laue fringes shown in the schematic. The CDW
order exists on the 7th and 8th fringes of the (002) peak, and the sample and detector
are further optimized so that the detector slices through both of the fringes. An optical
laser with 40 fs pulses is used to excite the system while an XFEL pulse with a varied
delay of τ subsequently probes the system.

temperature of the film was determined to be 290 K and x-ray diffraction showed good

crystal quality that is further demonstrated by the signal measured at the x-ray free electron

experiment. The x-ray pump-probe experiment was conducted at the XPP beamline of

the Linac Coherent Light Source (LCLS) at the Stanford Linear Accelerator Center. A

schematic of the experimental setup is shown in Fig. 4.1 where the sample and CCD

detector were aligned to the CDW-enhanced 7th and 8th fringes of the (002) Bragg peak,

around q = 4.2 Å−1. An optical laser with 40 fs pulses was used where three fluences

designated as high (4 mJ/cm2), medium (2 mJ/cm2), and low (1 mJ/cm2) were set by
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controlling the angle of the wave plate. Diffraction patterns were collected for a series of

time delays, τ, between the optical laser pulse and the x-ray pulse spanning a range of 0-12

ps, with a resolution of 50 fs step sizes. These measurements were conducted between 110

K - 300 K in increments of 20 K steps, except for the 190 - 260 K range where 10 K step

sizes were used to cover the transition region.

4.3 Results

The CCD detector images were reduced by averaging the intensity along the qz

axis and plotted as a function of time delay as shown in the top row of Fig. 4.2 for select

temperatures. The evolution of the CDW is evident from the 7th to 8th fringe, and by

integrating the intensity of those two fringes for each time delay, we can follow the transient

amplitude as seen in the bottom row of Fig. 4.2. The intensity is normalized to the

static amplitude of the fringe coming from the interference of the Laue oscillation and the

CDW. The transient CDW intensity can then be modeled by equation 4.1 where AF is

the final CDW amplitude (or the amplitude of the static CDW), B is the amplitude of

the modulated sinusoidal decay, tp is the period of oscillation, td is the daming time of

the oscillation, t0 is the offset, tep is the decay time for the shift of the quasi equilibrium

towards AF , and C = AF - A1 as depicted in the schematic of Fig. 4(d) of [65]. The fits

are shown in Figs. 4.4 and 4.5 where fits to both fringes were made only in the 220-230 K

region; otherwise, the signal-to-noise ratio of the CDW was too low to obtain accurate fits.

Finally, the temperature and fluence dependence of the time-dependent evolution of the

photoexcited CDW is shown in Fig. 4.3.

A(τ) = AF +B · cos
(

2 ·π · τ − τ0
tp

)
· exp

(
− τ − τ0

td

)
−C · exp

(
− τ − τ0

tep

)
(4.1)
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Figure 4.2: (Top Row) Integrated intensity along the qz axis about the 7th and 8th

fringes where the CDW is as a function of time delay. Near the transition temperature
of 220 K, the photoenhanced CDW is present on both fringes. (Bottom Row) Fits to
the oscillating CDW intensity for both fringes using Eq. 4.1

Figure 4.3: The time-resolved temperature dependence of the photoinduced enhanced
CDW for high (4 mJ/cm2), medium (2 mJ/cm2), and low (1 mJ/cm2) fluences.

The electron-phonon coupling times as a function of temperature and fluence

are shown in Fig. 4.4(a). At low temperatures, the electron-phonon time constant is

approximately 0.2 ps and remains relatively constant up to the transition region, except
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for the high fluence. Above the transition where the system is mostly in the 7.5 period

CDW phase, there is a significant increase in tep and we see a fluence dependence. This

indicates the shift in the quasi equilibrium position of the CDW persists longer for a CDW

with a smaller periodicity. The Néel temperature at 290 K potentially plays in role in

the fluence dependence of the electron-phonon coupling time where the photoexcitation

at higher temperatures puts the system above the Néel transition for a longer times. The

damping time shown in Fig. 4.5 is approximately 3 ps for all fluences in the low temperature

state, and is in agreement with previous measurements where the long time scale points

to phonon-phonon interactions as the principal decay mechanism. The damping time

decreases to about 2 -2.5 ps at higher temperatures as expected where the periodicity of

the CDW is lowered. The remaining fits are presented in Fig. 4.5 where the 110 K fits

match well with the 115 K fits from a previous experiment [65].
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Figure 4.4: Extracting the electron-phonon coupling time (a) and the damping time
(b) from fits to the transient CDW amplitude. There is a clear increase in the electron-
phonon coupling times at all fluences with increasing temperature whereas a decrease in
the damping time with temperature is seen for all fluences.
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Chapter 5

Nanoscale Imaging of

Electrically-Tuned Strain Fields in a

Ferroelectric/Ferromagnetic

Heterostructure

5.1 Abstract

Recent advances in the control of magnetism at the nanoscale now provide unique

opportunities in developing energy efficient spintronic-based memory and logic devices

due to emergent behaviors such as magnetic ordering and magnetic phase separation

[12, 13, 68]. Traditionally, manipulating the magnetic properties of complex materials

can be achieved by varying the temperature or composition (doping), but alternative

methods like strain-induced modification of magnetic domains has been less explored.

Nanostructures can accommodate larger values of strain (up to 10% in some cases), and can

be applied using various epitaxial growth methods and dynamically altered by an external
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stimulus. Therefore, lattice strain can be used as a tuning parameter to modify magnetic

properties on the nanoscale or even introduce novel magnetic phases (such as skyrmions)

that can be applied in advanced functional materials. To understand the response from

multiferroric materials that uses an intermediary strain field as a coupling mechanism,

x-ray nanodiffraction was used to spatially resolve the coupled strain field between PZT

and LSMO, a ferroelectric/ferromagnetic heterostructure, that results from an applied

electric field in the ferroelectric PZT layer.

5.2 Introduction

Engineering composite device structures in which the ferromagnetic-ferroelectric

interfaces are coupled via a magnetostrictive and piezoelectric strain is an active area

of research seeking to create new functionalies in materials systems [69]. Theoretical

and experimental evidence have confirmed the sensitivity of the magnetic state to strain

fields as small as 10−4 [70]. Therefore, the magnetization response is expected to be

highly anisotropic and consequently, spatially dependent. A previous study using a Kerr

microscope has already shown dynamic domain wall motion in the ferromagnetic stack

(magnetic spin-valve) from a piezoelectric signal, but no strain information was obtained [17].

In this study, PZT thin films are used as the piezoelectric material where the application of

an electric field displaces negative and positive charge carrier centers, leading to an electric

polarization and lattice distortions. This PZT layer is epitaxially coupled to the LSMO

layer that acts as the ideal ferromagnetic layer due to its magnetostriction and colossal

magnetoresistance (CMR) properties.

By driving the piezoelectric response using an externally applied electric field, we

hope to modify or induce the magnetic behavior in the ferromagnetic LSMO film via the

epitaxial lattice coupling (strain at the interface) as the primary mechanism. As seen in
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Fig. 5.1(a), the difference in the magnetic hysteresis loop for LSMO grown directly on

STO compared to LSMO grown on PZT is evidence of possible defects or strain due to the

interface that modifies the magnetic anisotropy in the system. In many composite devices

where PZT is used, an out-of-plane electric field across the PZT film thickness is applied

to drive the polarization state, which means PZT is clamped on either side by electrodes

[refs]. Freestanding PZT structures has only recently been fabricated and are shown to

have structural and electronic properties that are different than clamped PZT [71, 72].

Intuitively, the absence of a substrate or electrode on the surface can potentially allow for

more dynamic strain and polarization states. Here, we aim to apply an in-plane strain to a

freestanding PZT structure with a thin bar of LSMO grown epitaxially on PZT.
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Figure 5.1: (a) The magnetic hysteresis loop of LSMO when grown directly on STO
compared to LSMO grown on the PZT. The modified hysteresis loop is evidence of
defects or strain in the system. (b) The x-ray diffraction profile of the device structure
about the (002) peak.

The characterization of the nanoscale distribution of strain was performed with high

resolution x-ray nanodiffraction while the resulting magnetic properties of the film were

measured using x-ray photoemission microscopy (X-PEEM) in order to understand how

the applied electric field affects magnetic properties such as magnetic domain formation,

magnetic anisotropy, and magnetic domain wall motion. This is a multifaceted project that
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seeks to answer questions in both fundamental condensed matter physics and materials

science. Both PZT and LSMO belong to a class of strongly correlated electron materials,

and through this study, we aim to elucidate the correlation between the charge and

lattice degrees of freedom in PZT and the magnetoelastic coupling in LSMO. Furthermore,

determining the strain propagation between the two layers allows us to engineer dynamically

functional materials from epitaxial growth methods that can be additionally enhanced and

actively controlled via an electrically driven in-situ strain field.

5.3 Ferroelectric and Ferromagnetic Layers

Altering the doping levels of Pb(Zrx:Ti1−x)O3 has been a standard method to

control functional properties as it has been shown that the permittivity, piezoelectric

coefficients, and aging rates are highly dependent on doping ratios [73]. In x = 0.7, PZT

exhibits less mosaic spread with larger domains whereas x=0.52 is characterized by smaller

domains with a larger relative permittivity that allows for ease of domain reorientation in

the presence of an electric field. Therefore, we used the x=0.52 doping level in order to

maximize the potential for strain propagation across the interface. LSMO has been shown

to exhibit strain-tunable magnetic anisotropy by various epitaxial growth methods [74, 75],

and is thus a suitable ferromagnetic layer to investigate electrically-tuned magnetic domain

formation via strain at the interface.

The device structure is shown in Fig. 5.2 where a 100 nm thick film of PZT with

lateral dimensions of 5 x 30 µm is grown on an STO subtrate by pulsed laser deposition

(PLD). A 40 nm layer of LSMO is subsequently deposited and etched away into a bar with

1 x 30 µm lateral dimensions. Larger Au electrodes are deposited along the length of the

PZT film where an in-plane electric field will be applied while smaller Au electrodes are

connected at the ends of the LSMO bar to monitor the capacitance.
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5.4 Experiment

The nanodiffraction experiment was carried out at the Hard X-ray Nanoprobe at the

Center of Nanoscale Materials of Argonne National Laboratories, where the experimental

setup using diffractive optics is shown in Fig. 2.7. The 25 µm beam spot size was achieved

by adjusting the focal length of the Fresnel zone plate (FZP) with the aid of a fluorescence

detector. The Au fluorescence signal was recorded as a function of step size across the

edges of the Au electrodes where the optimized focal length corresponded to the sharpest

dropoff in intensity. The PZT and LSMO (002) Bragg peaks were separately optimized with

rocking curves and θ-2θ scans at an x-ray energy of 10 keV. Following each optimization

of the Bragg peak, 2D maps from raster scans across the device covering a lateral area of

1.2 x 2.6 µm for LSMO and 2 x 4 µm for PZT at the center of the device were performed.

A schematic of the raster scan measurements of the nanodiffraction experiment and the

recorded diffraction pattern is shown in Fig. 5.2(a). To obtain an accurate value of the

strain, the maps were performed at the optimized Bragg peak angle and ± 0.15◦. Due to

the spread of incoming wavevectors from the diffractive optics, the center-of-mass of the

peak contains both strain and lattice rotation contributions, but the sum of these three

maps averages out the lattice rotation to give purely the lattice constant. These 2D maps

were measured at the voltages of [0 V, 5 V, 10 V, 15 V, 20 V] for both the LSMO and PZT

(002) structural peaks with additional [0 V, -5 V, -10 V, -15 V, -20 V] measurements for

the PZT (002) peak to track hysteretic behavior. The PZT (013) structural peak was also

mapped for the [0 V, -5 V, -10 V, -15 V, -20 V] voltages, but the signal from the LSMO

(013) peak was too weak to track.

Due to the scanning nature of the x-ray microscopy technique, the limitation of

scanning times allowed for just a portion of the 30 µm long device. The central region of

each device was aligned at the beginning of each 2D map by performing orthogonal line

scans across the device. The Au fluorescence signal indicated the edges of the PZT device
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in both width and length. Both the Mn and Au fluorescent signals were also used in the

analysis to correct for smaller misalignments between maps. For example, Fig. 5.3(b,d)

show how the projected Au and Mn fluorescence intensity across the width of the device

look.

a

b
c

(a) (b) (002)

(013)

Pb2+ O2- Ti2+ Zr2+,

Figure 5.2: (a)The device consists of a 40 nm bar of LSMO that is 1 µm in width
grown epitaxially on a 100 nm film of PZT. A 25 nm x-ray beam is used to raster scan
across the PZT/LSMO device while a CCD detector records the diffraction pattern
at each point, specifically following the (002) structural peak of LSMO and PZT as
well as the (013) structural peak of PZT. Nanodiffraction maps of the device were
performed with an in-situ, in-plane electric field between 0-20 V. (b) The lattice planes
corresponding to the diffraction peaks of PZT probed.

5.5 Results

Pb(Zr0.52:Ti0.48)O3 is a perovskite ferroelectric with a tetragonal crystal structure

(approximately a=b=4.05 Åand c = 4.15 Å depending on various growth conditions) with

a polarization vector directed along the c-axis. Due to the high relative permittivity that
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Mn Fluorescence

Au Fluorescence

(a) (b)

(c) (d)

Figure 5.3: (a,c) A fluorescence detector is simulatenously used to monitor the
fluorescence signal coming from Au and Mn. These are used to locate the device,
monitor drifts, and correlate regions when comparing different voltage scans. (b) The
Mn fluorescence and diffraction peak intensity during a line scan across the device. (c)
The projected Au fluorescence signal for various scans can be used to more accurately
align and compare regions on the device.

allows for 90◦ domain reorientation, it is possible to have a mixed phases of the two domain

orientations. For example, powder samples of PZT using a standard Rigaku system showed

both the (002) and (200) diffraction peaks, and by following the changes in relative intensity

of both peaks as a function of applied electric field, the fraction of 90◦ domain reorientations

was determined [76]. The XRD of the PZT (002) film in our device structure, shown in Fig.

5.1(b) shows a single peak corresponding to the c-axis, meaning there is only one domain

reorientation with the polarization vector directed out-of-plane.

The 2D maps of the lattice spacing as a function of voltage are shown in Fig. 5.4.

From the (002) diffraction signal, we can directly calculate the LSMO and PZT c-axis

lattice constant while the d-spacing of the (013) lattice planes are shown. Evidently, the

high spatial resolution of the probe reveals the spatial heterogeneities in the individual
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layers, but as expected, the average lattice constants of PZT and LSMO without an applied

electric field correspond to approximately 4.1 Å and 3.85 Å, respectively. Fig 5.5(a,b,c)

show the average lattice spacings across the width of the device. The shaded gray and beige

regions mark the location of the LSMO bar and the Au electrodes, respectively, determined

by the point of half maximum of the Mn and Au fluorescence signals. The strain across

the bar shown in Fig. 5.5(d,e,f) are calculated by using the 0 V signal as the reference. We

note the lattice spacing of LSMO shows an asymmetry across the bar, and the resulting

voltage-induced negative strain also shows an asymmetric contraction, though to a lesser

extent. The PZT (002) and (013) signals both show an asymmetry where there is a large

positive strain near the driving electrode. However, at both the driving and grounded

electrodes, the PZT strain is partially suppressed under the Au electrodes as evidenced by

the abrupt change in strain state at the electrode edges.

The 2D maps of the integrated intensity of the diffraction peaks at each point are

shown in Fig. 5.6. The features of the nanoscale heterogeneities can be seen in the intensity

maps, which are also used to correlate the scan regions at each voltage. For example, the

features from the intensity maps of LSMO show that roughly the same region was scanned

before each voltage scan, though there are still minor drifts. In all cases, there is an increase

in the diffraction peak intensity, to varying degrees, as a function of increasing voltage.

The average PZT (002) and (013) Bragg peak intensities across the device depicted in Fig.

5.7 show the region of increased intensity is near the driving electrode. The (002) peak

only shows a maximum increase of intensity by about 12% for the highest voltage while the

(013) peak shows a 50% increase in intensity for the highest voltage. Finally, the lattice

tilt orthogonal to the incident beam can be calculated by following the center-of-mass of

the diffraction peak orthogonal to the 2θ direction on the CCD detector. These lattice

tilt maps shown in Fig. 5.8 reveal the degree of mosaicity in these regions as well as slight

lattice rotations due to the applied electric field. The lattice tilt of the (002) planes of
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Figure 5.4: The c-axis lattice constant of both LSMO and PZT are calculated from
the (002) diffraction peak signal while the spacing of the (013) lattice planes are shown
for various applied voltages.

LSMO and PZT remain relatively static at all voltages, but the PZT (013) lattice planes

appear to be more susceptible to the electric field as reflected by variations of lattice tilt in

selective regions.

To demonstrate the large strain in PZT near the driving Au electrode was not due

to imperfect sample growth (potentially poor contact of one of the electrodes), the direction

of the electric field was reversed (denoted by the negative voltages). As seen in Fig. 5.9(a),

the mirror reflection of the general asymmetric trend in the strain is seen when the direction

of the applied electric field is reversed. The smallest strain is located right below the LSMO,
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Figure 5.5: (a,b,c) By averaging the 2D maps of the lattice spacing along the length
of the bar, the average lattice constant across the width of the bar of the LSMO and
PZT c-axis as well as the lattice spacing of the PZT (013) lattice planes are calculated.
(d,e,f) The average strain across the bar is calculated by using the 0 V scan as the
reference.

though to conclusively determine whether LSMO is actively suppressing the strain state

in that region requires the same nanodiffraction experiment without the LSMO bar. The

average c-axis lattice constant of PZT for all voltages are also calculated for three different
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Figure 5.6: The integrated diffraction peak intensity of both LSMO and PZT are
shown for various applied voltages.

regions: directly below the Au (the beige regions in Fig. 5.9(a)), directly below the LSMO

(the gray region in Fig. 5.9(a)), and just PZT (the white regions in Fig.5.9(a)). In the

clamped PZT geometry, the resulting strain from an applied voltage in PZT reveals the

typical butterfly hysteresis loop, but the direction of electric field and strain are parallel.

Here, Fig. 5.9(b) shows that under the LSMO region, the strain orthogonal to the electric

field direction also follows a similiar butterfly hysteresis loop.
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(a) (b)

Figure 5.7: (a) The average integrated intensity of the PZT (002) Bragg peak across
the device for positive and negative applied voltages. The Bragg peak has a slightly
higher intensity near the driving electrode. (b) The average integrated intensity of the
PZT (013) Bragg peak across the bar. In the region near the driving electrode, the
intensity increases by as much as 50%.

1
d2 = h2 +k2

a2 + l2

c2
(5.1)

Finally, the b-axis lattice constant corresponding to the direction along the length

of the device can also be calculated from the (002) and (013) lattice spacing. The relation

between the d-spacing for lattice planes and the tetragonal lattice constants is given in Eq.

5.1. From the (002) diffraction maps, the c-axis lattice constant was extracted whereas the

d-spacing corresponding to the (h,k,l) = (013) lattice planes was directly measured from

the (013) diffraction maps. Since there is a large difference in the incident angle for the

(002) and (013) diffraction peaks, the area of the central region mapped is twice as large for

the (002) peak. Furthermore, there is no feature between the two sets of maps (d-spacing,

intensity, lattice tilt) that would allow us to accurately correlate the regions. Therefore,

the b-axis lattice constant was calculated point by point from the average signals across

the width of the device. Fig. 5.10(a) shows the calculated b-axis lattice constant and Fig.

5.10(b) shows the corresponding strain. The b-axis lattice constant at 0 V is approximately
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Figure 5.8: The lattice tilt of respective lattice planes in LSMO and PZT are shown
for various applied voltages.

4.05 Å, which is in line with the expected values for the tetrahedral phase of PZT [77].

When a voltage is applied, the in-plane lattice constant remains relatively unchanged up

to 10 V, but at the highest applied voltage of 20 V, an almost 2% strain is seen near the

region below the LSMO.

5.6 Discussion and Conclusion

The results of the x-ray nanodiffraction experiment reveal the spatially-resolved,

electrically-induced strain in both the PZT and LSMO layers. As demonstrated in the
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(a) (b)

Figure 5.9: (a) The strain of the PZT (002) lattice planes for both polarizations of the
applied in-plane electric field. Increasing opacity correspond to higher absolute values
of the voltage. (b) The average c-axis lattice constant of PZT corresponding to the
regions below Au, below LSMO, and just PZT are shown for all voltages.

(a) (b)

Figure 5.10: (a) The b-axis of PZT calculated from the c-axis lattice constant and
the (013) d-spacing. (b) The in-plane strain of PZT along the length of the device is
calculated by using the b-axis lattice constant at 0 V as reference. (c) The average
integrated PZT (013) peak intensity across the bar. (d) The average integrated PZT
(002) peak intensity across the bar.

2D maps, the system exhibits rich and surprising nanoscale features previously not seen

in PZT, most notably the 2% strain along in the b-axis of the device, orthogonal to the

applied electric field direction. The typically clamped PZT geometry where electrodes

are placed on either side of the larger surface area shows strain on the order of 10−3 [78]
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where the applied electric field drives the increase in polarization and strain along the

same direction. In our device, the b and c axes are both orthogonal to the direction of the

applied electric field. Based on the positive strain along the c-axis, the applied in-plane

voltage does not appear to induce a 90◦ reorientation of the domains, but counterintuitively

suggests an increase in the magnitude of the out-of-plane polarization. Even the region

where PZT strains the least, under the LSMO, there is a small positive strain. This positive

out-of-plane strain in PZT corresponding to a negative out-of-plane strain in LSMO also

goes against the expected strain propagation across an interface. However, other possible

interfacial effects such as the role of the in-plane strain, octahedral rotations and breathing

modes may be the dominating mechanisms.

To determine the role of other possible mechanisms at play, we modeled the x-ray

diffraction intensities for the (002) and the (013) peak. Introducing a breathing mode by

varying the Ti-O bond length by as much as 5% leads to an increase in the (013) peak

intensity and a decrease in the (002) peak intensity, but both by less than 0.5%. While

this does not rule out the possibility of breathing modes in the system, breathing modes

do not contribute to the large changes in the peak intensities. A displacement of the Pb

(A-cation) along the (001) direction by 4% (shift of 0.16 Å) resulted in a 37% decrease

in the (013) peak intensity but only a 13% decrease in the (002) peak intensity. These

simulations suggest the largest contribution to the changes in peak intensity comes from the

displacement of the Pb atom where the initial 0 V state consists of the displaced Pb atom

while the applied voltage drives the Pb atom back into its tetragonal lattice position. The

displacement mechanism alone would result in a slightly smaller increased (013) intensity

than observed in our experiment, but the difference can be accounted for by taking the

octahedral rotations into account. It is already well known that octahedral rotations of the

oxygen anions exist in PZT and in many complex oxides of perovskite structure [79]. Based

on our model, correcting for an upper limit of a 10 degree octahedral rotation (a−b−c− in
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Glazer notation) leads to a 5% increase int he (013) peak intensity while maintaining a

constant (002) peak intensity. Therefore, the observed variations in the peak intensities,

particularly near the driving electrode, suggests the voltage corrects for the distortions

originating from the octahedral rotation and Pb displacements in PZT.

Finally, the 2% increase of the in-plane strain is unheard of in PZT, and is considered

extreme in many other material systems as well. Since the PZT is epitaxially coupled to

the STO substrate, the PZT layer closer to the STO is likely less strained than near the

surface, but this suggests the PZT near the surface would portrude on the ends by as much

as 300 nm. The time limitation of the experiment from the scanning probe microscopy

technique however also limits the scan region to the central 2 µm of the 30 µm device

structure. It is very possible there are domains along the device on the micron lengthscale

consisting of large positive and negative in-plane strain. The more probable explanation is

the possibility of an electrically-induced structural phase transition from a tetragonal to

either a rhombohedral or monoclinic lattice structure. The x=0.52 composition is right at

the morphotropic phase boundary (MPB) between tetragonal and rhombohedral phases

[80], and the b-axis lattice constant near the driving electrode is appoximately the same as

the c-axis lattice constant. There is also evidence to suggest that a monoclinic phase exists

at this boundary as well where an application of an electric field increases the monoclinic

phase fraction [81, 82]. However, without measuring the PZT a-axis strain, it is not possible

to differentiate between the two structures.

In summary, the x-ray nanodiffraction experiment revealed electrically-induced

strain, cation displacements and octahedral rotations that were more strongly affected near

the driving electrode. The localized effects and hysteretic behavior opens the possibility to

tune the material property of freestanding PZT device structures for applications.
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Chapter 6

Nanoscale Resolution of Strain Fields

in Highly Spin Polarized LSMO

Nanoislands

6.1 Introduction

Nanomaterials can sustain higher strain rates than their bulk counterparts, and this

strain rate is dependent upon the growth methods applied in the fabrication process. For

the case of magnetic nanomaterials, a typical synthesis process of well-ordered magnetic

nanostructures resorted to selective etching or electroplating of the film [83, 84]. However,

these methods lacked long-range order and control of the position of magnetic nanostructures

[74]. A new fabrication method that makes use of ion implantation renders etching

unnecessary as the ions cause a structural distortion that changes the magnetic properties of

the film [74]. This ion implantation method has been applied specifically to La0.7Sr0.3MnO3

(LSMO), which is a soft ferromagnetic metal with highly tunable properties that can be

exploited to control spin textures and magnetic behavior in patterned structures. The
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ability to manipulate the topological spin textures has recently become the standard for

developing spin-based memory devices, which makes LSMO an attractive material for

investigation [85, 86, 87]. Furthermore, doped rare-earth manganites have been shown

to have a high degree of spin-polarization and exhibit colossal magnetoresistance (CMR),

making them attractive for applications in general memory and sensory applications [88].

In addition, with a variety of ground states due to competing degrees of freedom and the

interplay between charge, spin, orbital and lattice order, these materials are an active

ground to study fundamentals of correlated systems.

This novel structuring technique that uses Ar+ implantation to control local magnetic

ordering has been employed to fabricate highly spin polarized LSMO nanoislands on STO

[75, 74, 89]. Using the PEEM-3 microscope at the Advanced Light Source, the x-ray

magnetic circular dichroism shows that the ion-implanted regions have no AFM domain

contrast, which means Ar+ can be used to locally suppress magnetic ordering. The distortion

in the lattice structure due to the ion implantation also induces an epitaxial strain state

along the vertical interfaces of the LSMO nanoislands and the matrix that competes with

the strain imposed by the SrTiO3 (STO) substrate. The flux-closure domains that form

within these nanoislands suggest the shape anisotropy dominates over the substrate-induced

strain, but to unequivocally understand the origin of the domain patterns is dependent on

understanding the competing effects of magnetization history, film thickness, and lattice

structure. Here we use x-ray nanodiffraction to spatially resolve the strain field to find

correlations to the magnetic domain patterns and aid future defect engineering in memory

and sensory devices [88, 75].
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(a)

(b)

Figure 6.1: (a) Schematic of the X-PEEM experiment where x-rays tuned to the Mn
L2 and L3 edges with right circular and left circular polarizations lead to photoemitted
electrons [89]. (b) By taking the difference of the right and left circular polarized signals,
the spatially resolved magnetic domain contrast can be seen. Here, the contrast along
with the magnetic polarization vectors for the square nanoisland is shown [74].

6.2 Experimental Setup

The samples were fabricated by the Takamura group at the University of California

Davis. LSMO films were grown on (001) and (110) STO substrates by pulsed laser deposition

with a KrF laser. Subsequently, a double layer mask of 20 nm polymethyl methacrylate

(PMMA) and 400 nm of hydrogen silsequioxane (HSQ) was spin coated and patterned using

electron beam lithography. The mask pattern consists of square, diamond, and circular

islands distributed at various densities on the substrate. Finally, the nonmasked areas

were subjected to Ar+ ion implanation [74]. The magnetic domain pattern of the square

nanoislands from the X-ray photoemission electron microscopy (X-PEEM) experiment is

shown in Fig. 6.1 where flux-closure domains determined by the shape anisotropy is clearly

seen.

The subsequent nanodiffraction experiment carried out by the dissertation author
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is aimed at spatially resolving the strain field of the square nanoislands, specifically the

ones with a lateral dimension of 2 µm and a thickness of 40 nm, as depicted in Fig. 6.1(b).

The experiment was carried out at the Hard X-ray Nanoprobe beamline at the Center

of Nanoscale Materials of Argonne National Laboratory where a diffractive nanoprobe

setup, schematically shown in Fig. 2.7, is used. With this type of setup, the Fresnel zone

plate (FZP) focuses the beam to a spot size of approximately 25 nm at the sample with

a set of incoming wavevectors that span about 0.3◦ in the incident angle. The resulting

diffraction pattern seen at the detector with the FZP imprint is a unique signal containing

information about the strain and lattice rotations coming from the sample. Fig. 6.2(a)

shows an example of how strain and tilted lattice planes result in two unique diffraction

patterns compared to the unstrained case, and it is possible to disentangle the independent

signals with proper analysis that is detailed in the subsequent section.

Unlike X-PEEM that is a single-shot full-field microscopy technique, x-ray nanod-

iffraction relies on raster scanning an x-ray beam across the sample while recording the

diffraction pattern at each point. The sample was located 1 m from a 516 x 516 pixel CCD

detector with 55 µm pixel resolution. The LSMO (002) peak was aligned in symmetric

scattering geometry with an incident angle of 18.7◦. The focal length of the FZP distance

from the sample was optimized by scanning the beam across the edge of a nanoisland while

monitoring how sharp the integrated (002) diffraction peak falls as a function of scan steps

to acquire a beam spot size of 25 µm. Given these parameters, a strain down to 10−4

is possible to detect. A schematic of the scattering geometry and location of the CCD

detector is shown in Fig. 6.3 where two different coordinate systems are used to describe

the detector and sample location. Raster scans covering the extent of the 2 µm LSMO

nanoisland was performed at 293 K, at 293 K with an out-of-plane magnetic field of 0.3 T,

and at 175 K with an out-of-plane magnetic field of 0.3 T.
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(a)

(b)

Figure 6.2: (a) The Fresnel zone plate focuses the beam at the sample and the
scattered signal is recorded on a CCD detector. Since the diffractive optics consists of a
range of wavevectors, the signal on the detector contains information about the lattice
spacing as well as any lattice rotation (degree of tilt from moasic blocks). A simulated
signal of completely unstained, a 1% strain, and a 1% rotation of the CCD detector
is shown on the right [26]. (b) Another example of how a strained lattice and tilted
lattice planes show up in the diffraction pattern [90].

6.3 Analytical Method

In the experimental setup depicted in Fig. 6.3, the x-axis of the CCD detector

covers a small range of 2θ positions. Any strain in the LSMO nanoisland OR any lattice

tilt along the beam axis will shift the diffraction pattern along the x-axis of the CCD

detector. Typically, rocking curves with at least three θ positions are necessary to average

out the lattice tilt in order to extract the strain. In this experiment, the diffraction pattern

produced from diffractive optics contains the outline of the FZP that is capable of resolving

the strain from the lattice tilt without the need to perform rocking curves. As shown
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Figure 6.3: Two reference frames, one for the CCD detector and one for the sample, are
used to describe the geometry of the experiment. Here the diffraction pattern projected
along the x-direction of the detector contains information about the out-of-plane strain
and any lattice rotation about the y-axis of the sample. The diffraction pattern projected
along the y-direction of the detector contains information about the lattice rotation
about the x-axis of the sample.

in Fig. 6.2(a), the strain and tilted lattice planes show up in orthogonal directions in

reciprocal space, and the slice through the Bragg peak by the CCD detector in reciprocal

space records the projection of both the strain and lattice tilt.

The strain and lattice tilt can be extracted from the experimental data using a

simulation method. Given the parameters of the experiment, including the dimensions of

the FZP, it is possible to map how the initial wavevectors, −→k in, scatters off a set of lattice

planes and onto the CCD detector. The set of known experimental parameters is given in

Table 6.1 where the matrix of initial wavevectors is used to calculate the q-dependent thin

film Patterson function. Fig. 6.4(a) shows an experimental detector image of the LSMO

(002) peak whereas Fig. 6.4(b,c) show the simulated diffraction patterns of an unstrained

and a strained LSMO thin film. The sharp STO (002) peak on the detector corresponds
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Experimental Parameters Varied Parameters
θ X
χ X
ϕ —

R (sample-to-detector distance) —
δ (Ydetector) —
2θ (Xdetector) —

d-spacing X
Intensity X

Sample thickness —

Table 6.1: The experimental parameters used to simulate the initial diffraction pattern
and the parameters to vary in an optimization algorithm to determine the strain and
lattice tilt.

to a well-defined lattice constant of 3.90 Å and is used to calibrate the lattice spacing of

LSMO. Otherwise, it is masked out when performing the analysis.

The analysis can be carried out by comparing the experimental detector image with

the simulated image. This is quantified by looking at the residual intensity, i.e. the quantity

we want to minimize is given by δ|Iexp(x,y)− Isim(x,y)|2. Throughout the raster scan,

certain experimental parameters such as the sample-to-detector distance and the location

of the CCD detector (given by δ for the vertical direction and 2θ is for the horizontal

direction) are fixed. However, at each point of the scan, the intensity, strain, and lattice tilt

can vary. Therefore, a nonlinear optimization algorithm is used where these aforementioned

parameters are varied until the residual is minimized. Looking at the experimental geometry

in Fig. 6.3, the lattice tilt in the two orthogonal basis vectors can be artificially produced

by rotations in θ (corresponding to a shift of the diffraction pattern along the x-axis of the

detector) and in χ (corresponding to shift in the diffraction pattern along the y-axis of the

detector). To retrieve the degree of lattice tilt at each spatial point of the nanoisland, θ

and χ are therefore varied as well.
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Experimental 
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Simulated 

Image

Simulated 

Image

Lattice constant = 3.85 A Lattice constant = 3.845 ALattice constant = 3.85 A

Figure 6.4: (a) Cropped section of the CCD detector where the sharp STO (002)
subtrate peak is on the left and the LSMO (002) diffraction peak is on the right. The
substrate peak corresponds to 3.90 Å and is used to calibrate the lattice spacing of
LSMO. (b) A simulated diffraction pattern of a 40 nm unstrained LSMO (002) peak.
(c) A simulated diffraction pattern of a 40 nm strained LSMO (002) peak with a lattice
constand of 3.845 Å.

6.4 Results and Conclusions

The results of the analysis showing the spatially resolved strain and lattice tilts

as a function of temperature and magnetic field are shown in Fig. 6.5. The same 2 µm

nanoisland within the array was used for all scans. As seen in the top row of Fig. 6.5,

unique features of the spatially-resolved lattice spacing is seen in all three scans, which is

both a good fiducial to demonstrate reproducibility of the technique as well as revealing

the nanoscale heterogeneity present within the nanoisland. Evidently, introducing a 0.3 T

out-of-plane magnetic field induces magnetostriction where the out-of-plane lattice constant

contracts quite uniformly throughout the nanoisland, corresponding to an average strain of

1.3 x 10−4. However, as the system is placed in a low-temperature (175 K) environment,

the average lattice spacing over the nanoisland does not change, but the gradients between

regions of slightly different lattice spacings are sharper, as seen in the top row of Fig.
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6.5. Comparing the lattice spacing maps to the magnetic domains revealed by X-PEEM,

there appears to be no correlation between the out-of-plane strain state with the magnetic

domains.
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Figure 6.5: 2D maps of the lattice constant, lattice tilt in the x-direction, and the
lattice tilt in the y-direction at 293 K, at 293 K with a 0.3 T out-of-plane magnetic
field, and at 175 K with a 0.3 T out-of-plane magnetic field.

The lattice tilt in the x-direction calculated from the analytical method described

in Section 6.3 show sharp rotations near the edges that extend well into the nanoisland.

Accompaning the strain when a magnetic field is applied, the initial tilt at the lower edge

of the nanoisland flattens out, but the top edge of the nanoisland remains tilted. Finally, at

low temperatures, there is no change in the average lattice constant of the nanoisland, but

the tilt of the lattice planes resembles the case at room temperature without an applied
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magnetic field, though to a lesser degree. The 2D map of the x-direction lattice tilt at

low temperatures with an applied magnetic field resembles the magnetic domain pattern

revealed by X-PEEM. Based on the symmetry of the nanoisland, the lattice tilt in the

y-direction is expected to behave similarly, but the 2D maps here show very little variation

across the nanoisland. However, since there is no strain information contained along the

y-direction of the CCD detector, the lattice tilt in this direction was calculated from the

center-of-mass of the diffraction peak.

Based on the results, there is no clear indication that magnetic domains are correlated

with the out-of-plane strain state, or rather the strain is not the dominating mechanism

driving the formation of the flux-closure domains. The initial lattice tilt near the edges of

the nanoisland is most likely due to the chemical etching process during the fabrication stage,

but does show a dynamic response when a magnetic field is applied at lower temperatures,

but the only in one direction. There is no indication why this asymmetry arises except

for the analytical methods used to extract the degree of lattice rotation. Therefore, it is

possible further refinements of the analysis method is needed to either more accurately

extract the lattice tilt in both directions or to quantify the error.
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Chapter 7

Extracting Contrast in an X-Ray

Speckle Visibility Spectroscopy

(XSVS) Experiment under Imperfect

Conditions

Pump-probe experiments at synchrotrons and free electron lasers to study ultrafast

dynamics in materials far from equilibrium have been well established, but techniques

to investigate equilibrium dynamics on the nano- and pico- second timescales remain

underdeveloped and experimentally challenging. A promising approach relies on a double

probe x-ray speckle visibility spectroscopy setup at split-and-delay beamlines of x-ray free

electron lasers. However, the logistics in consistently producing two colinear, perfectly

overlapping pulses necessary to conduct a faithful experiment is difficult to achieve. In this

paper, a method is introduced to extract contrast in the case where an angular misalignment

and imperfect overlap exists between the two pulses. Numerical simulations of a dynamical

system show that contrast can still be extracted for significant angular misalignments
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accompanied by partial overlap between the two pulses.

7.1 Introduction to XSVS

X-ray photon correlation spectroscopy (XPCS) is a powerful coherent x-ray technique

capable of probing the nanoscale dynamics for a wide range of material systems [21, 51,

91, 20, 92]. When a coherent beam interacts with the atomic or electronic structure, the

interference creates a speckle pattern in the far field that is a signature of the nanoscale

heterogeneities present in the system. By measuring how fast or slow the speckle pattern

evolves, it is possible to resolve and quantify the fluctuation timescale of the order parameter.

This can be achieved by measuring the time-averaged intensity-intensity autocorrelation

function between detector images that are separated by a delay time, τ , as defined in Eq.

7.1.

g2(q, t) = 〈I(q, t)I(q, t+ τ)〉t
〈I(q)〉2 . (7.1)

Here g2(q, t) is a correlation function, q is the x-ray scattering vector, t and τ are

time variables, and the angular brackets denote averaging over the time τ . The decay

rate of the correlation function g2(q, t) gives one the characteristic timescale of dynamics

present in the system [93, 94]. However, this approach based on the evaluation of the

g2-function has an inherent limitation in the temporal resolution that is defined by the

framerate of the detector, which is presently on the order of milli- to micro- seconds for the

fastest CCD and photon-counting area detectors [95, 96].

With the advent of split-and-delay lines at x-ray free electron lasers (XFELs)

[97, 98, 99, 100], it is now possible to circumvent this limitation with a modified technique

known as x-ray speckle visibility spectroscopy (XSVS) that is capable of probing ultrafast

dynamics such as atomic diffusion and skyrmion lattice phases [101, 102]. Instead of relying
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on several detector images, XSVS exploits a single speckle pattern on the detector generated

by either one or several x-ray pulses. XSVS has already been successfully employed using a

single x-ray pulse with variable duration, in other words, a single coherent XFEL pulse

[101]. If the system is static or the dynamical timescale is longer than the pulse duration,

then the speckle pattern on the detector will have a relatively high contrast value defined by

the temporal and spatial coherence of the beam. However, if the system exhibits dynamics

within the pulse duration, the speckle pattern on the detector smears out, resulting in a

lower contrast value than its corresponding static case. This decay of the speckle contrast,

defined as β(t) in an XSVS experiment, provides a timescale for the dynamics in the system.

Therefore, by varying the pulse duration, it is possible to probe dynamics by examining

the change in contrast. For example, a coherent pulse varied between 10 fs and 120 fs was

used to measure caging effects of ultrafast water dynamics [103]. The disadvantage with

the single pulse method is the limitation of the largest time delay that is defined by the

sub-picosecond pulse duration.

A second method of XSVS that is capable of probing a wider range of timescales uses

two identical coherent pulses that are separated by a delay time as shown in Fig. 7.1(a). The

experimental setup in this case uses optics in a split-and-delay line to separate a coherent

pulse into two identical probes, delaying one of the probes in time, and recombining

them into two colinear signals [104]. In practice, this is extremely difficult to achieve

consistently [105] and there will often be an angular misalignment between the two pulses

and a nonperfect overlap on the sample as illustrated in Fig. 7.1(b). In both cases, the

speckle contrast is affected in a double probe XSVS experiment where the detector records

the sum of two speckle patterns. Using numerical simulations, we show how the angular

misalignment and nonperfect overlap affects the speckle contrast, and how it is possible to

recover the contrast lost through selective binning of the detector data.
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Figure 7.1: Schematic for an XSVS experiment where the two pulses are colinear
and perfectly overlapping (a) and where the two pulses have an angular mismatch and
imperfect overlap (b). (c) The corresponding detector images for the two cases (a) and
(b) for a high photon count regime (left column) and low photon count regime (right
column) where Poisson noise is significant. The contrast as measured by the variance
for the high photon count regime (d) and for the low photon count regime (e).
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7.2 Extracting Contrast

The contrast β for a speckle pattern on an area detector is defined in Eq. 7.2 as:

σ2(q) = β(q) + 1
k(q)

, (7.2)

where k is the average photon count per pixel corresponding to the scattering vector q,

and σ2 is the normalized variance of the photon count [106]. In the high photon count

regime where k is large, it is possible to measure the decay of contrast by simply tracking

the variance of the speckle pattern since the last term in Eq. 7.2 is small compared to β.

In the low photon count regime where k is small, the last term becomes significant and

the variance can no longer accurately capture the contrast. This is demonstrated in Fig.

7.1(d,e) where the decay of contrast using the variance is evident in the system where k = 6

photons/pixel but fails for the case of k = 0.015 photons/pixel. This becomes problematic

for a XSVS experiment since the typical signal produced from the interaction of a single or

double pulse with a system, especially at large q values, is quite low [105]. To overcome

this impediment, we have to resort to photon counting statistics and measure the contrast

in terms of coherent modes, M , where β = 1/M . The value of M represents the number of

independent speckle patterns recorded by the detector.

Here we consider a speckle pattern with M coherent modes where the intensity

distribution is well approximated by a gamma density function, and where the discretized

photon counts on the detector follows a Poisson distribution. The signal on the detector

follows the compound distribution of these two independent probability distributions, which

is the negative-binomial distribution, P(K), as given in Eq 7.3:

P (K) = Γ(K+M)
Γ(M)Γ(K+ 1)

(
1 + M

k

)−k(
1 + k

M

)−M
, (7.3)

where M is the speckle degree of freedom, P (K) is the probability of finding K photon
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hits, and k is the average photon per pixel of the entire detector. In a real experiment, a

proper droplet algorithm must be applied to convert the area detector signal into localized

and discretized photon counts. In our simulations, this is achieved by feeding the final

speckle pattern on the detector, characterized by the gamma distribution of the speckle

intensity, through a Poisson filter. By counting the double K=2 and triple K=3 photon

hits on the detector, it is possible to extract the contrast by fitting M to the P(K=2) and

P(K=3) cases of the negative binomial distribution in Eq. 7.3.

7.3 Simulations

Speckle patterns are simulated following the example presented in [107]. A random

phasor field φ(qx, qy) is created on a 1024 x 1024 grid, and a Gaussian beam G1(x,y) =

A · exp
[
− x

2 +y2

2σ2

]
with a full width at half maximum (FWHM) profile of 235 pixels is

centered on the middle of the grid at (x1,y1) = (512, 512). The intensity of the speckle

pattern produced on a 1024 x 1024 pixel area detector in the far field can be calculated

using discrete Fourier transforms described in Eq. 7.4.

I(qx, qy) =
∣∣∣∣F−1

[
G1(x−x1,y−y1)F

[
eiφ(qx,qy)

]]∣∣∣∣2 (7.4)

Here F and F−1 denote the direct and inverse Fourier transforms, respectively. A dynamic

system can then be created using a predefined correlation timescale [108]. In this approach,

the random phasor field φ(qx, qy, t) is iteratively evolving in time as described by

φ(qx, qy, t+dt) = φ(qx, qy, t) +D(qx, qy, t) ·
√

ln[c(t)]− ln[c(t+dt)], (7.5)

where D(qx, qy, t) is a Gaussian distribution with zero mean and unitary standard deviation

to confine the magnitude of change to the phase field, and dt is the time step between
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two consecutively generated speckle patterns. In (Federico, 2006), the authors showed

the standard deviation between successive phase fields, φ(qx, qy, t) and φ(qx, qy, t+dt), is

related to the correlation function by
√

ln[c(t)]− ln[c(t+dt)]. The dynamics of the system

is thus encoded in the time-dependent correlation function, c(t), which describes how

fast the correlation between speckle patterns decay with time. A monotonic function,

c(t) = exp(−(t/tc)2) was chosen to simulate a dynamical system where t is an arbitrary

unit of time and tc is a time constant set to 200 to describe the temporal evolution. The

final speckle pattern of a dynamic system in a double probe XSVS experiment with colinear

pulses is therefore:

I(qx, qy) =
∣∣∣∣F−1

[
G1(x−x1,y−y1)F

[
eiφ(qx,qy,0)

]]∣∣∣∣2 +
∣∣∣∣F−1

[
G2(x−x2,y−y2)F

[
eiφ(qx,qy,t)

]]∣∣∣∣2,
(7.6)

where t is the time delay between the two pulses and G1(x,y) =G2(x,y) for overlapping,

colinear pulses. To simulate a partial overlap between the two pulses, the center of the

second pulse is simply shifted to a different point (x2,y2). An example of detector images

for a high and low k value at t= 0 for this case is shown in Fig. 7.1(c).

To simulate an angular mismatch ∆θ along the x-direction to the second pulse, we

introduce a phase shift to the second Gaussian beam so that the illumination function

G2(x,y) can be written as

G2(x−x2,y−y2) = A · exp
[
− (x−x2)2 + (y−y2)2)

2σ2

]
· exp

[
i∆qx ·x · s

]
. (7.7)

Here ∆qx = q ·∆θ for a small angular mismatch ∆θ between the propagation directions

of the two pulses where q = 2π/λ is the wavevector of photons with wavelength λ, x is

the index of the pixels, and s is the size of the pixel in real space. We chose an energy of
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10 keV and set the size of a pixel to s = 6.38 nm/pixel to give a realistic FWHM of the

Gaussian beam to be 1.5 µm (235 pixels). The parameters for our simulation produced an

average speckle size on the detector of approximately 2 pixels as calculated from fitting

a Gaussian to the normalized 2D autocorrelation of a detector image at time zero. In

any real experiment, the speckle size is determined by the wavelength, the spot size of

the coherent pulse, and the sample-to-detector distance and should be calibrated so that

the average speckle size is at least 1-pixel size. Typically this is achieved by changing the

sample-to-detector distance, but this parameter is fixed in our system due to the use of

discrete Fourier transforms to simulate the speckle pattern on the detector instead of using

a continuous Fourier transform. To model a low photon count regime, the amplitude of the

Gaussian pulses, A, was defined so that the final detector images have an average photon

count between k = 0.014-0.015 photons/pixel within approximately two standard deviations.

To account for the statistical nature of the photon detecting process, 50 independent phasor

fields φ(qx, qy) were simulated and advanced for a total of 30 time steps.

7.4 Results

7.4.1 Angular Misalignment

A perfectly overlapping, but slightly misaligned second pulse effectively shifts the

second signal along the detector to create a smeared speckle pattern as demonstrated in

Fig. 7.1(c) (left column) for the high photon regime where the second pulse is misaligned

by 60 µrad. Note that such smearing is not visually evident for low photon counts where

the Poisson fluctuations are on the order of the signal itself, as shown in Fig. 7.1(c) (right

column). To compare the difference in contrast between the colinear and misaligned cases,

we first calculate the number of K=2 photoevents relative to the average intensity k at time

zero where the system is static, and compare the results to the probability distribution
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for full contrast P(K=2, M=1) and zero contrast P(K = 2, M →∞). In Fig. 7.2(a),

we can immediately see the probability P(K=2) for the misaligned case is lower than

for the colinear one, which means the decrease of the contrast is caused by the angular

misalignment. The two probes are fully coherent in our simulation and therefore, the

theoretical maximum contrast is 1 for a completely static system where there is only a

single speckle degree of freedom (M=1), and 1
2 for a completed decorrelated system with 2

speckle degrees of freedom (M=2) coming from the interaction of 2 pulses with different

phasor fields. At each time delay, the speckle contrast was evaluated as β=1/M, where

M was determined by fitting Eq. 7.3 for P(K=2) photon hits over the 50 independent

diffraction patterns. The error bars are defined to be one standard deviation from the best

fit. After evaluating the contrast β at all time delays in Fig. 7.2(b), we see the contrast

drop from approximately 1 to 1
2 for the colinear case but is approximately 1

2 at all time

delays for the misaligned case. In other words, a 60 µrad angular mismatch is sufficient to

completely destroy the contrast in a double probe XSVS experiment.

In principle, since an angular misalignment shifts the speckle pattern along the

detector, the original speckles with 2 or 3 photon hits produced from the two pulses

effectively split between neighboring pixels along the detector. Therefore, it should be

possible to partially recover the contrast lost by binning the detector images along the

direction of misalignment, i.e. summing together the photon counts of N neighboring pixels

along the x-direction. By binning, some information about the speckle pattern is lost

because now we consider only the total signal within a bin, which might include a few

speckles. At first glance, this contradicts the well-established rule stating the optimal setup

for an XPCS experiment corresponds to one speckle per pixel. However, for extremely low

photon flux, the probability that several photons belonging to different speckles fall in the

same bin is negligible. Moreover, our simulations show that the increased photon count

per bin outweights the loss of some resolution on the detector, which is already spoiled by
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Figure 7.2: (a) The distribution of K=2 photon hits on a 1024 x 1024 detector in a
static system for 50 independent phasor fields for the cases (i) two pulses are colinear
and overlapping (ii) the two pulses are overlapping, but misaligned by 60 µrad. The
solid blue line marks a contrast of β = 1 and the dotted blue line marks a contrast of
β = 0. (b) The change of contrast for a dynamical system for the (i) and (ii) cases from
fitting the P(K=2) case in Eq. 7.3.
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the angular mismatch.

In Fig. 7.3(a), we directly show that by binning the data, the contrast can be

partially recovered to the point where the decay is significant above the error bars. Since our

speckle size is approximately 2 pixels, we see that a bin size of 2 pixels does not drastically

change the contrast trend, but the decay is evident starting at N=4 pixel bin sizes. The

contrast trend for the misaligned case also approaches the one for the colinear case with

increasing bin size. Since the colinear pulses accurately describe the underlying dynamics,

we can consider the bin size of 10 pixels to be the optimal binning as the contrast decay of

the misaligned case most resembles the colinear one. However, by binning the data, we

are also adding more speckle degrees of freedom within a bin, i.e. effectively increasing M,

and thus inherently lowering the range of the theoretical maximum and minimum contrast.

Therefore, while the contrast trends of the two cases do approach each other monotonically

with bin size, the absolute change in contrast between time zero and long-time delays

grows smaller as well. In Fig. 7.3(b), the characteristic timescale extracted from fitting the

contrast decay with a stretched exponential function is shown for various bin sizes for both

the colinear and misaligned cases. It is evident that the error bars grow smaller with bin

size, and the fits to the misaligned case approach that of the colinear case after N = 2 bin

size.

In Fig. 7.4(a,b), the absolute change in contrast between time zero and long-time

delays for various angular misalignments from 0 to 90 µrad and for various bin sizes up

to N=10 pixels calculated from P(K=2) and P(K=3) fits are shown. These values were

calculated after averaging the first and last three time delays (t=0, 1, 2 and t=27, 28,

29) as the starting and ending contrast values. At low angular mismatches, the offset in

the second probe is not large enough to split the speckles across the detector and thus,

binning does not improve the resolution in the contrast difference. However, at higher

values of angular mismatch, it is clear the maximum drop of contrast during the time-series
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Figure 7.3: (a) The decay of contrast from fits to the negative binomial distribution for
P(K=2) after binning detector images along the direction of the angular misalignment
for various bin sizes. The range of β grows smaller with increasing bin sizes since there
are more speckle degrees of freedom, but the 60 µrad and colinear contrast profiles
approach each other as well. (b) The characteristic decay time constant extracted from
fitting a stretched exponential function to the change in contrast for various bin sizes in
both the colinear and angular mismatch cases.
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is achieved for a bin size exceeding the speckle size. In Fig. 7.4(c), we show that the

optimal bin size in terms of contrast difference varies depending on the angular mismatch

angle. For all cases where binning recovers the decay of contrast outside the error bars, the

dynamic timescale can be accurately extracted from an exponential fit.

The effects of binning can also be achieved by using a detector with larger pixel sizes.

However, bins have a rectangular shape elongated in the direction of angular mismatch.

Binning in the orthogonal direction would only decrease the contrast value and not correct

for the angular mismatch. Moreover, the optimal binning N is determined by the speckle

size and the value of angular mismatch ∆θ, which can change from one experiment to

another even at the same beamline. Therefore, collecting the data using existing detectors

with small pixels and performing the binning at the data analysis stage can be advantageous

at current split-and-delay setups.

7.4.2 Imperfect Overlap

The effect on contrast for imperfectly overlapping Gaussian probes was also inves-

tigated without taking into account the angular misalignment. The two probes with a

FWHM of 235 pixels originally centered on the 1024 x 1024 phasor field were displaced so

that the centers of the Gaussian probes were separated in increments of 20 pixels along

the x-direction. We define a fractional offset as the ratio of the probes’ displacement to

the FWHM of the probes. Since the pulses have a Gaussian profile, a more accurate

representation is a weighted overlap between the two that can be calculated from a 2D

autocorrelation of the Gaussian pulses centered at (x1,y1) and (x2,y2), as defined in Eq.

7.8:

p(x2−x1,y2−y1) =
∫∫
G1(x−x1,y−y1)G2(x−x2,y−y2)dxdy∫∫

G1(x−x1,y−y1)dxdy
∫∫
G2(x−x2,y−y2)dxdy , (7.8)
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where G1(x,y) and G2(x,y) are intensity profiles of the two x-ray pulses.

The overlap percentages as a function of fractional offset for Gaussian profiles are

shown in Fig. 7.5(a) along with the change in contrast. We see that even at a fractional

offset of 50%, there is still a contrast difference of 0.2 that is sufficient to extract dynamic

timescales in a system. This is not surprising since the distribution in intensity for a fully

coherent Gaussian beam allows for a large offset as seen by the weighted overlap. In Fig.

7.5(b), we show that binning the detector along the direction of displacement decreases

the contrast difference for all offsets, as expected. Therefore, binning of the data cannot

improve the contrast value, suppressed by the partial overlap. However, the decrease in

contrast is not dramatic, especially for Gaussian beams.

To demonstrate the possibility of binning the data where both the angular mismatch

and imperfect spatial overlap are present, we performed simulations with both effects. The

results shown in Fig. 7.6 indicate that a sufficient decay of contrast can be obtained for a

wide range of parameters, namely, for ∆θ < 90 µrad and the fractional offset less than 0.4.

7.5 Conclusion

The parameters of our simulation are set to mimic a realistic double probe XSVS

experiment, but in general, the experimental should be set up so the speckle size is at least

one pixel on the detector. This can be achieved by varying the sample-to-detector distance

or the beam spot size, with the latter being a variable in our simulation. A larger beam

(5-10 µm) will produce speckles smaller than the detector pixels. Indeed this will make the

system more robust to the angular mismatch, but will also reduce the initial contrast and

open the possibility of making different speckles indistinguishable within a pixel. Using a

larger beam is not equivalent to binning, since we propose to bin along the direction of

angular mismatch (for example qx), and changing the beam size will influence the speckle
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Figure 7.6: The effects of binning on the contrast difference is shown for various bin
sizes when an angular mismatch and nonperfect overlap exists.
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size in both directions (qx and qy). Our simulations show that binning in the direction

perpendicular to the angular mismatch doesn’t help to eliminate the effect of the angular

mismatch on the speckle contrast. Therefore, using a smaller beam together with binning

along one direction is more efficient than using larger beam (which is equivalent to binning

along two directions).

Our simulations of a 2D phasor field is representative of surface scattering from a

sample in reflection geometry or a thin sample in transmission geometry that is typical for

systems of interest in an XSVS experiment [94]. Through numerical simulations, we show

that a double probe XSVS experiment can endure a large offset in the overlap between

the two pulses, but a small angular misalignment can completely destroy the contrast

difference necessary to measure dynamics. Depending on the magnitude of the overlap

and angular misalignment, a proper binning of the detector along the direction of angular

misalignment can partially recover the contrast. Recently, another approach has been

proposed to compensate for the shift of the speckle pattern by evaluating the autocorrelation

function [105]. In principle, both techniques yield similar results in partially recovering the

original contrast, and should act as complementary tools to verify the results in a double

probe XSVS experiment. In our case, in addition to the angular mismatch, we simulated a

dynamic speckle pattern with a predefined correlation function in the low-photon count

regime. By successfully extracting the time constant from fitting a stretched exponential

to the decay of contrast in the binned data, we show that this analysis tool is effective in

addressing a double probe XSVS experiment where an angular misalignment and partial

overlap exists.
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Appendix A

Analysis of g2(q,t)

The center of the speckle pattern was determined from fitting a 2D Gaussian function

to the initial image taken for each temperature. 7 circular regions of interest (ROIs) about

the center of the pattern extending over a ∆Q of 5 x 10−3 Å−1 were chosen for each

temperature, and the g2(q,t) was calculated separately for each ROI. After fitting the

g2(q,t) for each ROI with Eq. (2), no statistically significant difference τ and β suggests

there is no q-dependence in the dynamics from the orbitally-ordered domains. This was

confirmed for all temperatures. Since there is no q-dependence, the error bars for the ISF

were calculated from the ROIs.

To remove artifacts in the speckle pattern fluctuation due to temperature equilibra-

tion, the first 30-75 minutes of each scan were not used to calculate the g2(t). Determining

the cutoff for each temperature measurement was based on 1) the kymographs where the

fluctuations in the speckles due to the sample settling was evident and 2) g2(t) calculations

on sliding intervals of time. For example, for a 4-hour scan, a 2-hour interval was used to

calculate the g2(t) where the starting point was incremented by 10 minutes. Since no aging

is expected in the system, the g2(t) should be the same regardless of which time interval

within the measurement is taken. We estimated the point in time when the sample settled
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based on the difference between g2(t) calculations that were separated by a 10-minute

difference in starting points.
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