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ABSTRACT OF THE DISSERTATION 

Multi-Tone Continuous Wave Lidar 
by 

Mustafa Mert Bayer 
Doctor of Philosophy in Electrical Engineering 

University of California, Irvine, 2022 
Professor Ozdal Boyraz, Chair 

 

Over the past years, light detection and ranging (lidar) systems have been vastly investigated and 

commercialized for various platforms such as self-driving cars, unmanned aerial vehicles, and spacecraft. 

A wide range of lidar applications such as topographical imaging, remote object sensing, oceanographic 

and atmospheric surveillance, navigation, and driver assistance mostly relies on range measurements. The 

majority of the lidar instrumentation used in these applications operates in a pulsed time-of-flight (PToF) 

mode to acquire the range information by comparing the delay between the ejection time of an optical 

impulse and the detection time of the pulse in flight. Inherently, this conventional approach lacks the 

capability of simultaneous velocimetry and fine-ranging resolution requires high-speed detection 

electronics. Moreover, continuous-wave (CW) laser-based lidar systems are being investigated. CW lidars 

are desired because they use coherent detection techniques that provide a higher signal-to-noise ratio (SNR) 

than the direct detection method used in PToF. Up to date, various CW lidar techniques such as amplitude-

modulated continuous wave (AMCW) lidars, frequency modulated continuous wave (FMCW) lidars, and 

phase-based ranging have been demonstrated. Hence, to perform the measurements and to extract the 

precise distance of the target, the AMCW method requires sweeping of amplitude and phase, while the 

FMCW technique requires frequency sweeping.   

As an alternative to the existing lidar technologies, Multi-Tone Continuous-Wave (MTCW) lidar is 

developed, which eliminates the necessity of any form of phase, frequency, or amplitude sweeping in a CW 

lidar configuration. In the MTCW approach, multiple fixed phase-locked radio frequencies (RF) are utilized 

to modulate a CW laser by using Mach-Zehnder modulators. A portion of the light is kept as a local 

oscillator to realize coherent detection to enhance the SNR. The modulated beam is transmitted to free space 

and the echo signal is collected by the receiver of the lidar. Each sideband accumulates a different phase 



 

xiv 
 

based on the frequency and target distance. It is possible to compute the target distance by either converting 

the phase differences into RF tone power variations or by exploiting the phase and frequency differences 

between RF tones. Three versions of the MTCW lidar are constructed based on the utilization of tone 

amplitudes or phases, namely amplitude-base MTCW (AB-MTCW), phase-enhanced amplitude-based 

MTCW (PE-MTCW), and phase-based MTCW (PB-MTCW) lidars. Theoretical modeling, numerical 

simulations, and experimental verifications are presented for each technique. For AB-MTCW lidar, <1cm 

ranging precision with 0.8cm/s velocimetry resolution is demonstrated. Furthermore, the PE-MTCW 

approach is matured to provide a solution to fast targets ranging via AB-MTCW lidar. Finally, the PB-

MTCW methodology is developed that can perform the ranging of dynamic or static targets at a range that 

is ×500 larger than the coherence length of the CW laser with a <1cm ranging resolution and precision. It 

is also shown that, by integrating the modulated beam with a quasi-CW pulsation, it is possible to perform 

ranging beyond the unambiguous range of the CW lidar, as well. Therefore, the PB-MTCW lidar can be 

considered an alternative long-distance remote sensing device for aerial or space-based altimetry 

applications.   
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1. INTRODUCTION 

1.1. Background 

Digital cameras, radars, and lidars (light detection and ranging) are considered to be three enabling 

technologies in autonomous terrestrial and aerial vehicles [1,2]. Lidars, the optical version of radars, operate 

by generating a point cloud of the environment based on the information encoded in the echoed light. The 

emerging need for high-resolution ranging and imaging in the areas such as terrestrial altimetry fueled the 

interest in lidar systems [3,4]. So far lidars have been used in military applications [5] and atmospheric 

sciences [6] to detect remote objects, measure distances [7], create topographical images [4], detect aerosol 

particles [8,9], and measure ozone layers [10,11], etc. In recent years, with the advent of self-driving cars 

and unmanned aerial vehicles (UAV), lidar became a topic of interest once again for proximity sensing and 

collision prevention [12–17].  

Lidars perform ranging by either measuring the time-of-flight (ToF) of a laser pulse traveling from a 

laser source to a target and back to a photodetector, or by generating the so-called radio frequency (RF) 

beat tones through the interference of reference light and the reflected light from a target by using 

continuous wave (CW) laser and a coherent detection system [18–24]. These recent research activities focus 

on receiver architecture [25], and signal processing techniques [26,27] to achieve more robust, accurate, 

and sensitive measurements in a longer range. To achieve accurate timing, ToF lidars require short pulse 

generation and high temporal resolution, hence fast electronics are necessary. Therefore, several 

consecutive measurements are mandatory to utilize Monte Carlo methods to minimize the error in timing. 

Additionally, the precision of this approach degrades with distance and it also inherently lacks the ability 

to detect velocity and direction information of moving targets [20]. 

Recently, applications employing continuous wave (CW) lasers as amplitude modulated continuous 

wave (AMCW), and frequency modulated continuous wave (FMCW) lidars were demonstrated [19,28,29]. 

AMCW lidar systems modulate the intensity of the light while keeping the frequency constant. Depending 

on the desired range precision, AMCW lidars require high-speed radio frequency electronics to modulate 
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the light intensity. On the receiver hand, this requirement can be mitigated via demodulation or 

superheterodyne receivers that convert the high-frequency tones to baseband signals. The range information 

is either obtained by convolving the local oscillator with the time-delayed return signal as in phase shift 

lidars or electronic heterodyne detection to generate a beat note proportional to the target distance as in 

linearly chirped lidars [19,20]. By employing AMCW lidars and precision improvements techniques such 

as multiple signal classification and harmonic distortion cancellation, <5mm precision is reported for 

distances <12m [30–32].  

The FMCW lidars are employing frequency sweeping of light sources such as tunable lasers or 

frequency modulated CW lasers with a chirped RF signal. The return signal is detected via optical 

heterodyning by a slow square-law detector, therefore the generated beating frequency can be recorded by 

slower electronics [20]. In FMCW lidars, since the same target is measured with several frequencies, the 

results become more robust and accurate [19]. Also, they have the potential of detecting the speed and 

direction information of the target simultaneously [33,34]. The FMCW lidar systems achieve sub-mm 

resolutions for short-range (<10m) detection, while utilizing wide-band frequency tuning via swept sources 

[35–37]. The resolution degrades to ~5cm at medium range (~100m) detection where at a bandwidth that 

is limited to 5GHz [38]. However, in the practical domain, frequency stability of the laser source and 

technical challenges that limit the sweeping frequency range up to a few GHz, hence range resolution to 

cm level, and mitigate the reliability of frequency chirped lidars [39,40]. Very recently, frequency combs 

are utilized to achieve more than THz bandwidth, hence demonstrating µm resolutions in a short-range 

measurement distance [41]. 

On the other hand, some frequency domain lidars previously employed multiple-wavelength techniques 

such as continuous time-of-flight measurements [42], multi-wavelength super-heterodyning [43,44], and 

multi-frequency demodulation via CMOS photonic mixer devices [45], which were used for short-range 

and high precision imaging and ranging. However, it is important to note that these efforts are mainly 

targeted for short-range measurements in applications such as Microsoft Kinect. 
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In addition to AMCW and FMCW, phase-based ranging is also a remarkable technique for absolute 

metrology systems [46]. However, the implementation of such a system is troublesome due to the 

requirement of multiple detectors or detector arrays, as well as heterodyne detection of two arms with 

different frequencies. Also, the detection in such applications requires either phase detectors or elaborates 

phase extraction techniques during post-processing. The lack of direct velocity measurement is another 

drawback of such techniques. Therefore, a less burdensome system is necessary with high-resolution 

capability for longer ranges that can also provide velocity information simultaneously. 

1.2. Dissertation Organization 

To address the challenges of sweep requirements, coherence length limits, unambiguous range 

constraints, the capability of simultaneous ranging and velocimetry, and achieving high-resolution results 

in long-range applications, three different lidar methodologies are presented in this dissertation along with 

the summary of the available lidar technologies, which is presented in Chapter 2.  

The Multi-Tone Continuous Wave (MTCW) lidar technique is proposed and demonstrated that uses a 

single CW laser modulated by multiple RF tones and coherent detection for range measurements without 

employing any form of sweeping [47–50]. In the first technique, the range is acquired by converting the 

time delay between the backscattered light and the local oscillator into tone power variations via heterodyne 

detection. Since the detected RF tones exhibit a sinusoidal pattern based on their individually accumulated 

phases, and the frequency of this sinusoidal pattern is inversely proportional to the target distance, an 

accurate range measurement is possible from the recognition of the pattern encoded on RF tone powers. 

This method is named Amplitude-Based Multi-Tone Continuous Wave (AB-MTCW) lidar. The theoretical 

model and experimental demonstration of simultaneous ranging and velocimetry are performed. A ~0.75cm 

measured distance deviation (set by the temporal resolution of the measurement system) between MTCW 

and PToF techniques and ±0.8cm/s velocimetry accuracy is achieved by using the AB-MTCW lidar. The 

details about the AB-MTCW lidar are presented in Chapter 3. 
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The second technique, which is called the Phase-Enhanced Amplitude-Based Multi-Tone Continuous-

Wave (PE-MTCW) lidar, is a complementary phase detection algorithm that enhances the capabilities of 

the AB-MTCW lidar for single-shot simultaneous ranging and velocimetry measurements. Here, the range 

information of the target is stored in the phases of the individual RF tones. It is shown that the phase of the 

Doppler-shifted RF tones and the amount of the induced Doppler frequency shift can be used to extract the 

range and velocity information, simultaneously. To prove the concept, a case study on simultaneous ranging 

and velocimetry of a fast dynamic target is performed via numerical simulations. A <±1cm resolution in 

the range is demonstrated, which is limited by the temporal resolution of the detection system. Also, a 

0.4cm/s speed resolution that is limited by the linewidth of the laser and frequency resolution of the 

detection system is achievable by using PE-MTCW lidar. Furthermore, experimental results are presented 

to demonstrate the capability of the proposed methodology as explained in Chapter 4. 

The final technique is a modified version of the AB-MTCW lidar. It is hypothesized that if a fraction 

of the source laser is used before encoding the RF tones at the amplitude modulator and proper algorithms 

are used in a new experimental setup, it is possible to come up with a solution that removes the common 

noise terms and impact of coherence length limitations. In this technique, which is called the Phase-Based 

Multi-Tone Continuous Wave (PB-MTCW) lidar, instead of employing any form of frequency, phase, or 

amplitude sweeping, a CW laser is modulated with multiple phase-locked radio-frequency tones to generate 

stable sidebands using a Mach-Zehnder modulator (MZM) under a linear modulation configuration. Then, 

the phases of individual tones, which are encoded in the echo signal after heterodyning with the 

unmodulated local oscillator are utilized. Since the absolute value of the phase differences between the 

reference, i.e. local oscillator, and the echo signal are impaired due beyond the coherence length of the 

laser, it is possible to acquire the phase differences between RF tones that are free from common noise 

terms. The phase difference of the individual sidebands reveals the target distance, while the acquired 

Doppler shift produces the target velocity, simultaneously. The theoretical and experimental proof of single-

shot ranging and velocimetry measurements at more than 500× of the coherence length of the laser are 

presented in Chapter 5. 
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2. LIDAR TECHNOLOGIES 

2.1. Overview of Lidar Operation 

2.1.1. General operating principle of lidars 

Light detection and ranging (lidar) is an active detection technique, meaning that the lidar instrument 

transmits light to the surrounding media and collects back the echo signal from the environment. The 

working principle of the lidar systems is similar to microwave radars, whereas the shorter wavelengths of 

the light yield significantly better angular resolution compared to that of radars [51]. For instance, a typical 

L-band scanning radar operates at a frequency of 1GHz and has a 30cm wavelength, while a lidar possessing 

a near-infra-red (near-IR) laser has a wavelength of 1.5µm considering the eye-safety limits [29]. The 

existing 4 to 5 order of magnitude difference distinguishes the lidar and radar systems in terms of spatial 

angular resolution during the generation of the point cloud of the surrounding media.  

The general operating principle of lidar systems is presented in Fig. 1 [51]. The transmission (Tx) 

source, in particular a pulsed or continuous-wave (CW) laser, is brought to free space via Tx optics and the 

scanning can be realized by beam steering. The optical beam propagates to a target and a portion of the 

light backscatters to the receiving aperture of the lidar. The light is collected via the receiver (Rx) optics 

and gets coupled to a detector. By utilizing various properties of light such as time of travel, phase 

accumulation, local oscillator beatings, etc. a lidar device can compute the distance and velocity of targets.   

The technique used to extract the position information of the target determines the lidar architecture. 

Depending on the lidar methodology, the laser and acquisition systems can be synchronized by waveform 

generators, and/or the Tx source can be modulated by the waveform generator using direct modulation or 

electro-optic modulators (EOM), and/or the timing information from the Tx laser can be utilized by the 

acquisition system for time gating purposes. Similarly, a portion of the lidar techniques exploits coherent 

detection by keeping a portion of the optical beam as a local oscillator (LO) and coupling it to the optical 

detector along with the echo signal [52]. Moreover, the waveform generator can also be used as a radio-
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frequency (RF) LO source to realize beatings in the RF domain as well. These options are indicated with 

dashed arrows in Fig. 1. 

 

Fig. 1 | General operating principle of lidar systems. Transmission (Tx) optics are shown in blue, receiver 
optics are shown in red, electrical and radio-frequency (RF) components are indicated in green and digital 

data is presented in purple.  

On the receiver side, the echo signal can be coupled to a detector via beam steering, as well. The 

collection optics plays a crucial role in the optimization of the signal-to-noise ratio (SNR). One should also 

consider that the background light is also collected along with the backscattered lidar signal. The 

background noise consists of sun irradiation, light from unassociated sources, the laser beam from other 

lidars, reflections from the environment, back reflection from intermediary transparent sources, etc. [53]. 

There are various techniques to reduce the impact of the background noise, but one of the most robust 

methods is utilizing an optical filter that is optimized for the laser wavelength to prevent distortion from 

other sources with different wavelengths.       

The echo signal further couples to a detector employing free-space coupling or fiber coupling based on 

the lidar architecture. The detector type and specifications are also determined by the lidar configuration. 

The selection of the wavelength indicates the material of the detector. In particular, the operations in the 

visible spectrum (400nm - 1µm) require silicon (Si) based detector, whereas the laser above near-IR can be 

detected by an indium gallium arsenide (InGaAs) photodetector [19]. Considering the eye-safety limits for 

ground-level applications, InGaAs detectors are the prime selection in many applications such as 

autonomous vehicles, airborne topography lidars for forestry, precision measurement lidars, etc [54].  
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Besides the wavelength, the selection of the type of the photodiode to be used for the desired application 

is essential for satisfying the bandwidth and SNR requirements. In particular, avalanche photodiodes 

(APD), P-I-N (PIN) photodiodes, and balanced detectors are commonly used for lidar detection [51]. There 

are two types of APDs, linear mode, and Geiger mode. The APDs inherently possess the capability of 

multiplying the number of electrons generated by the incident photons, thus yielding an amplified 

photocurrent. They have high sensitivity levels to detect and amplify very weak optical signals. The APDs 

are commonly used in direct detection lidars for the time of flight measurements [51]. Similarly, due to the 

saturation levels, it is troublesome to use APDs in a coherent detection configuration with a strong optical 

LO [29]. Furthermore, there is a trade-off between the active area and bandwidth of the APDs for free-

space coupled lidars. As the active area increases for further light collection, the integration time, hence the 

bandwidth increases [55]. One should also note that the precision of the ranging is proportional to the 

bandwidth of the timing device since the ranging is performed by measuring the time of light propagation 

in the time of flight approach [51]. On the other hand, PIN photodiodes within a balanced detection 

configuration are the prime choice to realize coherent detection with a high-power optical LO depending 

on the saturation levels of the detector. The bandwidth of the commercially available PIN detectors, 

especially the fiber-coupled PINs, is relatively wide to realize precise ranging measurements [56]. Even 

though APD is more sensitive compared to PIN, the inherent amplification of the APD also amplifies the 

noise in the system. Therefore, it is possible to state that the lidar architecture, laser wavelength, lidar 

methodology, system requirements, and system specifications dictate the type of detector to be used in a 

lidar system. 

  When it comes to the electronic aspect of the lidar architecture, data acquisition plays a similar role to 

the detectors in terms of bandwidth requirements. The speed of the acquisition electronics should match the 

detector specifications to realize high precision measurements. After the acquisition, the data can be 

converted into digital and further post-processed to extract range and/or velocity information depending on 

the methodology. The post-processing can be realized by conventional signal processing techniques, as well 

as machine learning implementation to get the desired information out of data [57]. Similarly, the speed of 
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the processing should also be considered while generating the point cloud information based on the desired 

application.     

2.1.2. Eye safety and lidar wavelength selection 

The human eye is capable of detecting light in the visible spectrum which is between 380nm-700nm 

[58]. Therefore, the selection of the wavelength in the lidar architecture plays a significant role based on 

the application. For instance, lidars used in autonomous vehicles are operating on the ground level and these 

systems try to establish a point cloud map of the environment by scanning with the laser. As a result, a 

portion of the scanning beam has a high probability of interfering with the people and human eyes in the 

proximity of the lidar system. To prevent any medical issues the wavelength and power of the laser system 

should be selected based on the eye safety limits [59].   

The maximum permissible exposure (MPE) is a measure of the light energy per unit area (J/cm2) that 

defines the limits of the interaction of the eye with laser radiation. The dependency of MPE on the 

wavelength of light is illustrated in Fig. 2 [29]. Here, each color represents the pulse duration of the used 

lidar system. For CW lidars, the MPE levels in Fig. 2 should be integrated based on the pulse duration to 

compute the energy limits for eye safety purposes. In addition, the visible spectrum until 1000nm has a 

higher impact on the human compared to the infra-red region. The light absorption of water is higher in 

longer wavelengths and the water in the eye prevents light from focusing on the retina for longer 

wavelengths. The eye absorbs the light that is closer to the, so the light is absorbed in a smaller volume of 

eye tissue before reaching the retina, meaning that a smaller volume of the eye will heat in a short time 

frame [29]. As a result, the longer wavelengths i.e. >1.5µm is used as common practice for the majority of 

lidar systems. However, it is possible to utilize the other regions of the light spectrum for various 

applications. As an example, for space missions where there isn’t any human interference, wavelengths 

such as 1064nm (near-IR), 532nm (visible), and 355nm (ultraviolet) have been utilized by NASA for space 

missions [60,61].          
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Fig. 2 | The maximum permissible exposure (MPE) curves with respect to the laser wavelengths.  Each 

color represents the pulse duration in seconds.  

2.1.3. Types of lidars 

As mentioned earlier, there are numerous lidar types based on the principle of operation. For simplicity, 

it is possible to classify the lidars in two families based on the type of the utilized laser [53]. In particular, 

these are pulsed lidars and continuous-wave lidars. The overall classification of the lidars is presented in 

Fig. 3 along with the properties of these techniques.  

Time-of-Flight (ToF) lidars operate by direct detection of a propagating laser pulse and time gating the 

total delay time between transmission and reception of the light [62]. Pulsed ToF (PToF) lidars are currently 

the most common method in numerous fields such as autonomous vehicles, forestry, etc. [63]. Moreover, 

pulsed mode lasers have the benefit of using high peak powers to improve the signal-to-noise ratio (SNR), 

which is vital when the high scattering losses of the echo signal are considered. The duration of the pulse 

is arranged by considering the eye safety limits as suggested in Fig. 2, peak power requirements, as well as 

the type of the lidar application [33]. Similarly, repetition of the pulses is selected based on the application 
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to determine the maximum detection range of the lidar. On the other hand, ToF measurements generally 

require fast electronics for detection (i.e. high-speed ADCs) and peak extraction algorithms to generate the 

time of flight of the pulse [64]. Similarly, the ToF lidars cannot inherently generate the speed or direction 

of motion of a dynamic target with a single pulse measurement. However, by utilizing multiple 

measurement frames with the constant repetition rate, a ToF lidar architecture can yield the target motion 

after post processing.   

 

Fig. 3 | Types of lidars. The lidars can be classified as Pulsed Time of Flight (ToF) or continuous-wave, 

based on the lidar architecture.  

Alternatively, continuous-wave (CW) lidars are vastly investigated over the years [56,21,20]. A portion 

of the CW lidars utilizes coherent detection. By definition, coherence of light means a fixed phase 

relationship between the electric field values of two laser beams at different locations or at different times 

[65]. In the case of lidars, temporal coherence plays a vital role in the CW lidars that employ coherent 

detection via optical homodyne or heterodyne detection. Coherent mode lidars keep a portion of the light 

within the system as a local oscillator (LO) to beat with the echo signal on the detector. There are various 

techniques such as amplitude-modulated continuous wave (AMCW), frequency-modulated continuous-

wave (FMCW), and phase-based continuous-wave lidars that employ CW lasers. Using coherent detection 

yields the benefit of improving the SNR on the detection as well as increasing the dynamic range [66]. In 
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the case of AMCW and FMCW, the lidar architecture relies on a swept-source. Either the amplitude, phase, 

or frequency of the laser is swept and the phase or amplitude changes between the echo signal and the LO 

are measured to compute the target distance [28]. For phase-based ranging techniques, multiple lasers with 

different wavelengths are used with multiple photodetectors. Each wavelength gains a different phase and 

the target distance is computed by utilizing these phases on multiple lasers [24,67]. Since the coherent lidars 

employ the beating of two distinct signals (echo and LO), they inherently can capture the Doppler frequency 

shifts to compute the target speed without comparing it with an additional point cloud frame [68]. 

2.1.4. Important lidar parameters 

Several parameters have been commonly used in the characterization of a lidar system. These are the 

unambiguous range, range resolution, range precision, range accuracy, and velocity resolution. Definitions 

of these parameters are stated below in a listed fashion [29]. 

• Unambiguous range:  The unambiguous range is the limit within which an object can be detected 

while its range is still known. This parameter is defined by the pulse repetition rate for ToF lidars 

and by the sweep period for coherent lidars. In particular, the pulsed or the FM/AM modulated 

beam with a certain modulation period will be on the flight until it echos back to the detector. For 

pulsed mode lidars, if there is more than one pulse on the flight, there will exist an ambiguity in the 

determination of the actual target position during time gating. Similarly, ranging results will start 

to repeat themselves based on the sweep period in the coherent lidar architectures.     

• Range resolution: The range resolution is defined as the minimum detectable distance between 

two objects along the same line of sight. For instance, if two pulses are echoing back to the detector 

from two close objects back-to-back and if the lidar instrument can distinguish the difference 

between two pulses in terms of time, then the lidar can resolve both targets. The distance when the 

two objects started to be detected as one yields the range resolution.    

• Range precision: The precision quantifies the errors and uncertainties in the measured target 

distance. The precision of the lidar architecture is proportional to the SNR of the system. Reducing 
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the impact of the noise components such as thermal noise, shot noise, etc. will yield more certain 

measurements acquired from a fixed target distance during multiple trials.  

• Range accuracy:  This unit describes how correct the range measurement is compared to the 

absolute range of the target. This is determined by the SNR of the system (i.e. precision) as well as 

the systematic errors in the system such as jitter, clock rate, drifts, sweep linearities, etc.  

• Velocity resolution: Velocity resolution is a term that is used for coherent lidars that can perform 

simultaneous ranging and velocimetry. The velocity resolution is defined by the frequency 

resolution of the system. The Doppler shifts induced by the moving target will exhibit themselves 

on the resultant spectrum during coherent heterodyne detection. The minimum resolvable 

frequency shift yields the minimum detectable speed difference, as well. 

 

Fig. 4 | Range precision vs. measurement range for pulsed, AMCW, and FMCW lidars after 1990.  

FMCW lidars yield the best precision, while pulsed lidars can operate at far distances [19]. 

As stated above, various specifications are defined by the capabilities of the lidar. The type of lidar 

dictates the performance parameters. In particular, a pulsed lidar can operate at longer distances by 

exploiting the high peak powers. But the precision of coherent lidars is higher compared to ToF lidars, 

especially in short distances. The range precision of different types of lidars to the measurement range is 
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illustrated in Fig. 4 [19]. Therefore, these parameters should be considered while designing the lidar 

architecture.  

2.2. Pulsed Time of Flight Lidar 

2.2.1. Working principle 

 

Fig. 5 | Working principle of the pulsed time of flight lidar. t0 is the time of departure of the pulse from 

the lidar and t1 is the time of arrival to the photodetector.  

Pulsed time of flight (PToF) lidars operate by measuring the time delay between the transmission and 

reception pulses. Fig. 5 illustrates the dynamics of the PToF lidars. A master clock drives the pulsed laser 

and it is utilized for time gating of the pulse in flight to acquire t0 and t1. Here, t0 is the departure time of the 

pulse and t1 is the time of arrival to the photodetector. The target range can be measured by Eq.(2.1), where 

1 0t t t = − is the time difference, c is the speed of light as 299,792,458 m/s, nr is the refractive index of the 

medium (for free-space applications nr = 1), and Lm is the measurement range [51]. Division by 2 is due to 

the roundtrip of the propagating pulse.  
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Numerous lidars are operating with the PToF principle, but several examples of PToF lidars can be 

found in [62,69,70]. The pulsed approach has the capability of achieving high peak powers, which improves 

the detection range of the lidar system with respect to the detector sensitivity. The commercial PToF lidars 
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can resolve the objects within a 200-300m range for ground-based applications [71]. By utilizing different 

architectures for aerial or space-based lidars, the detection range can be enhanced up to ~40km range [60].  

2.2.2. Lidar parameters 

 The unambiguous range of the PToF lidars is defined by the laser repetition period, Trep, of the lidar. 

As mentioned earlier, the range can be detected if only one pulse is on the flight. The unambiguous range 

equation is given in Eq.(2.2) [29]. 
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On the other hand, the range resolution of PToF lidars is related to the speed of the detection electronics 

such as the photodetector and ADC. The bandwidth (Δf) of these instruments determines the ability to 

resolve two objects in close proximity. The range resolution is stated in Eq.(2.3), where δL represents the 

range resolution. 
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 The range precision is determined by the signal-to-noise ratio (SNR) of the lidar architecture. To 

resolve the target distance a certain SNR is required and the definition of SNR is 2 2/s nSNR i i= , where 

2

si is the mean squared signal current and 2

ni is the means squared noise current. The signal current for a 

direct detection scheme can be expressed as in Eq.(2.4) [29,72]. 

 2 2 2 2( )s pd si I R P= =  (2.4) 

Here, R is the responsivity of the detector with A/W units and can be defined as 
0/qR q hf= , where ηq is 

the quantum efficiency, q is the electron charge, h is the Planck’s constant, and f0 is the optical carrier 

frequency. In the case of an avalanche photodiode (APD), the responsivity is 
0/APD qR M q hf= by 

considering the APD amplification factor M. The detected photocurrent, Ipd, can be expressed as 
pd sI RP=

, where Ps represents the optical power of the signal on the detector.  
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The noise component includes the detector noises as well as the background noise. Some architectures 

may also have the optical amplifier noise based on the system requirements. The noise current is formalized 

in Eq.(2.5). Here shot noise, ishot, thermal noise, ith, and dark current, idk, are detector-dependent noises, 

which have different formalisms for APD and PIN diodes. The background noise current, ibg, depends on 

the environment and may include sun noise. Similarly, amplified spontaneous emission (ASE) due to an 

optical amplifier can contribute to the noise current, as well.  

 2 2 2 2 2 2

n shot th dk bg asei i i i i i= + + + +  (2.5) 

The shot noise manifests when an electric current consists of a stream of electrons that are generated at 

random times [72]. This noise is a power-dependent noise and for APDs can be expressed as in Eq(2.6), 

where FA is the excess noise factor (maximum value is 2) of the APD. Moreover, Eq.(2.7) represents the 

shot noise for PIN photodetectors. Based on the type of detector, the correct formalism should be used in 

SNR estimations. 

 ( )2 22shot A s dkAPD
i qM F RP I f= +   (2.6) 

 ( )2 2shot s dkPIN
i q RP I f= +   (2.7) 

The random motion of electrons at a given temperature in a conductor yields the thermal noise 

component. In particular, the random motion in the load resistor of the detector causes current fluctuations. 

As a result, there exists a thermal noise as formalized in Eq. (2.8). In this equation, kB is the Boltzmann 

constant (1.3806488×10–23 m2 kg s–2 K–1), T is the operating temperature in K, FN is the amplifier noise 

figure that is caused by pre or main amplifiers, and RL is the load resistance of the detector. Thermal noise 

has the same expression for PIN and APD photodiodes.  
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The dark current, idk, is the constant direct current generated by the detector when there is no incident 

light. In other words, it is the current generated without illumination, and it is dependent on the 

photodetector characteristics. Furthermore, background noise can be related to sun exposure. The current 
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generated by the background can be expressed as in Eq.(2.9) for an APD that is similar to shot noise as in 

Eq.(2.6) [29]. 

 2 22bg A bgi qM F RP f=   (2.9) 

Here, Pbg represents the optical power on the detector due to sun radiation. The optical power of the solar 

radiation can be estimated by 
bg rec optP SSI A f=   , where SSI is the solar spectral irradiance in 

W/m2/nm, Arec is the receiver aperture area and Δfopt is the optical bandwidth of the solar spectrum on the 

input facet of the detector [53]. This can be engineered by inserting an optical bandpass filter.  

SNR of the lidar architecture will give an understanding of the precision of the PToF lidar. By 

considering the high scattering losses, and eliminating the background noise with a narrow optical filter, it 

is possible to simplify the noise terms. Thermal noise will be the dominating term, which is often referred 

to as the noise-equivalent-power (NEP) of the detector. This indicates the limit where SNR=1 and yields 

the sensitivity of the detector. It determines the maximum distance detectable by the lidar. For an APD the 

thermal noise limited SNR is presented in Eq.(2.10) for direct detection of the propagating pulse. For PIN 

photodiode, Eq.(2.10) is still valid while M = 1. 
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Moreover, the range accuracy is dependent on the measurement electronics. This is affected by the 

sampling rate of the system, deviations in the master clock, jitter, timing offset between transmission and 

reception, drifts, etc. The amount of timing jitter is proportional to rms noise amplitude and inversely 

proportional to the slope of the timing pulse at the moment of timing (du/dt) [28]. It is challenging to 

formalize the accuracy, hence it depends on the system specifications and should be characterized 

experimentally. 

The velocity measurements depend on the digital processing of the acquired data in PToF lidars. It is 

possible to estimate the target speed by comparing multiple acquisitions and /v dx dt= will yield the 

velocity of the object. The velocity resolution depends on the post-processing algorithms.  
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2.2.3. Challenges 

Even though PToF lidars are being used commercially on multiple platforms, they have limitations 

such as resolution, lack of simultaneous velocimetry capability, and range walk error. As described in 

Eq.(2.3), the range resolution depends on the bandwidth of the measurement electronics. This limits the 

range resolution to several cm for a target stationed 100-200m away from the detector [51,71]. In particular, 

as the target distance increases, the impact of the noise will be enhanced on the readings, hence the 

measurement ambiguity will increase, too. There exists a trade-off between the range resolution and the 

maximum detectable target range due to the proportionality between the detector bandwidth and noise.  

On the other hand, unlike coherent lidars, PToF lidar can’t acquire the target speed without further post-

processing of the data due to the lack of Doppler shift detection. Therefore, the velocity resolution of the 

PToF output is much coarser compared to that of coherent lidars. 

Another important fact about the PToF lidars is the range walk error. This error occurs due to the 

averaging of the photons on the detector. There exists a discrepancy between the mean value of the 

measured photons during the integration time, tmean, with respect to the actual photon arrival time ttof  [73,74]. 

The difference in time is 
error mean toft t t= −  and the corresponding ranging error is given in Eq.(2.11). 
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error

c t
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
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Furthermore, there is an additional uncertainty that can arise from the back reflection from transparent 

media on the same line of sight. For instance, if the pulse propagates through a glass around 4% of the light 

will back reflect from the glass and will couple to the detector prior to the actual echo signal from the target 

[75]. In such a case, the measurement system wouldn’t be able to distinguish the position of the target due 

to multi-path reflection.   
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2.3. Amplitude-Modulated Continuous Wave Lidar 

2.3.1. Working principle 

 

Fig. 6 | Working principle of the amplitude-modulated continuous-wave lidar. A continuous-wave 
laser is modulated with a fixed frequency sinusoidal (fAM). The backscattered light accumulates a phase and 
is detected by a photodetector. The measured signal is RF mixed with a local oscillator (fLO) as in a 

heterodyne configuration, as well as the reference signal. The intermediate frequency (fIF) components are 

compared to acquire the target distance.   

There are multiple amplitude-modulated continuous-wave (AMCW) lidar architectures. In some 

configurations electronic RF local oscillator (LO) is being used, while some techniques employ an optical 

LO for enhanced SNR [28,76]. The working principle of AMCW lidar is illustrated in Fig. 6. Here, a CW 

laser is modulated by a sinusoidal RF signal with fAM frequency. This modulation can be achieved via an 

electro-optic modulator (EOM) or in some configurations, direct modulation of the CW laser with low 

frequencies. The transmitted beam propagates and echoes back from to target and the sinusoidal frequency 

accumulates a phase based on the distance traveled. Compared to the initial phase of fAM, the phase 

difference will yield the time of flight of the modulated beam as in Eq.(2.12).    
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The phase difference can be expressed as 2 Amf t  =  , where ∆t is the time delay between the reference 

signal and the received photocurrent. To further enhance the accuracy of the system, the phase shifts are 

not directly measured. The phase of the intermediate frequency (IF) component is extracted after beating 

both signals with a fixed RF LO with a frequency of fLO. Then, the resultant fIF-ref and fIF-echo are compared 

to extract the Lm.  

There are numerous studies on AMCW lidar systems [26,30,31]. Due to the lack of high peak powers 

and dependency on SNR, it is generally preferred to use the AMCW architecture up to a 20m range, which 

yields resolution on the order of mm levels [28].  

2.3.2. Lidar parameters 

The unambiguous range of AMCW lidars is determined by the recursive behavior of the phase, meaning 

that the maximum known range of an object repeats itself after 2  = . Therefore the unambiguous range 

can be expressed as in Eq.(2.13). 

 
2

AM
unambiguous

f
L c=  (2.13) 

This limits the modulation frequency of the CW light based on the desired application. Hence, the RF 

mixing with fLO will generate a low frequency IF tone, which can be utilized to improve the unambiguous 

range of the AMCW lidar [28]. Moreover, some AMCW architectures employ a quasi-CW configuration 

to improve the resultant peak power of the light to increase the SNR, as well as to improve the unambiguous 

range of the system via time gating of the long-duration pulses [19]. 

On the other hand, the range resolution of the system is determined by the modulation frequency of the 

CW lidar. As the modulation frequency increases, the resolution of two close objects will increase as well. 

Hence, Eq.(2.14) indicates the resolution of the AMCW lidars. One should also consider that the modulation 

frequency is limited by the capabilities of the EOM as well as the detector bandwidth [53]. 
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In addition, the SNR analysis of the AMCW lidar is similar to the PToF lidar configuration. However, 

instead of the full bandwidth, it is possible to enhance the SNR by utilizing narrow band RF filters around 

the fIF-echo signal. For instance, an AMCW architecture without an optical local oscillator will be thermal 

noise limited due to the optical scattering losses. If a bandpass filter is utilized with ∆fIF bandwidth, the 

expected SNR of the system with an APD will be as in Eq.(2.15). By tuning the filter bandwidth, it is 

possible to improve the SNR of the system. 
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In the coherent AMCW architecture, the modulation phase or frequency is swept and multiple 

measurements are performed to locate the target distance. However, the SNR equation is different in these 

systems due to the coherent detection, which will be further explained in the frequency-modulated 

continuous-wave (FMCW) lidar section.   

Similar to PToF lidar, the measurement accuracy is affected by the specifications of the measurement 

setup [77]. For AMCW lidars, the accuracy is related to the measured phase accuracy of the echo signal. 

This is determined by the timing jitter, frequency drift of the local oscillator resulting in the drift of fIF, 

electronic cross-talk between the transmitter and receiver electronics, etc.  

2.3.3. Challenges 

The main challenge for the AMCW lidars is the relationship between resolution and bandwidth 

requirements. A high fAM is necessary to enhance the resolution of the acquired range. However, the 

modulation frequency, as well as the detection bandwidth, are either limited by the specifications of the 

EOM, detector, and data acquisition electronics. This yields a trade-off between the resolution and SNR of 

the system. Moreover, the SNR is required for the precision of the measurement, especially for long-

distance applications by considering the scattering losses. In addition, the unambiguous range will shorten 
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as the fAM is increased for high-resolution measurements. Therefore, these parameters should be evaluated 

and carefully engineered based on the system requirements [53].  

 Another challenging factor is the phase measurement accuracy which results in the degradation of the 

range accuracy. To control this, high-speed detection electronics are necessary, especially if high fAM is 

being utilized in the AMCW architecture. Because of the phase errors induced by jitter, IF drifts, crosstalks, 

etc. the measurement will deviate from the true value similar to the range walk error of the PToF lidars.    

Another limitation of the AMCW lidars is the simultaneous velocimetry measurements. The 

configurations that don’t utilize coherent detection, lack the capability of extracting the Doppler shifts, 

hence the detection of the speed can be realized as in the PToF lidars.   

2.4. Frequency-Modulated Continuous Wave Lidar 

2.4.1. Working principle 

 

Fig. 7 | Working principle of the frequency-modulated continuous-wave lidar. A continuous-wave laser 
is frequency-swept for a certain period. A portion of the transmission beam is kept as an optical local 
oscillator. The echo signal is coherently detected along with the optical local oscillator. The interference 
pattern of the reference and echo signal yields a beat frequency. Using the sweep period and the resultant 

beat frequency, it is possible to generate the target range.  



 

24 
 

The frequency-modulated continuous-wave (FMCW) lidar configuration is presented in Fig. 7. A 

narrow linewidth CW laser is frequency swept with a certain period, τ, or a chirped source is used. A portion 

of the swept beam is kept as an optical local oscillator. The echo signal accumulates a time delay and is 

collected by the receiver optics. Because of this time delay, the frequency of the LO and the echo signal 

will be different. The optical heterodyne detection is realized on the photodetector and as a result, a 

frequency beat pattern can be realized. It is possible to construct the target distance by using the beat 

frequency, fbeat, maximum sweep frequency, or the bandwidth, ∆fmax, and the sweep period. The range 

equation for FMCW lidar is presented in Eq.(2.16) [19]. 

 
max2

m beat

c
L f

f


=


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The frequency sweep has the form of a ramp function and the optical frequency of the swept-source 

can be expressed as 
0( ) ( )sweep nlf t f t f t= + + , where f0 is the optical carrier frequency, γ is the frequency 

sweep rate and can be expressed as max /f =   , and fnl is the nonlinear part of the frequency sweep [78]. 

Similarly, the time delay between the reference and echo signals can be formulated as /beatt f  = . 

In the case of a dynamic target, FMCW lidar has the capability of generating the target speed due to 

the coherent detection. The velocity of the target will induce a Doppler frequency shift to the echo signal 

proportional to its speed as 0 / 2dv f= , where v is the magnitude of the target velocity, λ0 is the optical 

carrier wavelength and fd is the induced Doppler shift [51]. Assuming a ramp-up sweep followed by a ramp-

down sweep within a τ, it is possible to generate the target velocity by using the upwards beat frequency 

fb,up with the downwards beat frequency fb,down as shown in Eq. (2.17), where θ is the scanning angle with 

respect to the normal of the output collimator [66].  
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FMCW lidar is a remarkable technique in terms of resolution and sensitivity, as well as simultaneous 

velocimetry capability. Utilizing coherent detection increases the dynamic range of the detection and yields 
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high SNR compared to direct detection. It has been demonstrated that it is possible to detect with a sub-mm 

resolution for short distances with certain configurations [36,37,79]. Over 100m the resolution degrades to 

<5cm level by using the FMCW approach [38]. 

2.4.2. Lidar parameters  

Since the swept frequency of the LO is necessary to determine the target distance, the unambiguous 

range of the FMCW lidar is limited to the sweep period. It is possible to quantify the unambiguous range 

as in Eq.(2.18). After a complete sweep period, there will be more than one swept light period on the flight 

that will inhibit the distinguishment of the object.  

 
2

unambiguousL c


=  (2.18) 

On the other hand, the maximum resolvable distance, Lmax, by an FMCW lidar is limited to the 

specifications of the employed laser. Since the architecture relies on coherent detection, the temporal light 

coherence should be preserved to acquire the frequency beatings. The coherence length, Lcoh, is determined 

by the linewidth of the laser, ∆f0, and can be formulated as in Eq.(2.19) [28]. Therefore, narrow-linewidth 

single-frequency lasers are opted for FMCW applications to reduce the errors induced by the laser phase 

noise. 

 max
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cohL c
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f
= =


 (2.19) 

The range resolution of the FMCW system is related to the spectral peak width of the measured beat 

note, δfbeat, as well as the sweep rate of the frequency. The range resolution is formulated in Eq.(2.20). It is 

possible to deduce that the resolution is dependent on the detection bandwidth as well as the linearity of the 

frequency sweep [78]. Similarly, the velocity resolution depends on the frequency resolution of the 

detection electronics as / 2v c df =  , where df is the frequency resolution.  
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The range precision depends on the measurement precision of fbeat, which depends on the SNR of the 

coherent detection configuration [19]. The coherent detection SNR is rather different compared to PToF 

and AMCW lidars. Since there is a constant optical LO at the input face of the detector, the system will be 

shot-noise limited due to the high LO power. The signal power will also be different from that of the direct 

detection as displayed in Eq.(2.21), where PLO is the optical power of the LO. 

 2 2

s s LOi R P P=  (2.21) 

Due to the high bandwidth requirements, PIN photodetectors or balanced photodetectors are commonly 

used instead of APDs. Therefore the SNR analysis will be performed using a balanced PIN photodetector 

for coherent detection. Overall SNR is expressed as in Eq.(2.22).   
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Here, the thermal noise component is the same as Eq.(2.8). Moreover, considering the strength of the LO 

compared to the echo signal (PLO>>Ps) it is possible to formalize shot noise as in Eq.(2.23). 

 ( )2 2shot lo dki q RP I f= +   (2.23) 

Moreover, the background noise due to solar radiation will have two components, which are the 

background-background beating, as well as the background-LO beating. The self-beating term is shown in 

Eq.(2.24), while the cross-beating term is given in Eq. (2.25) [53]. 

 2 2 24bg bg opti R P f f=    (2.24) 

 24bg LO lo bgi i R P P f=   (2.25) 

The dominating term will be the shot noise in Eq.(2.22) by considering a strong PLO and a convenient 

optical filter to block the solar radiation. Therefore the SNR equation can be simplified as in Eq.(2.26). 

 
( )

2 24 4 2
~

2 2

LO s LO s s

LO dk LO

R P P R P P RP
SNR

q RP I f qRP f q f
= =

+   
 (2.26) 



 

27 
 

Here, it is possible to realize that the SNR is strongly dependent on the bandwidth of the detection 

electronics. However, the system resolution is also dependent on the bandwidth, hence yielding a trade-off 

between the range resolution and SNR of the system. On the other hand, the shot noise limited system 

generates a higher sensitivity level compared to the thermal noise limited direct detection methods.  

In terms of range accuracy, the main limitation arises from the laser phase noise as well as the sweep 

linearity of the system [28]. The resultant phase errors on the fbeat as well as potential linearity deviations 

will deviate the measured Lm from the actual range of the target.     

2.4.3. Challenges 

The primary challenge for FMCW lidars is the sweep electronics, in particular the sweep linearity. As 

described before the frequency sweep equation is 0( ) ( )sweep nlf t f t f t= + + , where the nonlinearity term 

impacts the accuracy of the system In general, the frequency modulation response of a laser diode is 

nonuniform against the modulation frequency. Therefore an ideal linear optical frequency sweep cannot be 

achieved via a linear modulation of the control current. Similarly, the slew rate will limit the transition from 

ramp-up to ramp-down transitions [78]. Furthermore, fast electronics are required for high-resolution 

measurements both for frequency modulation and detection. 

Another important factor is the coherence length of the narrow linewidth laser. The coherence 

requirement, as well as the output power requirements, will result in a high-cost single-frequency laser. In 

addition, there are thermal stability requirements for the laser to have a stable optical carrier frequency. In 

addition, the unambiguous range is limited to the sweep period and increases the measurement duration per 

shot.  

 

 

 

 



 

28 
 

 

 

 

 

 

Chapter 3 
 

 

 

Amplitude-Based Multi-Tone 

Continuous-Wave Lidar 

 

 

 

 

 

 

 

 

 

 



 

29 
 

3. AMPLITUDE-BASED MULTI-TONE CONTINUOUS-WAVE LIDAR 

3.1. Motivation 

There are various lidar systems, which provide different options to users for desired particular 

applications. However, every lidar has its own challenges and limitations. The goal of designing the 

amplitude-based multi-tone continuous-wave (AB-MTCW) lidar is to provide answers to some limitations 

such as the capability of simultaneous ranging and velocimetry of targets, with single-shot measurements, 

without employing any form of phase or frequency sweeping, as well as acquiring high-resolution results 

using a coherent system. The target application for such a device is the aerial and space-based platforms 

that require repeat measurement with limited sweep windows for long-range measurements. To do so, the 

AB-MTCW lidar is developed that utilizes multiple fixed RF frequencies on an optical carrier in an 

interferometric coherent detection configuration.  

3.2. Working Principle 

3.2.1. Concept 

The multi-tone continuous wave (MTCW) lidar technique uses a single CW laser modulated by 

multiple RF tones and coherent detection for range measurements without employing any form of sweeping 

[47–50]. In this method, the range is acquired by converting the time delay between the backscattered light 

and the local oscillator into tone power variations via heterodyne detection. Since the detected RF tones 

exhibit a sinusoidal pattern based on their individually accumulated phases, and the frequency of this 

sinusoidal pattern is inversely proportional to the target distance, an accurate range measurement is possible 

from the recognition of the pattern encoded on RF tone powers.  

To realize ranging in the MTCW system, a narrow-linewidth CW laser is modulated by multiple RF 

tones in a Lithium Niobate Mach-Zehnder modulator. RF tone frequencies are selected according to the 

detector bandwidth (BW).  The modulated optical carrier is then brought to the free space via a collimator 

and a portion of the beam is separated as a local oscillator to achieve interferometric coherent detection as 

illustrated in Fig. 8(a). The echo signal is collected back by the detector along with multi-tone RF modulated 
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reference beam. The heterodyne detection on the device will yield a tone pattern with varying amplitudes 

based on individual accumulated phases. It is possible to acquire the target position by exploiting the 

amplitude differences of the tones and fitting a sinusoidal on the amplitudes. The illustration of the resultant 

tone pattern with the corresponding sine fitting is given in Fig. 8(b). Moreover, the beating of the echo 

signal and a back refection from a dynamic target can yield the Doppler shifts near the baseband for 

simultaneous velocimetry as depicted in Fig. 8. 

 

Fig. 8 | Working principle and schematic of AB-MTCW configuration. (a) MTCW Lidar configuration. 

(b) Ranging is performed by the detected RF modulation tones that exhibit a sinusoidal pattern, and (c) 
velocimetry is performed by the resultant cross beatings of the RF tones near the baseband in the frequency 

domain after performing FFT. 

3.2.2. Theoretical model of a static target 

The theoretical derivation of the AB-MTCW ranging method starts with the output of the CW laser that 

has an electric field (E-field) as shown in Eq.(3.1). Here, A0 is the amplitude, ω0 = 2πf0 is the optical carrier 

frequency, ϕ0 stands for the initial carrier phase, k0 is the wave number and z depicts the propagation 

distance. The defined variables are indicated in Fig. 9. 

 1 0 0 0 0exp( )exp( )E A j t j jk z = +  (3.1) 
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The CW light is modulated via the Mach-Zehnder modulator (MZM) by multiple RF frequencies. The 

transfer function of the MZM under push-pull configuration is given in Eq.(3.2), where ERF represents the 

E-field of the electronic RF signal and Vπ is the quadrature bias voltage of the MZM [47–50,80–83]. 

 

Fig. 9 |  Theoretical model parameters on the AB-MTCW configuration.  E1 is the electric field of the 
CW laser and E2 is the electric field of the modulated light. Em and Eref represent the electric field of the 
reference (LO) arm and measurement arm respectively. Lm and Lref are the measurements and reference 

ranges.  

The ERF is acquired from multiple RF synthesizers, which generate a total of N tones, with each tone 

having a different frequency of ωi, amplitudes of Ai, and initial phases of ϕi is formalized as in Eq.(3.3).  

  
1

0.5 exp( ) exp( )
N

RF i i i i i

i

E A j t j j t j   
=

= + + − −  (3.3) 

To achieve linear modulation, low modulation depth is used as / 1im A V= , therefore modulated 

electric field can be expressed by 1 1

2
22 2

RF

E E
E E

V


= −  using small-angle approximations. After inserting 

E1 and ERF, the modulated light E-field is obtained as in Eq.(3.4). 
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  (3.4) 

The laser beam is then split into two via a beamsplitter (BS), where one arm is kept as the local oscillator 

and the other as the measurement branch to realize coherent detection on the photodetector (PD). The local 
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signal is transmitted to the reference mirror that is separated from the BS by a distance Lref. The back-

reflected signal from the reference mirror accumulates a phase with respect to the corresponding frequency 

and has the field equation Eref as given in Eq.(3.5), where αref is the linear attenuation coefficient realized 

in the reference arm and c is the speed of light. 
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 (3.5) 

Similarly, the measurement arm will be as in Eq.(3.6) with αm being the attenuation coefficient of the 

echo signal. 
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Lm is the distance between the target and the output facet of the beamsplitter. The electric field of the 

reference arm, Eref, after the BS is identical to Em. Ao should be modified based on the BS ratio. The 

photocurrent generated over the photodetector is *( )( )PD ref m ref mI R E E E E= + + , where R is the responsivity of 

the photodiode. The final delivered photocurrent, IPD, by a P-I-N photodiode can be formalized as in Eq.   

(3.7) for a stationary target without the inclusion of any velocity component [47]. Here, IPD,ave is the average 

photocurrent due to the sum of all self-beating components. 
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As is shown in Eq.(3.7), each RF tone at fi frequency will accumulate a different phase while traveling 

to, and back from the target. The phase difference between the measurement and the reference arms can be 

expressed as (2 / )iL c  =  , where | | m refL L L = − , after the convolution of the transmitted light with 

the LO. It is possible to achieve ranging with
2 1(2 / ) ( ) 2c L    − = , where ω2 and ω1 are the two 

successive peak frequencies of a sine waveform. Therefore, the amplitude variations due to phase 

differences will yield a sinusoidal pattern in the frequency domain. Simply, the frequency of the sinusoidal 

fitting applied to the amplitude of the measured modulation tones will correspond to the path difference 

between two arms as / 2 fitL c f =  , where Δffit represents the frequency of the fitting curve as shown in Fig. 

8(b). Here, the numerical solution of Eq.(3.7) is shown by utilizing five different RF tones up to 2.5GHz. 

The ΔL is set to 20cm, which yields a sine fitting with 750MHz frequency to illustrate the ranging principle 

of the AB-MTCW method.  

3.2.3. Theoretical model of a dynamic target 

On the other hand, simultaneous velocimetry is realized by exploiting the photonic Doppler velocimetry 

(PDV) technique [68,84]. Due to the movement of the target, the optical carrier and the modulation 

sidebands will experience a Doppler frequency shift in the measurement arm. The beating of the received 

frequency-shifted signal with the local oscillator will yield a frequency spike near the baseband as indicated 

in Fig. 8(c). In this process, the cross-beating terms of the RF tones in the measurement arm wouldn’t 

overlap with the reference arm; thus, the interference will only be depending on the self-beating terms to 

perform ranging. The E-field of the measurement arm in Eq.(3.6) can be modified into Eq.(3.8) by 

introducing the ωd and i

d , which are the Doppler shifts realized by the optical carrier and the modulation 

frequencies, respectively. The magnitude of the frequency shift determines the speed of the target by

0 / 2dv f= or 02d

v
f f

c
= , where v is the speed of the target, and λ0 is the wavelength of the optical carrier.  

The interferometric coherent detection is achieved only if i

d  is negligibly small. Such an assumption 

can be realized by comparing the possible Doppler shifts in the kHz-MHz range and the optical carrier 
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frequency in the THz. Therefore, the resultant complex Doppler-shifted IPD equation can be simplified by 

utilizing the approximation of i

d d d  +  . Moreover, the phase shifts of the modulation tones, i , and 

the initial optical carrier phase, 
0 , do not affect the relative phase shift. The phase change due to the main 

carrier, 
0 /L c  , yields a resolution in the micrometer range and it is assumed to be averaged out by the 

target surface roughness and possible small optical path mismatches thus are neglected. By employing these 

assumptions, it is possible to simplify the resultant cumbersome IPD equation that contains
d and the 

corresponding DC component as in Eq.(3.9) This is analogous to Eq.(3.7) if a static target is assumed with 

0d = .  
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As is shown in Eq.(3.9), there will be weak amplitude variations over the RF tones based on the 

magnitude of the Doppler shifts. If these variations are small, the ranging methodology will still be valid, 

and the interferometric coherent detection will still be achieved. However, for applications involving faster 

targets, a frequency-shifter should be integrated into the AB-MTCW lidar to realize the interference by 

compensating the wide Doppler shifts, which will still enable the AB-MTCW system to perform 

simultaneous ranging and velocimetry.   

It is possible to extract the speed information either by applying short-time Fourier Transform (STFT) 

to the measured time-domain signal or by measuring the Doppler shift in the base-band after applying Fast 

Fourier Transform (FFT) for ranging to accelerate the data processing during the measurements. For 

visualization purposes, the entire flow of the AB-MTCW lidar for simultaneous ranging and velocimetry is 

illustrated in Fig. 8. The time-domain data carried by IPD is transferred into the frequency domain by 

performing FFT. First, sinusoidal fitting is applied to the acquired tone powers for ranging. Then the 

Doppler shift is measured from the frequency spikes near the baseband to extract the velocimetry 

information by using the same acquired data.   

3.3. Numerical Verification 

3.3.1. Simulation of the numerical model 

The full system of the proposed AB-MTCW lidar is modeled in the computer environment that includes 

the modulator and detector nonlinearities, laser and detector noises, and losses in the measurement arm to 

verify the experimental results. In Fig. 10, the evolution of the tone powers is demonstrated while the range 

of the target is moved up to 30cm from its initial position. The modulation depth is set to 10% and losses 

are neglected ( 1m ref = = ). To eliminate overlapping of actual tones with higher-order distortions such 

as harmonic distortions (2ωi, 3ωi, …) and the intermodulation distortion (
2 12  ,

1 22   ,…), the RF 

tones are selected as 150MHz, 650MHz, 1.25GHz, 1.5GHz, and 2.1GHz with the same amplitude as shown 

in Fig. 10(a). When the target is 10cm away, the light propagates a total distance of 20cm back and forth 

from the target by creating peaks at every 1.5GHz. While the 1.5GHz tone has the same amplitude as before, 
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650MHz is degraded the most due to the proximity to the valley point at 750MHz that experiences complete 

destructive interference at the detector as seen in Fig. 10(b). When the target distance is doubled and tripled 

as in Fig. 10(c) and Fig. 10(d), respectively, the period of the sinusoidal fit decreases accordingly. 

Therefore, to achieve high resolutions, larger bandwidth is required. For example, by facilitating 50GHz 

RF bandwidth, the system can achieve <1mm resolution. Such higher resolutions can also be achieved by 

extrapolating the data of the lower frequency tones and signal processing without going to X-band 

modulation. 

 

Fig. 10 | Simulation results of the AB-MTCW lidar. RF tone power variation for various target distances 
and corresponding frequencies. The used tones are 150, 650, 1250, 1500, and 2100MHz. The target 

distances are (a) Lm = 0, (b) Lm = 10cm, (c) Lm = 20cm , and (d) Lm = 30cm. 

3.3.2. Scattering loss and unambiguous range characterization 

When the target range increases, the consecutive peaks of the sinusoidal fit get closer to each other due 

to the inverse proportionality of range and frequency as in 
2 fit

c
L

f
 =


. However, the same modulation 

pattern repeats itself according to the period of the greatest common divisor (ωgcd) of all RF tones. For the 

given tones ωgcd is 50MHz, therefore the same modulation pattern is repeating itself in every 3 meters. This 

AB-MTCW system is designed for the fine range measurements at the last portion of true range information 
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(Lm) that can be represented as m rep fL n L L=  + , where Lrep is the distance of modulation pattern repetition 

and Lf is the final range of information that can be extracted from this system. However, it is not possible 

to extract the number of repetitions (n) directly. Using quasi-CW signals can eliminate uncertainty and act 

as coarse range measurement. For instance, in the case of autonomous vehicles, the 300m operation range 

requires 2µs light propagation. The pulsed modulation with a 100kHz repetition rate and 50% duty cycle 

can yield sufficient time (>3µs) to acquire enough data for averaging. Also, it is possible to further increase 

the data acquisition time by increasing the duty cycle or decreasing the repetition rate. 

 

Fig. 11 | Simulation of the impact of the loss in the echo signal. The effect of measurement arm loss on 

the modulation depth of sinusoidal fit when there is no loss in the reference arm. 

Fig. 11 demonstrates how the modulation depth of the sinusoidal fit is decreasing while the 

backscattered signal is being attenuated with respect to the reference signal. There is a trade-off between 

the modulation depth and sensitivity of the system. When a high reference power is used, the coherent 

detection allows you to detect lower scattering powers, however, the variation between the constructive and 

destructive interference is mitigated. Therefore, the reference power should be optimized for the desired 

application based on the loss in the measurement arm that is due to divergence, range, and scattering 

efficiency. AB-MTCW lidar can measure the amplitude variations up to a 20dB power imbalance between 

the two arms. 
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3.4. Experimental Verification 

3.4.1. Methodology 

The experimental setup used for ranging and velocimetry is presented in Fig. 12. To assess the accuracy 

of the ranging measurement and compare the results, both the AB-MTCW and PToF lidars are implemented 

on the same platform. Here, the PToF lidar is realized by using a mode-locked (ML) laser with a 25MHz 

pulse repetition rate. Since the AB-MTCW measures the delay between the reference arm and the target as 

amplitude variations, the time difference between the pulses from the reference mirror and the target mirror 

is used to capture the same information in the PToF system. A sample of PToF ranging results is presented 

in Fig. 13(a), in which ∆t represents the time difference between the pulses backscattered from the reference 

and the target. The path difference is further calculated via 2L c t =   . The accuracy of this technique 

depends on the time resolution of the oscilloscope or data acquisition card, which is set to 50ps and 

corresponds to a 0.75cm range resolution.   

 

Fig. 12 | The experimental setup used for AB-MTCW and PToF lidar ranging, and simultaneous AB-

MTCW lidar ranging and velocimetry. Where the target is a mirror on a motorized translational stage 

and placed ~90cm away from the output facet of the beam splitter.  

The AB-MTCW lidar is built by using a narrow-linewidth CW laser (<1MHz) operating at 1540.2nm 

with 14mW average output power that yields a coherence length of about 150m to realize coherent 

detection. The light is further carried to a polarization controller (PC) by a single-mode fiber (SMF) to 

optimize the modulation with MZM. 6 RF tones at 79, 391, 971, 1657, 2159, and 2623 MHz were generated 

by generator boards and combined with a 6-channel RF combiner that is followed by a Bias-Tee with an 

additional 1.3V DC offset to realize quadrature bias at the MZM. To define a sinusoidal pattern at least 2 
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RF modulation tones are required according to the sampling theory. However, having more than 2 tones 

will improve the fitting accuracy if the signal is noisy. The experimental demonstration with six tones here, 

on the other hand, is limited by the number of input ports of the RF combiner used in the setup. Moreover, 

the tones are carefully selected in a fashion to forestall the cross-beating and the harmonic terms to overlap 

with the main modulation tones. The modulated light is amplified with a commercial Erbium-doped fiber 

amplifier (EDFA) with a >10dB gain to achieve a higher SNR. A 95/5 fiber Y-coupler is used to combine 

the 5% of the ML laser with 95% of MTCW Lidar and feed it to the CL. ML Laser was only operational 

while ranging is performed with the PToF method.  

In the free space, a 50/50 beamsplitter is placed on the optical free-space path to realize interference. A 

reference mirror is placed ~3cm away from the BS to reflect the beam into the BS, then to the detector for 

coherent detection. The detected tones in the reference arm are shown in Fig. 13(b). To inhibit any 

ambiguities due to tone power differences, the acquired measurement data is normalized with respect to the 

reference arm during each measurement to realize the variations in the tone powers.  

 

Fig. 13 | Experimental configurations of the PToF technique and AB-MTCW lidar. (a) Performing 

ranging via PToF technique of a stationary target, (b) acquired reference tones for MTCW ranging. 

A pre-programmed motorized translational stage that can move with a desired constant speed, v, up to 

~10cm/s is anchored ~90cm away from the BS, and a mirror is stationed on the stage to be used as a target 

to avoid the power requirements and reduce the effect of αmeas for demonstration purposes. The reflected 

beams from both mirrors are further combined in the BS and navigated into the collection lens (L1). The 

collected light is compressed by L1 and sent to the free space InGaAs P-I-N photodetector (PD), which has 

a 5GHz BW and 80μm active area. By considering the thermal noise of the oscilloscope, the minimum 
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resolvable power is in the μW levels with the utilized PD. The data is acquired by an 8GHz BW 

oscilloscope, where the time window is set to 100μs with 50ps time resolution, yielding a 10 kHz frequency 

resolution, which determines the limit for the velocimetry accuracy.  

First, the 40cm long stage is swept in 20 steps with 10 trials per step and at each step, ranging is 

performed with both AB-MTCW and PToF lidars one at a time. Then the stage is operated in the scanning 

mode, where the target oscillates back and forth at a constant speed to perform PDV at different speeds. 

Moreover, 15 different trials are performed while the target is around the midsection of the motorized stage 

for simultaneous ranging and velocimetry. If they operate at the same time, ML distorts the data acquired 

by the MTCW technique. Therefore, it is not possible to acquire the position information via PToF at the 

same instance of data acquisition by AB-MTCW lidar. Due to this adverse issue, the comparison is 

performed only for stationary targets.  

3.4.2. Static target results  

The PToF method results yield a total coverage of 87.7cm to 126.7cm from one facet of the stage to 

the other. The minimum measurable range with the AB-MTCW can be estimated by assuming a single 

sinusoidal fit in the entire frequency window as min / 2 RFL c f =  , where 1RF N Nf f f f = −  is defined 

by the first and last RF modulation tones 1f  and Nf , respectively. The resultant ∆Lmin with the selected RF 

tones is ~5.9cm. On the other hand, the maximum unambiguous range, Lunambiguous, of the AB-MTCW 

methodology can be theoretically defined by the greatest-common-divisor frequency of the selected RF 

modulation tones, which is 1MHz in the current setup corresponds to ~150m [48,80].  Overall, the current 

setup is capable of providing range information between 5.9cm-150m without facing any recursion of the 

emerging sine pattern. During stationary target ranging, sine fitting is performed based on ( )1 1 1sina b f c+  

function at each step after normalization with respect to the reference arm, where b1 represents the 

frequency of the fitting curve, 
fitf . The sweeping limits for b1 are set based on the information gathered 

by the PToF technique to mimic a quasi-CW operation. The average mismatch in range measurements 

between PToF and AB-MTCW is measured to be ~0.75cm, where 0.75cm is also the range resolution that 
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PToF can provide with the given RF bandwidth and the sampling rate of the system. In particular, a 5GHz 

photodetector and 8GHz oscilloscope are used in the experimental system along with a 20GS/s sampling 

rate, hence the maximum step resolution of the PToF is found to be 0.75cm. Furthermore, the resolution of 

the AB-MTCW lidar is determined by how well the variations in the tone amplitudes can be detected with 

respect to the fine step size. This is governed by the noise over the RF modulation tones and the selected 

tone frequencies. Due to the behavior of cosine, the high-frequency tones will yield larger amplitude 

variations compared to slower frequencies. With amplitude variations larger than the noise limit, the 

AB-MTCW lidar will perform ranging with high resolution.  

 

Fig. 14 | Static target ranging results with PToF and AB-MTCW lidars. Stationary target ranging with 

PToF technique (red) and AB-MTCW lidar (blue) along with the corresponding error bars that represent 
the standard deviation of 10 trials with respect to the best R2 data. The inset shows the calculated R2 at the 

given step. 

On the other hand, the accuracy of the AB-MTCW lidar is governed by the quality of the sine fitting 

on RF tone power distribution. The detected tone powers after the interference will vary due to the amplified 

spontaneous emission (ASE) at the EDFA, RF source noises, and detector noises, which will impact the 

accuracy of the measurements. The amplitude mꞌ of the emerging sine fitting will indicate the accuracy of 



 

42 
 

the MTCW Lidar technique. Higher the sine fitting amplitude mꞌ, the better matching, and detection 

accuracy it will produce. Here,  the R-squared (R2) statistical regression model is used to measure the 

accuracy of the sine fitting algorithm, where R2 =1 depicts a perfect fitting, and R2=0 is no correlation. The 

data with maximal R2 is selected among the 10 trials at each step and compared with the corresponding 

PToF measurement as in Fig. 14. 

As is clear, the ranging via AB-MTCW Lidar is in close agreement with the PToF results. The greater 

portion of the results is within the PToF range resolution. The maximum deviation between the two 

techniques is <3cm, which occurred only in step number 19 at ~124.4cm target distance. This can be 

attributed to the possible destructive interferences realized by the majority of the tones at the corresponding 

∆L that distorts the sine fitting algorithm, and also to the stability of RF sources. The calculated R2 values 

vary between 0.715 and 0.997 and the average R2 is 0.918, which indicates a >90% accuracy in the sine 

fitting algorithm. Increasing the number of RF modulation tones, or low noise RF tones may improve the 

variations in the R2 measurements. The average standard deviation measured in 20 steps with 10 trials is 

0.5cm, which indicates the repeatability, in other words, the precision of the AB-MTCW methodology. 

Moreover, the error bars in Fig. 14 represent the standard deviation of the measurements while the target is 

at the same location. The largest deviation is <2cm and the smallest standard deviation is measured to be 

0.12cm.  

3.4.3. Dynamic target results 

At first, to investigate the PDV with the MTCW setup, only velocimetry is performed without 

simultaneous ranging. Four different velocity settings are introduced to the motor one at a time to realize 

four different speeds and corresponding Doppler shifts. Hence, each velocity setting yields a different 

frequency spike near the modulation tones and the baseband. For instance, an RF modulated optical carrier 

at f0 and sidebands at 0 if f  will move to new frequencies at 0 df f+  and 0 i df f f + , respectively. The 

new beating tones are used to estimate the velocity of the moving object. 
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Fig. 15 presents the measured fd near the baseband under different motor velocity settings. The 

measured frequencies are at 45, 65, 105, and 135kHz, respectively, and the corresponding calculated speeds 

are 3.5, 5.0, 8.0, and 10.4cm/s. The measured speeds are verified coarsely by timing the movement of the 

translational stage and further confirmed with the specs of the electric motor. The resolution of the 

velocimetry is related to the frequency step size, which is 10kHz. Depending on the sampling of the Doppler 

shift, there is an error range of about ±0.8cm/s during the PDV. 

 

Fig. 15 | Velocimetry results by using AB-MTCW lidar. Frequency spikes at the base band for moving 
targets with speeds of (a) 3.5cm/s, (b) 5.0cm/s, (c) 8.0cm/s and (d) 10.4cm/s. The corresponding Doppler 

shifts are 45kHz, 65kHz, 105kHz and 135kHz, respectively. 

Due to the employed dual-sideband (DSB) modulation, coherent detection will yield both positive and 

negative terms caused by the Doppler shift in the RF domain as given in Eq.(3.9). Hence, a standard 

modulation technique will not resolve the direction of the motion. In order to resolve the direction, a single-

sideband (SSB) modulation should be considered. During the SSB modulation, the direction in the shifts 

near the modulation frequencies will reveal the direction of the speed in the RF domain as i df f+  or i df f−

where the sign indicates the direction of the motion. The magnitude of the velocity can still be acquired by 
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the Doppler spike near the baseband; however, the sign of the Doppler shift can only be realized near a 

modulation tone under SSB configuration. In addition, for the targets with acceleration, the STFT 

methodology can be employed to map the changes in the speed of the target during selected time intervals 

[50].      

 

Fig. 16 | Simultaneous ranging and velocimetry results while the target is moving with v=8cm/s. (a) 

Ranging, (b) corresponding R2 of the sine fitting, and (c) the measured velocity at the same instance.    

Simultaneous ranging and velocimetry are performed while the target is passing through the midsection 

of the translational stage at ∆L of 106-110cm for verification purposes. 15 data points are collected, and the 

simultaneous range and velocity measurement results are presented in Fig. 16. As expected, the measured 

∆L are within the indicated range with high R2 values in each trial. The lowest R2 is 0.88 and the average 

R2 is 0.96 which indicates the accuracy of the sine fitting. The power transferred to the Doppler spikes from 

the measured RF tones has a lower impact on the resultant R2 in the experimental setup. Thus, the average 

R2 is found to be within the same range as the average R2 acquired in the static target case. 

The measured frequency spikes near the baseband after coherent heterodyning is ~105kHz, which 

corresponds to a speed of ~8 cm/s. The majority of the trials yield the expected value except for trial 
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numbers 1, 3, and 8. As is seen in Fig. 16(c), the outliers are within the predicted error range of ±0.8cm/s. 

The sampling of the frequency spikes depicts the accuracy; thus, it is possible to improve the velocity 

resolution by increasing the time window without changing the sampling rate. This will result in 

compromising on the BW based on the requirements of the desired application.    

3.5. Analysis 

3.5.1. Lidar parameters 

The unambiguous range of the AB-MTCW lidar is determined by the tone selection. In particular, the 

greatest common divisor of the RF modulation tones yields the unambiguous range of the system as in 

Eq.(3.10). 
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
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It should be noted that the initial phases of the RF tones should be known, or calibrated or a phase-locked 

loop (PLL) technique should be employed to have tones with fixed phases before leaving the lidar system. 

In the case of the experiment, the greatest-common-divisor is selected as 1MHz, hence yielding a ~150m 

unambiguous range for detection.  

Along with the unambiguous range, AB-MTCW lidar has the minimum measurable distance limit. The 

minimum measurable range with the AB-MTCW can be estimated by assuming a single sinusoidal fit in 

the entire frequency window as min / 2 RFL c f =  , where 1RF N Nf f f f = −  is defined by the first and 

last RF modulation tones 1f  and Nf , respectively. This term is calculated to be ~5.9cm for the experiment. 

In PToF techniques, such a distance is defined as the blind zone which is commonly related to beam steering 

dynamics [85]. It is possible to configure this distance by manipulating the lidar architecture or fine-tuning 

the distance of the reference arm to match the ∆Lmin.   

The resolution of the AB-MTCW lidar is similar to that of FMCW lidars. However, since multiple RF 

modulations are employed, the phase resolution of the RF tones will define the ranging resolution in the 

AB-MTCW lidar architecture along with the capability of the measurement electronics to resolve the 
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amplitude variations over each tone. As in the other lidar methodologies, the phase resolution of the detected 

photocurrent is essentially defined by the time resolution of the detection electronics, in other words, the 

bandwidth of the system. Thus, the resolution is defined for each modulation frequency as in Eq.(3.11), 

where dt is the time resolution, dϕi is the phase resolution of the ith tone and ∆f is the bandwidth of the 

electronics. Since the complete ∆f is not utilized by the AB-MTCW lidar, the resolution can be related to 

the fastest tone frequency, fmax. In this experiment, the range resolution was limited to ~5cm based on the 

selected maximum tone frequency.   

 
max

~
2 2

i i

i i

d dt c c
L c c

f f

 


 


= = =


 (3.11) 

The precision of the AB-MTCW ranging technique is highly dependent on the signal-to-noise ratio 

(SNR). As described in Fig. 11, the amplitude variations can be detected up to a 20dB power imbalance 

between the LO and the echo signal. Based on these findings, a variable attenuator in the reference arm was 

suggested to preserve the mꞌ, which is the modulation depth of the sine fitting. By introducing monitoring 

power meters co-operating with a variable attenuator to the reference branch, it is possible to manipulate 

the power of the local oscillator depending on the collected power from the target. Hence, a coarse 

adjustment on the reference power will be sufficient to achieve the power balance. Otherwise, the reference 

arm dominates the interference and minimizes the amplitude variations induced by the phase difference.  

Even though coherent detection is employed as in FMCW lidars, the LO power levels are subject to the 

collected signal, which alters the impact of the shot noise due to the optical power.  

In terms of SNR, the same formalism as of FMCW can be used for coherent detection with a balanced 

photodetector. The SNR equation for AB-MTCW is given in Eq.(3.12), where Pref and Pecho represent the 

optical power received from the reference arm and the echo signal, respectively.  
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Unlike the FMCW lidar, the power imbalance between the LO and echo should be <20dB to resolve the 

amplitude variations and by assuming a variable attenuator it is possible to imagine Pref ≈ Pecho. Moreover, 

the SNR will be limited to the detector sensitivity for low reception powers due to the tunability of the Pref.  

Therefore, it is possible to simplify Eq.(3.12) to Eq.(3.13) for low optical power cases, where K is a constant 

defined by the system parameters. Similarly, if the echo signal power is high, the system will be shot noise 

limited as shown in Eq.(2.26). 

 

2 2 2 2 2 2 2 2

2 2

4 4

4

s ref ref ref L ref

N Bn th B
N

L

i R P R P R P R P
SNR K

F k T f fi i k T
F f

R

= = = = =
  

 
 

 (3.13) 

As shown in this equation, the SNR is depending on the reception power, as well as the electronic bandwidth 

of the lidar architecture. Since the region of interest in the spectrum is only the pre-selected RF tones, it is 

possible to enhance the SNR by applying multiple narrow pass filters at the tone frequencies to compute 

the target distance by the resultant amplitudes. Hence, it is not required to utilize the complete RF spectrum 

to determine the target position compared to other lidar systems.   

Furthermore, another numerical simulation is performed by using RSoft’s OptSim© optical simulation 

software to analyze the impact of noise on mꞌ. 6 RF tones up to 3.5GHz are used to modulate a 20mW, 

1kHz linewidth input laser operating at 1550nm. The modulated light is amplified up to 1W average output 

power via an EDFA. In the free space, a time delay that corresponds to a 1m path difference was placed on 

the measurement side, while the reference arm is kept as a local oscillator after a 50/50 BS. The detection 

is realized via a P-I-N PD with 5GHz BW that has R = 0.9A/W and a dark current equal to 1.5nA, which 

matches the specs of the detector used in the experiment. The PD is terminated by a 50Ω load, and room 

temperature is assumed without any electrical amplifier gain as the parameters for the thermal noise. All 

the electrical and optical noises are enabled during the simulations in noise-included trials. Both 

measurement and reference arms are multiplied by the same linear attenuation coefficient to mimic the 

behavior of a variable attenuator. With this approach, the effect of the single-arm attenuation is isolated to 

see the impact of the noise alone. The resultant RF tones with noise after each simulation are compared 
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with the ideal noiseless RF tones. The ideal case yields the best achievable mꞌ that corresponds to maximal 

measurement accuracy. The deviation in the amplitude of the sine fitting, δmꞌ, can be represented as

' ~ ( ) ( )ideal i result i

i

m P f P f − , where Pideal and Presult are the tone powers at ith tone frequency under 

noiseless and noisy configurations, respectively. The relative δmꞌ is presented in Fig. 17 along with the 

corresponding average received powers at different attenuation levels. The average noise power is 

calculated to be -73dBm, where the noise equivalent power (NEP) is calculated to be 0.6fW/Hz1/2, which 

matches commercially available PIN PDs [86].   

 

Fig. 17 | Simulation results showing the impact of SNR in AB-MTCW lidar. The deviation in the 
amplitude of the sine fitting (mꞌ) is due to noise (left). The received power with respect to the introduced 

linear attenuation (right). The noise floor is indicated as -73dBm (right). 

δmꞌ develops an understanding of the relation between the error in the measurement due to noise and 

the minimum required power in detection. When the received signal power falls under -50dBm, fluctuations 

in the tone powers due to noise will alter the sine fitting. Therefore, the measured sine frequency will 

change, and the accuracy will start to degrade. It is not possible to explicitly differentiate the signal after -

60dBm of received power. The largest contribution to noise is caused by the thermal noise, which is further 

enhanced with the wide BW requirements. Once the effect of αmeas and noises are combined, received power 
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should be high enough to achieve an SNR of >15dB. To mitigate such an issue, quasi-CW pulsation can be 

realized by introducing applicable repetition rates and duty cycles via the addition of another modulator. 

As a result, the detected power will be higher, and the RF tone powers will yield the desired sine fitting. 

In terms of precision and accuracy, the AB-MTCW system is dependent on the SNR. As mentioned 

earlier, the SNR can be enhanced by filtering the individual frequencies only. For the experimental 

demonstration, the precision is determined by the standard deviation from the mean for all the locations. 

The average standard deviation is measured to be ~0.5cm, where the maximum was <3cm as indicated with 

the error bars in Fig. 14. In addition, the accuracy of the AB-MTCW lidar is determined by the quality of 

the sine fitting, which is found via the R2 regression model. The average R2 is found as 0.918 indicating a 

>90% accuracy in the sine fitting algorithm. 

3.5.2. Challenges 

The most significant challenge in AB-MTCW lidar is the power balance requirements between two 

arms that create the need for adaptive power adjustment of the reference arm. By introducing monitoring 

power meters co-operating with a variable attenuator to the reference branch, it is possible to manipulate 

the power of the local oscillator depending on the collected power from the target. Hence, a coarse 

adjustment on the reference power will be sufficient to achieve the power balance. Otherwise, the reference 

arm dominates the interference and minimizes the amplitude variations induced by the phase difference.   

Another crucial factor is the potential ambiguity caused by the initial phases of the RF modulation 

frequencies. The initial phases of the modulated signal should be known to compute the target position. 

This can be solved by manipulation of the RF synthesizers as well as the pre-calibration of the system 

before operation. The known reference branch can be measured prior to the data acquisition to calibrate the 

initial phases of the RF tones.  

In addition, tone selection plays an important role in terms of minimum range, unambiguous range, and 

range resolution. The minimum range is determined by the maximum tone frequency, while the 

unambiguous range is defined by the greatest-common-divisor of the RF tones. To enhance the 

unambiguous range, it is possible to integrate the multi-tone modulated CW light with a quasi-CW pulse to 



 

50 
 

realize the time gating of the echo signal. As an alternative, it is possible to utilize low-frequency tones 

along with the high-frequency ones to generate the coarse range information of the target. In terms of 

resolution, faster tone frequencies will yield greater amplitude variations, in other words, phase variations, 

over shorter distances, which can enhance the sensitivity of the AB-MTCW lidar in terms of distinguishing 

the range of closer targets.  

Moreover, the AB-MTCW lidar can distinguish the speed of the dynamic target by utilizing the Doppler 

spikes near the baseband or near the modulation frequencies. However, since the system relies on the 

beating of two similar frequencies to generate the phase difference as amplitude variations, the high-speed 

targets will induce a wide Doppler shift to the echo signal that inhibits the realization of amplitude 

variations. In particular, when the magnitude of the induced Doppler shift exceeds the line width of the 

laser, the amplitude variations will wash out, hence the AB-MTCW lidar wouldn’t be able to generate the 

target’s range. This can be compensated by implementing acousto-optic frequency shifters in the reference 

arm, to match the frequency of the Doppler-shifted echo signal. Additional techniques to generate the target 

distance of high-speed targets will the presented in the following chapter.  

Besides, the challenges regarding the coherence length of the laser, as well as multip-path interference 

can also be realized in AB-MTCW lidar architecture, similar to FMCW lidars. Therefore, a narrow 

linewidth laser is necessary for long-range operations.   
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4. PHASE-ENHANCED AMPLITUDE-BASED MTCW LIDAR 

4.1. Motivation 

The potential challenges related to the amplitude-based multi-tone continuous wave (AB-MTCW) lidar 

are described in Chapter 3. Among others, the wide frequency shift induced by the high-speed dynamic 

target is a very significant limitation that needed to be addressed. In this chapter, a complementary phase 

detection algorithm to enhance the capabilities of the AB-MTCW lidar for single-shot simultaneous ranging 

and velocimetry measurements. As described in the AB-MTCW approach [47,80], the range information 

of the target is stored in the phases of the individual RF tones. The phase of the Doppler-shifted RF tones 

and the amount of the induced Doppler frequency shift can be used to extract the range and velocity 

information, simultaneously. Specifically, the distribution of tones, their phases, and the amplitude 

information, and utilization of these can enhance the single-shot measurements by AB-MTCW lidar. 

Combined with pseudo-PToF to generate quasi-CW signals, the technique can give high resolution ranging 

limited by the maximum tone frequency and temporal resolution of detection electronics irrespective of the 

target distance. The resolution can be further enhanced by using prediction algorithms [87]. Moreover, the 

Phase-Enhanced AB-MTCW (PE-MTCW) approach has the potential to mitigate the requirement for a 

narrow linewidth laser for coherent detection, since the relative phase changes of RF tones are being used 

instead of absolute phase and frequency measurements as a means to determine the target range. 

4.2. Working Principle 

4.2.1. Theoretical model 

The numerical formalism of the PE-MTCW approach is similar to AB-MTCW with an emphasis on 

the individual phases of the resultant frequencies. Therefore it is possible to use Fig. 9 to visualize the 

parameters. Similar to AB-MTCW, the laser beam is split into two via a beamsplitter (BS), where one 

modulated beam is kept as the local oscillator and the other as the measurement branch to realize coherent 

detection on the photodetector (PD). The local signal is transmitted to the reference mirror that is separated 

from the BS by a distance Lref. The back-reflected signal from the reference mirror accumulates a phase 
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with respect to the corresponding frequency and has the field equation Eref as given in Eq.(3.5), where αref 

is the linear attenuation coefficient realized in the reference arm. The electric field in the measurement 

branch is represented by Em, where the target speed, v, alters the echo signal by inducing Doppler shift, ωd, 

to the optical carrier frequency 
0

2
d

v

c
 =  after the laser beam travels a distance of Lm [68,84]. Similarly, 

each modulation frequency realizes a Doppler shift i

d , as well. The returned signal electric field equation 

after the completion of the round trip is shown in Eq. (3.8). 

The forward propagating and backscattered light have different phases due to changes in the carrier and 

modulation frequencies. Since 0 i   it is possible to assume i i

d d d d d    + − . Unless the laser 

linewidth is in the order of kHz or below and the target is moving at extreme velocities, this assumption is 

always true for most practical applications. The Doppler shift realized by individual modulation frequencies 

will be in the <kHz levels even for very fast targets, while the optical carrier will realize MHz level shifts.  

After the beams in both arms propagate back to the PD from the reference mirror and the target, the 

corresponding electric fields will be converted into the detector photocurrent 

( ) ( )
*

PD m ref m refI R E E E E= +  +  to realize coherent detection, where R is the responsivity of the PD in 

A/W. The explicit IPD equation is given in Eq.(4.1), where Aref and Am stand for
0

2 2

ref

ref

A
A


=  and 0

2 2

m
m

A
A


=

, respectively. Moreover, selecting tone frequencies in a manner that prevents frequency overlap between 

desired beating tones and weak cross-beating tones would improve the crosstalk and spur-free dynamic 

range of the measurement. Here, the weak cross-beating terms between individual tone frequencies are 

neglected in Eq.(4.1). The expected spectral peaks in the frequency domain are stationed at ωd, ωi, 2ωi, 

i d + , i d − , 2 i d + and 2 i d − , and at their negatives if a dual side-band modulation is used. The 

phases of ωi and 2ωi terms are highly dependent on the reference field and have a very small contribution 

from the measurement arm for a highly unbalanced system. However, the previous AB-MTCW experiments 
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[47,80] demonstrated how to utilize those tones for range measurements by comparing the relative 

amplitude variations [47]. 
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The Eq.(4.1) can be further simplified for frequency tones at i d   =   or 2 i d   =   as 

4cos cos
2 2 2 2

t
   


      

− + +   
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by using trigonometric identities. The definitions of 
2 2

   
− 

 
 and 

2 2

   
+ 

 
 for each tone are given in Table 1 Hence, their amplitudes and phases reveal the range 

information as indicated in Eq.(4.1) and Table 1 [81,88]. In particular, the phases of the measurable tones 

for the range information are given. However, as shown in these definitions, for a system with N RF tones 

at the there are 4N frequency tones for data analysis for dynamic targets and there are 2N tones for static 

targets to extract the range information only, which is instrumental to increasing the robustness and 

accuracy of the system. Here, the objective is to have an algorithm for single-shot range and velocity 

measurements by utilizing the phases rather than the tone amplitudes. For illustration purposes, the main 

focus will be on the phase accumulations of tones at i d + and i d − only.  

Table 1 | Resultant frequencies and their corresponding amplitude, phase, and L0 equations. 
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frequency when 0in = . Therefore, the multiple tones will be used to facilitate triangulation algorithms. In 

particular, if the integer m
i

i RF

L
n

 −

 
=  
 

is defined, where λi-RF is the RF tone wavelength, then it is possible to 

formalize the measurement distance Lm for a given phase measurement as in Eq. (4.2). 

 
( )2

i d

i refmeas

i

m
i d

L
n

cL

c

 


 

 

+ −

=


 (4.2) 

Hence, for a given maximum measurable distance Lm-max that is determined by the system parameters, 

such as laser power, laser linewidth, SNR of the system, etc., there will be multiple solutions for the same 

target. While higher tone frequencies are desired for high resolution ranging, they are handicapped due to 

increasing ni value. Low-frequency tones produce a lower number of solutions with coarser resolutions, 

whereas the rapidly varying phases on the higher frequency tones generate multiple solutions with higher 

resolutions. The actual ranging solution is a triangulation of all tone frequencies. One method of converging 

to a single solution after triangulation is selecting the lowest frequency RF tone as 1 maxRF mL − − . However, 

this will impose additional constraints on the detection electronics and the length of the time window for 

the desired application. Similar to constraints in FMCW, if there is extensive scanning involved, using a 

longer time window will limit the number of scans that can be performed per second. Therefore, the number 

of RF tones and their frequency ranges should be determined based on the desired resolution and maximum 

ranging distance Lm-max. However, implementation of a pseudo pulsation or quasi-CW operation that uses 

long pulses with multi-tone RF modulations imposed on them can further enhance this approach by 

eliminating the limits of ni described above and providing a higher SNR solution due to high peak power 

excitation.  

Similar to FMCW lidars, the frequency variations due to Doppler shift are used to identify the velocity 

information  [89]. There are up to 2N degrees of freedom to estimate the velocity information. The precision 

of the velocity measurement is determined by the time window used to capture the range. For instance, a 

1ms time window will yield a 1kHz spectral resolution that corresponds to 1mm/s or 1.5mm/s resolutions 
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in velocity measurements by using a 1𝜇𝑚 laser or by using a standard telecom laser at 1.55 𝜇𝑚, 

respectively. The variations in Doppler shifts at different RF tones are negligibly small in most applications. 

For practical purposes, using tones with higher powers would yield high SNR velocity measurements. The 

value of ωd can be extracted from the photocurrent spectrum by comparing the ωi or 2ωi tones and their 

corresponding Doppler-shifted i d  or 2 i d  tones, respectively, or by evaluating the Doppler peak 

near the baseband. 

4.2.2. Triangulation algorithm 

The triangulation algorithm is used after calculating ,

0 , ,/i j

i j i jL c  =    , the final range estimation 

without recursions, from the phase variation of the individual tones to determine the actual value of the 

target distance Lm, where Δϕi,j, and Δωi,j represent the phase and frequency differences of the ith and jth tones, 

respectively. It is possible to generate a total of ( )2

N  possible 
,

0

i jL  for a stationary target, whereas the targets 

in motion will yield ( )2

2

N  degrees of freedom. The final estimated Lm values should converge to the same 

value for each integer ni based on , ,

0

i j i j

m iL L n L= + where ,

,2 /i j

i jL c =  .  

Here, the maximum anticipated range of a target is set by selecting the maximum value of ni. In practice, 

this range is determined by the total loss of the system or the application. Then, the integer value of ni is 

scanned from ni = 1 to nmax and all the estimated Lm are concatenated in a data matrix Mk,l, where k is equal 

to nmax and l is the number of available ∆ωi,j, also corresponding Lm for each ∆ωi,j are placed in an increasing 

fashion to each column. An example of the data matrix Mk,l is given in Fig. 18 after acquiring data with a 

3-tone PB-MTCW lidar. Finally, the standard deviation of each row is computed as 

( )
2

,

1

/
l

kk k r

r

M M l
=

= − , where kM is the mean value of the kth row. Then the first column of Mk,l is 

matched with σk to find the standard deviation at the corresponding Lm. The length where the minimum σk 

is found will yield the closest target range since all the calculated Lm converges to this particular range 

value.  
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Fig. 18 | Example of the triangulation matrix. Illustration of data matrix Mk,l for a 3-tone PE-MTCW 

lidar with ω1, ω2, and ω3. The k values in the matrix represent the value of n in ( ),

0 ,2 /i j

m i i jL L n c = +  . 

The repetitive terms, where the k values are equal in the consecutive rows are indicated in the matrix as 

repeat. 

4.3. Numerical Verification 

4.3.1. Simulation parameters 

A numerical verification is performed by mimicking simultaneous ranging and velocimetry of a fast-

moving target to demonstrate the system's capability. To configure the MTCW lidar, a narrow linewidth 

CW laser is set to operate at a 1µm central wavelength. The laser beam enters the MZM with a selected 

modulation depth of m = 0.01 to maintain the linearity of the modulator. Four modulation frequencies are 

fed to the MZM at 75MHz, 500MHz, 1900MHz, and 2450MHz. These tones are carefully selected in a 

fashion to forestall any form of frequency overlapping over a i d   frequency span. MZM output is 

followed by a beam splitter. At the detector, the reference signal amplitude is set to be αref = 1, while the 

signal from the target has an attenuation of αm = 0.01 pointing out a 20dB loss due to scattering. 
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An InGaAs PIN photodetector is assumed in the system with a 5GHz bandwidth based on the selected 

tone frequencies, and 0.9A/W responsivity in accordance with the commercially available detectors. The 

load impedance of the detector is set to 50Ω. For simplicity and proof of concept purposes, detector noises 

such as the shot noise and the thermal noise are neglected. In the simulation, a 256µs time window with 

about 61 ps temporal resolution (i.e. 222 samples) is used, which corresponds to a total of a 16.4GHz 

frequency window and ~4kHz frequency resolution. The Lref is preselected in the system as 10cm and the 

target is set to be Lm = 50m away from the lidar with a movement speed of 30m/s (108km/h) in the direction 

of the laser beam propagation. This speed induces a 60MHz Doppler shift to the optical carrier. Eq.(3.5) 

and Eq.(3.8) are used by setting ϕo = ϕi = 0 to acquire the resultant IPD. In practice, the initial phases of RF 

tones can be set by synchronization of RF generators via master-slave operation.  

4.3.2. Simulation results 

The detected time-domain signal by the PD is converted into the RF spectrum via Fast Fourier 

Transform (FFT) as shown in Fig. 19. The significant frequencies are indicated on the spectrum, which are 

ωd, ωi, 2ωi, and 2 i d  . There are in total of 8 frequency spikes that are applicable for Eq.(4.2). These 

peaks are found via a peak finding algorithm and by using the known ωi and measured ωd values as reference 

points. 

On the other hand, it is possible to acquire the value of ωd by analyzing the spike near the baseband or 

the peaks near the known modulation tones in Fig. 19. The measured Doppler shift on the RF spectrum is 

60MHz and the Doppler peak is indicated in Fig. 19 as ωd. The resolution of the velocimetry is depending 

on the frequency resolution of the spectrum, δω. Therefore, the velocity resolution can be formalized as

( )0/v c  =  . In this particular simulation, the δv of the MTCW system is 0.4cm/s due to the long 

time window. In the actual practice, there is an interplay between time window, i.e. velocimetry resolution, 

and the number of scans one can perform per second in most of the CW lidar systems, in particular FMCW 

lidar systems, which should be taken into account while configuring the lidar depending on the desired 

application.  
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Fig. 19 | RF spectrum of the simulation result of PE-MTCW technique. RF spectrum of the resultant 

IPD of a target at 50m with 108km/h speed. Each modulation tone, higher-order frequencies, their 

corresponding Doppler shifts, and the ωd are indicated on the RF spectrum. 

The desired phases are extracted by using the output voltage, Vout, generated by the IPD. After 

performing FFT, the resultant complex Vout yields the phase observed at that particular tone in between the 

interval of -π,π. This process can be further improved by using Bessel filters in the frequency domain to 

generate the phases of individual tones. At this point, all the variables are found to compute Lm except for 

the value of ni in Eq.(4.2). It is not possible to measure the exact number of complete cycles of a modulation 

tone via the MTCW methodology by looking at the results in a single tone. Hence a triangulation approach 

is used to generate the exact distance of the target using the individual i d  phases. It is possible to further 

enhance the sensitivity of the methodology by employing 2 i d  tones, however, these tones will have 

lower powers compared to i d  .  

To find the measurement length, the possible ni values are swept for each i d  . The highest ni value 

belongs to the highest frequency tone with the smallest RF wavelength. The lowest frequency tone will 

have the lowest value of ni. In an actual application, it is desired to have a minimum value of ni = 1 within 
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the maximum measurement range by selecting an appropriate tone frequency, or it is desired to use the time 

of arrival information of quasi-CW pulses to estimate a coarse range value. The calculated Lm results for 

the given ni at the corresponding frequencies are shown in Fig. 20(a). Each frequency has a different 

repetition length of 2 / i dc    as the following, 
1

19.98m
d

L − = , 
1

2.22m
d

L + = ,
2

68.13cm
d

L − = ,

2
53.53cm

d
L + = , 

3
16.29cm

d
L − = ,

3
15.29cm

d
L + = ,

4
12.54cm

d
L − = , and 

4
11.94cm

d
L + = . 

To estimate the actual Lm, first, a data matrix Mk,l is generated such that ( ), 02 / i d

k l i dM k c L
    

=  +

, where 
0

i dL
  is computed by using the equations in Table 1, max1,2,..., ik n −= , and l = 2N. For illustration 

purposes, it is assumed that the desired measurement range is within ni-max = 500 for the highest frequency 

tone. Since, for other lower frequencies, ni-max will be lower for the same target range, it is not needed to fill 

values of the matrix for the estimated length ( ) 0 max2 /i

k i dL k c L L  =  +  . Since 4 d + will yield a 

better resolution due to its smaller repetition length, the last column of Mk,l is set to the estimated Lm at each 

ni, which will be used as the finest length resolution. The rest of the columns are filled in the same manner. 

However, range estimation values presented in new columns are selected in a manner to closely match the 

estimated Lm values in the last column. Since as the tone frequency decrease, ( )2 / i dc    will repeat 

itself less often, hence the repetitive terms are obtained in the previous columns, as illustrated in a sample 

matrix in Fig. 20(b).   

After establishing the Mk,l, the standard deviation of each row is calculated and stored in the array σk as

( )
2

,

1

l

k i k

i
k

M M

l
 =

−

=


. Here, kM stands for the mean of the kth row. Then the first column of Mk,l is 

matched with σk to find the standard deviation at the corresponding Lm. The length where the minimum σk 

is found will yield the closest target range. Fig. 21 illustrates the 𝜎𝑘 values for a target at 50m away.  The 

minimum σk corresponds to a target at Lm = 50.0091m that deviates 0.91cm from the actual. Here the error 

range is dictated by the time resolution δt of the detected signal as ( ) / 2L t c =   .  
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Fig. 20 | Measured distance by each Doppler-shifted frequency. (a) Measurement length results, i d

kL
 

, after sweeping the ni up to 500 for each i d   (b) Representation of the first 11 rows of the Mk,l matrix 

with 2 RF modulation tones with the calculated i d

kL
 

values. Blank spaces are repeating terms for k<10. 
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Fig. 21 | Result of the triangulation algorithm based on simulation results. σk with respect to Lm to find 
the distance of the target via triangulation. Lm set to 50m with a target speed of 108km/h. The minimum σk 

value is indicated in the figure. 

Detecting targets that are further than the λRF-max should be evaluated by considering the fact that the 

minimum standard deviation point repeats itself for every distance of gcd2 /repL c = , where ωgcd is the 

greatest common divisor of i d   frequencies. In particular, for applications like aerial imaging or remote 

sensing through satellites or flying devices, a quasi-CW approach should be utilized to generate long pulses 

with high peak power and RF modulations on top of them to mitigate the cyclic behavior. In a such method, 

the quasi-CW pulses offer the time of arrival measurements to capture coarse range measurements, while 

RF modulations on top of the long pulse facilitate more precise range and velocity measurements. 

Therefore, the span of ni will be limited due to the time gating of the modulated pulses. At each interval, 

the selected ni range will yield a single solution based on the measured tone frequencies and phases. In our 

theoretical model, Lrep is found to be ~60m, which corresponds to the greatest common divisor of all 

i d   terms that is 5MHz. As a result, the minimum standard deviation repeats itself at 50m, 110m, 
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170m, … etc. Hence, selecting tone frequencies in a way that the greatest common divisor of all i d   

terms is as small as possible will increase the Lrep. 

4.4. Experimental Results 

4.4.1. Dynamic target results 

 

Fig. 22 | Measured resultant RF spectrum of the target moving with ~8cm/s. 6 RF modulation 
frequencies are indicated on the spectrum. Insets (a) magnified Doppler spike near the baseband at 105kHz, 

(b) magnified ω6 and its corresponding 
6 d  .  

To prove the concept in the experimental domain, the test bench in Fig. 12 is used. The target is set to 

move with ~8cm/s and the 40cm long stage is placed 90cm away from the PE-MTCW lidar. A region is 

selected on the stage for data acquisition that corresponds to a distance of 110-115cm from the detector 

since the actual distance of the target cannot be measured due to the movement of the target with an 

integrated PToF lidar for comparison and verification. The data is acquired while the target is moving 

through this predetermined location on the translational stage at a constant speed. A narrow linewidth 

1550nm laser is modulated by 6 RF modulation tones at 79, 391, 971, 1657, 2159, and 2623MHz. The Lref 

is measured to be 3cm and the initial tone phases, ϕi, are acquired from the Eref spectrum to normalize the 
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resultant i d  phases. The triangulation algorithm is applied to the measured i d  phases to compute 

the target distance. The velocity of the target is found using the RF peak near the baseband.  

The final measured RF spectrum is presented in Fig. 22. Each ωi and its corresponding i d  are 

labeled on the spectrum as well as the Doppler frequency near the baseband. The measured Doppler spike 

is at 105kHz which is equal to 8.08cm/s at 1550nm with a ±0.8cm/s accuracy due to the frequency resolution 

of the measurement setup. For ranging, data matrix Mk,l is generated by setting l to 12 and k to 30. The 

phase of 6 d + is used as the reference point to maximize resolution. The final σk and the minimum 

standard deviation point are shown in Fig. 23. The Lm is measured as 111.9cm which is within the 

predetermined measurement range. The expected ranging resolution, δL, is ±0.75cm based on the temporal 

resolution after interpolation of the acquired data. The minimum σk is 0.15, where the minimum standard 

deviation should be zero in an ideal noiseless system. It is expected to have a nonzero standard deviation 

due to the phase noise of the source and detector noises.  

 

Fig. 23 | Experimental triangulation result of the PE-MTCW lidar. σk with respect to Lm to find the 

distance of the target via triangulation. The minimum σk value is indicated in the figure at Lm = 111.9cm. 
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4.5. Analysis 

4.5.1. Lidar parameters 

The parameters for the PE-MTCW technique are the same as the AB-MTCW lidar since the technique 

is based on the AB-MTCW architecture. To summarize, the unambiguous range is related to the greatest 

common divisor of the selected RF tones as indicated in Eq.(3.10). Moreover, the range resolution is related 

to the phase resolution of the system, which is defined by the time resolution of the measurement 

electronics, in particular dt. The range resolution can be formalized as in Eq.(4.3), which is inherently 

related to the bandwidth of the lidar architecture. 

 L c dt =   (4.3) 

 In terms of precision, the minimum standard deviation point can create an understanding of the 

measurement. For instance, in the experiment, the minimum σk is 0.15, where the minimum standard 

deviation should be zero in an ideal noiseless system. If the acquired phases are absolute, the common 

solution should converge to the same value, and thus should yield a 0 σk. It is expected to have a nonzero 

standard deviation due to the phase noise of the source and detector noises. In addition, the SNR of the 

system should be similar to FMCW as in Eq.(2.26) for high echo signal power cases, whereas the SNR 

should follow the AB-MTCW formalism as in Eq.(3.13) for low optical power levels due to the power 

adjustment requirements of the reference arm. 

In terms of range accuracy, the main limitation arises from the laser phase noise as well as the jitter, 

RF tone frequency drifts, spurious-free dynamic range, potential cross-talks, etc. These parameters are 

related to the lidar system specifications as in the other lidar techniques. 

4.5.2. Challenges 

As mentioned in Section 3.5.2, the challenges for the AB-MTCW system persists for the PE-MTCW, 

except for the Doppler shift limitations. Similarly, the phases of the initial modulation frequencies should 

be known in the system. This can be realized by phase-locking of the RF tones and pre-calibration of the 

system before operation.   
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In contrast to the AB-MTCW, the minimum standard deviation point will repeat itself in every Lrep, 

which is defined by gcd2 /repL c = . It is possible to extend the unambiguous range by introducing low-

frequency RF modulations to the MZM along with the high-frequency components, or it is possible to 

introduce a quasi-CW pulsation on the modulated beam to employ time gating to acquire the limits of the 

ni. 
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5. PHASE-BASED MULTI-TONE CONTINUOUS-WAVE LIDAR 

5.1. Motivation 

The limitations and challenges of the AB-MTCW lidar are described in the previous section. The 

fundamental limitation of the AB-MTCW lidar is the power balance requirement between the reference and 

measurement arms. Similarly, the maximum measurable distance is limited to the coherence length of the 

laser as in 
max 0/ 2 / 2cohL L c f= =  . In addition, achieving single-shot measurements without any kind of 

phase, frequency, or amplitude sweeping is always the primary objective. Therefore, to address the issues 

in the AB-MTCW and PE-MTCW lidar, the lidar architecture, as well as the post-processing algorithms, 

are modified to perform simultaneous single-shot ranging and velocimetry without any form of sweeping, 

which has the capability of yielding high-resolution results beyond the coherence length limitations of the 

CW laser.  

To do so a fraction of the source laser before encoding the RF tones at the amplitude modulator is used, 

along with proper algorithms in a new experimental setup. Such a method paves the way to annihilate the 

requirement of power balance between signal and LO as in the AB-MTCW architecture. It is possible to 

come up with a solution that removes the common noise terms and impact of coherence length limitations. 

In this technique, which is called the Phase-Based Multi-Tone Continuous Wave lidar (PB-MTCW), instead 

of employing any form of frequency, phase, or amplitude sweeping, a CW laser is modulated with multiple 

phase-locked radio-frequency (RF) tones to generate stable sidebands using a Mach-Zehnder modulator 

(MZM) under a linear modulation configuration. Then the phases of individual tones are utilized that are 

encoded in the echo signal after heterodyning with the unmodulated local oscillator, similar to the PE-

MTCW technique. Since the absolute value of the phase differences between the reference, i.e. local 

oscillator, and the echo signal are impaired due beyond the coherence length of the laser, the phase 

differences between RF tones are utilized which are free from common noise terms. The phase difference 

of the individual sidebands reveals the target distance, while the acquired Doppler shift produces the target 

velocity, simultaneously. 
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5.2. Working Principle 

5.2.1. Concept 

 

Fig. 24 | Working principle of the Phase-Based Multi-Tone Continuous Wave lidar.  (a) The electric 
field spectrum of the laser after modulation with ω1, ω2, ω3, … ωN frequencies. (b) The resultant 
photocurrent (Ipd) spectra after acquiring the echoed signal from a stationary tree and a car in-motion with 
a velocity (v), respectively. (c) Schematic design of the PB-MTCW lidar. (d) The flowchart of the signal 

processing.   

In PB-MTCW lidar configuration, a continuous-wave laser is split into two through a fused fiber 

coupler with a coupling coefficient of β as displayed in Fig. 24(c) [83,88,90]. All the fibers are polarization-

maintaining (PMF) to inhibit potential polarization mismatches. The measurement branch of the system is 

further modulated by an MZM with multiple RF tones generated by phase-locked RF synthesizers operating 

with a common clock. The electric field spectrum of the laser after modulation with ω1, ω2, ω3, … ωN 

frequencies by a Mach-Zehnder modulator (MZM) before leaving the collimator. Each tone has an initial 

phase of ϕ0 before ranging, which is shown in Fig. 24(a). The modulated light is then fed to a circulator that 



 

71 
 

is followed by a collimator for both transmission and reception. The collected light is sent to a second 

coupler for heterodyning with the local oscillator branch, which is further connected to a high-speed 

photodetector. The resultant photocurrent (Ipd) spectra after acquiring the echoed signal from a stationary 

tree and a car in motion with a velocity (v), respectively as depicted in Fig. 24(b). The tones accumulate 

different phases of ϕ1, ϕ2, ϕ3,… ϕN with respect to the target distance Lm. In the case of the dynamic target, 

the optical carrier and the sidebands realize a Doppler frequency shift of ωd.
,

i
+ − represents the acquired 

phases of each Doppler-shifted modulation. The flowchart of the signal processing is illustrated in Fig. 

24(d), which starts with the interpolation of the time-domain data. Each modulation tone or shifted peak is 

filtered out for post-processing. If ωd ≠ 0, the target speed is computed, then the individual tone phases are 

generated. Using the phase difference between the tones, the initial target distance (
,

0

i jL ) is computed, which 

is followed by the triangulation of the actual target distance with multiple
,

0

i jL to achieve ranging.   

5.2.2. Theoretical model of a static target 

 

Fig. 25 | Theoretical model parameters on the PB-MTCW configuration. EMZM is the electric field of 
the MZM output and Em is the electric field of the echo signal. ELO represents the electric field of the local 

oscillator. Lm is the measurement range and v is the speed of a dynamic target.  

The electric fields of the local oscillator (ELO) and the echo signal (Em) are indicated on the PB-MTCW 

schematic in Fig. 25, as well as the transmission electric field after modulator (EMZM) and the resultant 

photocurrent Ipd. The output of the CW laser is formulated as 0 0 0exp( )laserE A j t j = + , where A0 =√Pout is 

the amplitude, ω0 is the angular frequency and ϕ0 is the initial phase of the electric field generated by the 
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source laser. The laser is then split into two by a coupler with a β/(1-β) power splitting ratio. The 

unmodulated local oscillator is formulated as in Eq.(5.1) by also considering fiber attenuation (αf) and laser 

phase noise ( ( )n LOt − ), where LO  is the propagation time in the local oscillator branch. 

 
0 0 0exp( ( ))LO f n LOE A j t j j t     = + + −  (5.1) 

For simplicity, the phase induced to the optical carrier due to fiber path lengths is neglected. The light 

in the upper branch is modulated via a Mach-Zehnder electro-optic modulator (MZM). N number of phase-

locked RF tones that have RF

iA amplitude, ωi angular frequency, and RF

i initial phases generate the E-field 

as ( )
1

cos
N

RF RF

RF i i i

i

E A t 
=

= + that is further fed to the MZM for modulation. Assuming a balanced MZM 

under push-pull configuration, the field transfer function can be formalized as
0.5

cos inV

V

 
 
 

, and at the 

quadrature bias, the resultant voltage will be 
2

in RF

V
V E= + . As a result, the modulation equation will have 

the formalism of
1

cos cos sin
4 2 2 22

RF RF RFE E E
V V V  

         
+ = −      

       
. The modulation depth of the 

MZM can be represented as

RF

iA
m

V


= . Now, assuming a linear modulation with relatively low modulation 

depth to achieve the E-field after MZM by using 
2 2

laser laser
MZM RF

E E
E E

V


= − that is shown in Eq.(5.2). 

0 0
0 0

0 0
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exp ( ) ( )
1 exp( ) 1

2 4 2 exp ( ) ( )
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N

i i

MZM f f RF
i

i i

j t jA mA
E j t j

j t j
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   =

  + + +  = − + − −
  + − + −  

  (5.2) 

After the formation of the sidebands, one can include the fiber path length traveled by the light to the 

total propagation distance, Lm, i.e. m free PMF fiberL L n L= + , where Lfree is the light propagation in free space, 

nPMF is the refractive index of the polarization-maintaining fiber, and Lfiber is the total fiber path length after 

MZM. Each modulation tone will accumulate a phase based on the Lm and speed of light, c, as 
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2range m
i i

L

c
 = . The E-field of the echo signal is represented in Eq.(5.3) after defining the linear attenuation 

coefficient (αm) related to the potential scattering, collection, and/or back coupling losses.    
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 (5.3) 

Here, 2 /mL c =  is the time of propagation and ( )n t −  is the laser phase noise related with τ that is 

when the laser beam first left the MZM. Since the defined phase noise term is related to the carrier, the 

same noise term will be carried by every modulation frequency. 

The Em and ELO are combined via a combiner and the photocurrent is achieved based on the square-

law detector as ( ) ( )pd m LO m LOI R E E E E


= +  + . The final Ipd after the interference of the local oscillator 

with the echo signal from a stationary target is shown in Eq.(5.4), where the laser phase noise difference of 

Em and ELO is represented as ( ), , ( ) ( )LO n LO nt t t      = − − − [91].   
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5.2.3. Theoretical model of a dynamic target 

In the case of a dynamic target, the backscattered light will realize a Doppler frequency shift of ωd. The 

Doppler shift is related to the target speed as ( )  0  2 /d v c = , where v is the target velocity in the direction 

of laser propagation. Similarly, each modulation frequency realizes a Doppler shift i

d , as well. The 

returned signal E-field after collection is shown in Eq.(5.5). 
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The forward propagating and backscattered light acquire different phases during their propagation due 

to changes in the carrier and modulation frequencies. Since 0 i   it is possible to assume

i i

d d d d d    + − . Unless the target is moving at extreme velocities, this assumption is always true 

for most practical applications. Therefore, the resultant Ipd of a moving target is given in Eq.(5.6). 
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5.2.4. Post-processing 

Here, the goal is to develop an algorithm that can calculate the phase and frequency information 

independent of common noise terms, and then extract the velocity and range of the target. In the case of 

dynamic targets, Eq.(5.7) can be used to define a single tone.  

 ( ) ( )
2

cos ( ) , ,RFm m
i i d i d i LO

L L
A t t

c c
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 
      

 
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As is clearly seen from this definition, a frequency shift in the carrier frequency or any tone frequency 

reveals the Doppler shift, and hence the velocity of the target [80,81]. However, range information is stored 

in the phase term and it is mixed with noise terms. To eliminate the common noise terms the two of these 

individual tones at ωi and ωj (i ≠ j) are RF mixed, either electronically or in the digital domain, the resultant 

intermediate frequency (IF) tone will be ( ), ,cosi j i j i jA A t    , where ∆ϕi,j, and ∆ωi,j are the phase and 

frequency differences of ith and jth
 tones, respectively. As a result, the common phase and frequency terms 

related to the optical carrier and the Doppler shift are eliminated with inter-tonal mixing which also 

eliminates the impact of the coherence length of the laser. Similarly,  RF mixing of modulation frequencies 

obtained from a static target can be defined as in Eq.(5.8), hence eliminating common noise terms.   
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After the RF mixing, the phase of IF tones will be free from phase and the amplitude noise of the source 

and reveal only the range information of the target: ( ), ,2 /m i j i jL n c  = +   , where n is an integer. As a 

result, the PB-MTCW lidar methodology is immune to the phase variations induced by the laser phase 

noise, and hence it is possible to perform ranging beyond the coherence length of the laser.  

The modulo-2π cyclic behavior of the phase will lead to a periodic range estimation. Similar to global 

positioning systems that use multiple satellites to triangulate the exact position, the redundancy of multiple 

agents for accurate range information is needed. Here, multiple RF tones are utilized to pinpoint the value 

of Lm by using a triangulation algorithm as previously described in Section 4.2.2. In particular, for a given 
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∆ϕi,j, which corresponds to ∆ωi,j the total length will be , ,

0

i j i j

m iL n L L= + , where the spatial period is

,

,2 /i j

i jL c =   and the residual length is ,

0 , ,/i j

i j i jL c  =    [81]. If the integer value of ni is swept, the 

potential Lm values can be computed for each ∆ωi,j.  After concatenating all the possible combinations of Lm 

into a data matrix Mk,l, where k is equal to the predefined sweep limit (nmax) that is set according to the 

maximum expected range, and l is the number of available ∆ωi,j combinations. The standard deviation of 

each row is calculated as ( )
2

,

1

/
l

kk k r

r

M M l
=

= −   [81,90], where
kM , the mean of the kth row, which 

yields the minimum σk corresponds to the actual target distance Lm as depicted in Fig. 24(d). However, the 

minimum σ repeats itself at every gcd2 /repL c = , where ωgcd stands for the greatest common divisor of 

the ∆ωi,j, such phenomenon is called an unambiguity length in lidar systems [81]. One way of avoiding 

recursive solution or unambiguity length is the selection of the tones in a fashion to make sure Lrep is longer 

than the maximum expected range. For extremely long measurement lengths, instead of using very low-

frequency modulation tones to increase Lrep, an introduction of a quasi-CW pulsation will be more 

advantageous. Not only that such a quasi-CW approach facilitates time gating to generate coarse range 

information without unambiguity length limitation, but also results in higher signal-to-noise ratio 

measurements compared to an equal power pure CW approach. This approach along with the post-

processing in the PB-MTCW approach is illustrated as a block diagram in Fig. 26. 

 

Fig. 26 | Block diagram representing the post-processing after data acquisition. The Ipd is first captured 
by a data acquisition board (DAQ). The coarse range information through quasi-CW pulses is computed 
via time gating. The data is processed by filtering out individual tones via bandpass (BP) filters. Each tone 
is RF mixed to yield the intermediate frequencies (IF). The phase and frequency of the final IF tones are 

used in the triangulation algorithm to generate the high-resolution range information. 
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5.3. Numerical Verification 

5.3.1. Simulation parameters 

To configure the PB-MTCW lidar in the simulation domain, a narrow linewidth CW laser is set to 

operate at a 1µm central wavelength. The laser is split into two by setting β = 0.1 for the local oscillator. 

The laser beam enters the MZM with a selected modulation depth of m = 0.01 to maintain the linearity of 

the modulator for the measurement branch. The MZM output is sent to the free space for propagation. At 

the detector, the local oscillator amplitude is set to be αref = 1, while the signal from the target has an 

attenuation of αm = 0.01 pointing out a 20dB loss due to scattering. 

An InGaAs PIN photodetector is assumed in the system with a 1GHz bandwidth based on the selected 

tone frequencies, and 0.9A/W responsivity in accordance with the commercially available detectors. The 

load impedance of the detector is set to 50Ω. For simplicity and proof of concept purposes, detector noises 

such as the shot noise and thermal noise, and laser phase noise are neglected. In the simulation, a 256µs 

time window with about ~24 ps temporal resolution (i.e. 223 samples) is used. Eq.(5.1) and Eq.(5.3) are used 

by setting ϕo = ϕi = 0 to acquire the resultant IPD. For simplicity, simulations only for static target ranging 

are performed to demonstrate the impact of the selection of the number of tones.  

Two different scenarios are simulated. In the first case, the target is set to be at Lm = 2m and the ranging 

is performed while the CW laser is modulated by two different sets of RF modulation tones. The first set 

of the modulation tones is 500, 700, and 950MHz, and the second set is 20, 500, 670, 700, 890, and 

950MHz. The tones are selected in a fashion to prevent any overlaps caused by the second harmonics or 

cross-beatings. Here, the goal is to numerically demonstrate the impact of the number of tones in the 

triangulation algorithm. 

In the second scenario, 6 modulation tones are used as in the previous case. This time, the measurement 

range is changed as Lm = 1m, 2m, and 3m to demonstrate the response of the triangulation algorithm for 

different measurement ranges. 
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5.3.2. Simulation results 

Here, three modulation tones at 500, 700, and 950MHz are used in the first simulation. Then the number 

of tones is increased to 6 by introducing 20, 670, and 890MHz. As shown in Fig. 27(a), a limited number 

of tones yield local minima points together with the global minimum. However, increasing the number of 

tones and utilizing a low modulation tone such as 20MHz with larger Li,j will eliminate the potential local 

minima points due to increasing σk values, thus enhancing the triangulation algorithm as depicted in Fig. 

27(b). It is important to note that all the frequency tones are harmonics of a 10MHz common source, and 

they are also all phase-locked to this source. 

 

Fig. 27 | Simulation results of stationary target ranging at Lm = 2m. (a) Simulation result of ranging 
after triangulation algorithm using 3 modulation tones at 500, 700, and 950MHz. (b) Simulation result of 

ranging after triangulation algorithm using 6 modulation tones at 20, 500, 670, 700, 890, and 950MHz. 

 

Fig. 28 | Numerical simulation results demonstrate the capability of the triangulation algorithm with 

6 modulation tones. Triangulation results for three stationary target positions of Lm = 1, 2, and 3m are 
represented with different colors as black, blue, and red, respectively. The x-axis values of the minimum 

standard deviation (σ) points correspond to the distances of the target that are indicated with green circles. 
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To demonstrate the ranging capability of PB-MTCW lidar, 6 RF tones are used and the target position 

is changed. As demonstrated in Fig. 28, the triangulation algorithm can yield the ranges of three targets at 

Lm = 1, 2, and 3m. Similar to the first case, the multiple local minima points are eliminated by introducing 

a low-frequency tone.  

5.4. Experimental Verification 

5.4.1. Methodology 

 

Fig. 29 | Schematic representation of the experimental test bench for PB-MTCW lidar. First, a 1064nm 
CW laser with <100kHz linewidth (Lcoh~1km), then another 1064nm CW laser with 5.3GHz linewidth 
(Lcoh~18mm) is used to demonstrate ranging further than the laser coherence length. The source is followed 

by a fiber isolator (ISO), which is connected to a 1×2 fiber coupler to realize the unmodulated local 
oscillator. The measurement branch is modulated through an MZM with 3RF tones via phase-locked RF 
synthesizers that are triggered by a clock generator, which also triggers the digitizer. The outputs of both 
branches are connected to two separate collimators (CL). A free-space optical beamsplitter (BS) is placed 
in front of both CLs to realize beating after collection on the photodetector (PD). The motorized stage 
carrying the target reflector is anchored 83cm away from the output facet of the BS. Three measurement 
distances are L1~83cm, L2~103cm, and L3~121cm for stationary target ranging. v represents the target speed 

during dynamic target ranging. 

The testbench in Fig. 29 is built by using two different lasers. The highly coherent 1064nm laser diode 

has <100kHz linewidth (RPMC Lasers - R1064SB0300PA) and the output optical power is set to ~50mW. 

The low coherence 1064nm laser has a 5.3GHz linewidth (QPhotonics - QFBGLD-1060-100) and operates 

at the same output levels. All the fibers in the optical system are polarization-maintaining (PMF 980) to 

prevent polarization mismatching to achieve beating. The CW laser is followed by an isolator and then split 

into two branches. The local oscillator arm is pigtailed to a collimator. The measurement branch is 

connected to a high-speed Mach-Zehnder electro-optic modulator (iXblue – NIR-MX-LN series), which is 
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optimized for 1064nm and has a 30dB extinction ratio. The MZM is biased near the quadrature point that 

is 1.6V. The modulation tones are set through phase-locked RF synthesizers (Windfreak Technologies - 

SynthHD (v2)) and their phase matching is realized through a trigger clock of 10MHz provided by a stable 

frequency generator. The same clock triggered the oscilloscope (Tektronix - MDO34) with 1GHz 

bandwidth to achieve robust phase measurements. The oscilloscope is set to have a 200µs time window 

with a 5GSa/s sampling rate (106 data points). Phase-locked RF frequencies are transmitted to MZM after 

getting combined in a 4-way RF power splitter (Mini Circuit - ZN4PD1-63HP-S+). The modulated light 

inside the PMF is brought to free space through an additional collimator. The two collimators are placed in 

a fashion to form a cross-like configuration. A 1064nm 50/50 beamsplitter is placed at the intersection point 

of two light beams. Light coupling to the free space high-speed PIN photodetector (Thorlabs – DET08C) 

is optimized with a microscope lens. The stage carrying the target reflector is placed and aligned ~83cm 

away from the output facet of the BS. A free-space optical attenuator with a total of ~20dB attenuation is 

placed on the path of propagation to mimic the potential scattering losses.  

Moreover, tone selection plays a vital role in PB-MTCW lidar. Here, a full frequency range from 0Hz 

to multi GHz (limited by the detection system) is available and there are no dictated carrier frequencies. 

The tones are selected in a fashion to prevent any second and third harmonic overlaps to maximize the spur-

free dynamic range (SFDR). Similarly, intermodulation tones are calculated to forestall possible frequency 

matchings to preserve the tone phases. Operating close to the linear modulation regime of the MZM reduces 

the strength of the harmonics, as well. Each RF tone is set to have an amplitude of 90mVpp, hence the 

corresponding m is 0.07 per tone indicating a close-to-linear operation. Similarly, intermodulation tones are 

selected to forestall possible frequency matchings to preserve the purity of tone phases and to improve 

crosstalk and SFDR. Even though a low modulation index is utilized in the experiment, this is not a hard 

limit for the PB-MTCW operation. Further optimization of the modulation index can be performed by 

considering the potential SFDR and signal-to-noise ratio (SNR) requirements. Moreover, the tones should 

be phase-locked, and to achieve this, the tones that are divisible by the trigger frequency of 10MHz are 

selected. In this experiment, tones are selected as 500, 700, and 950MHz, which satisfy the aforementioned 
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conditions. The greatest common divisor of these tones is 50MHz which indicates the unambiguity length 

of the resultant minimum standard deviation point is ~3m to generate the target distance. Since the target is 

set to <3m, the unambiguity length didn’t alter the results.  

After setting the system parameters, PB-MTCW lidar is calibrated before performing the measurements 

by placing a dummy mirror 6.5cm away from the BS. This calibration allows the system to acquire the 

initial tone phases due to the initial phase of the RF synthesizers and the fiber path length. The post-

processing algorithm generates a pseudo measurement distance at the position of the dummy mirror based 

on the measured tone phases after averaging the results of 10 trials. This pseudo calibration range is set as 

the zero-point for the lidar and the ranging measurements are adjusted accordingly by considering the 

excess 6.5cm, as well.  

Data acquisition is further followed by digital signal processing. The measurement data generated by 

the oscilloscope is interpolated to 223 data points to improve the resolution that eliminates potential 

distortions during phase calculations since the phases are highly dependent on the time resolution. The 

time-domain data is converted to frequency domain through a fast Fourier transform to localize the 

modulation frequencies and get the Doppler frequency if the target is in motion. The algorithm scans the 

interval between the first tone and the baseband to obtain the Doppler shift. The signal is then further 

processed by a digital second-order bandpass Butterworth filter with a 1MHz bandwidth around each 

measured modulation tone. The phase of the filter is compensated by performing zero phase distortion 

filtering that is processing the input data in both the forward and reverse directions [92]. Reduction of the 

filter bandwidth per individual tone can further enhance the signal-to-noise ratio of the acquired RF signal 

based on the relationship between noise and electronic bandwidth. The refined tones are then compared 

with frequency-matched 0-phase digital cosine signals, which yield the phase of the individual tones. Then 

the triangulation is performed by setting the sweep length of the integer ni to 20, which allows the system 

to span up to ~15m.      

To prove the proposed concept two separate sets of experimental measurements on dynamic and static 

targets are performed. In particular, ranging and velocimetry measurements on the dynamic target are 
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conducted and only the ranging measurements on the static target are demonstrated. Both experiments are 

performed by using a highly coherent laser with 100kHz linewidth and about 1km corresponding coherence 

length, and a low coherence laser with 5.3GHz linewidth and about 1.8cm corresponding coherence length. 

In both cases, a reflector is used as a target that is placed on a motorized translational stage with a maximum 

speed of 11cm/s in motion. In each experiment, the effective optical path difference between the reference 

signal and the measurement arm is about 9m, where about 2m of this path difference is in free space and 

the rest is in the fiber. While this path difference is about 100× smaller than the coherence length of the 

first laser, it is about 500× larger than the coherence length of the second laser. In existing CW lidars, the 

second laser should not work at such path difference. 10 consecutive measurements are performed to verify 

results for each set.  

5.4.2. Static target results 

 

Fig. 30 | Stationary target ranging results with high and low coherence lasers via PB-MTCW 

technique. (a) Stationary target ranging results of 10 trials while the target is placed at L2 (~1.03m) using 
the narrow linewidth laser. (b) Stationary target ranging results at the same position using the low coherence 

light source.    

In the case of stationary target ranging, the reflector is placed at three different locations as L1~83cm, 

L2~103cm, and L3~121cm as illustrated in Fig. 29. As a sanity check, the coarse measurements of the target 

distances from the output facet of the BS are performed by using a measuring tape with an estimated 

accuracy of ±1cm. The ranging measurements while the target is placed at L2 with a high coherence laser 

source are presented in Fig. 30(a). The mean value of the measured target distance for L1, L2, and L3 are 

83.13cm, 102.64cm, and 120.44cm, respectively. Hence, the displacements between L1-L2 and L2-L3 are 
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measured as 19.51cm and 17.81cm. The complete results for stationary target ranging for all the positions 

and all trials are presented in Fig. 31, as well as in Table 2. 

 

Fig. 31 | Complete stationary target ranging results with high and low coherence lasers via the PB-

MTCW technique. Three measurement distances are L1~83cm, L2~103cm, and L3~121cm for stationary 
target ranging. (a) Stationary target ranging results of 10 trials for three different positions using the narrow 
linewidth laser. (b) Stationary target ranging results of 10 trials for three different positions using the 

temporally incoherent light source.    

Table 2 | Ranging results of a stationary target with high and low coherence lasers. 

 

Moreover, the ranging resolution, δL, achievable by an individual tone is defined by the minimum 

distinguishable phase of the ith tone, dϕi, as ~ i

i

d
L c





. Here, dϕi depends on various parameters such as 

sampling rate, jitter, total noises in the system, surface roughness under the spot size, etc. Nonetheless, it is 

possible to formalize the minimum theoretical resolution by considering a noise-free case, where 

 High Coherence Laser Low Coherence Laser 

 Range @ L1 

(cm) 

Range @ L2  

(cm) 

Range @ L3 

(cm) 

Range @ L1 

(cm) 

Range @ L2  

(cm) 

Range @ L3 

(cm) 

 82.70 102.59 121.29 83.23 100.85 120.35 

 82.31 102.19 118.79 83.94 103.07 122.17 

 83.38 101.83 120.62 80.69 102.71 120.62 

 83.06 103.66 121.33 82.16 102.67 121.34 

 81.99 103.66 120.97 83.23 100.10 120.94 

 84.49 103.30 118.43 82.47 101.64 122.45 

 83.02 102.19 120.22 81.80 101.29 121.66 

 83.06 102.55 120.22 81.80 102.71 119.83 

 83.42 103.66 121.29 81.76 100.85 120.90 

 83.82 100.76 121.29 81.80 102.04 122.17 

Average 83.13 102.64 120.44 82.29 101.79 121.24 

Standard 

deviation 
0.72 0.95 1.06 0.95 1.00 0.87 
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i id dt =  , and hence L c dt =  , where dt is the time resolution. After digitally interpolating the data, 

the final dt becomes ~24ps, while it was 200ps before interpolation. Based on L c dt =  , the theoretical 

minimum resolution is calculated as 0.72cm. The resultant standard deviations for each set of data are 

<1cm, which verifies the ranging precision of the PB-MTCW methodology. The small changes during the 

stationary target measurements can be attributed to the sampling jitter and noise in the system that distorts 

the dϕi. 

The same set of measurements are performed for the similar three positions using the low coherence 

laser and the results for L2 are presented in Fig. 30(b). Here, the mean values of the trials per location are 

82.29cm, 101.79cm, and 121.24cm, respectively. Similarly, the standard deviation of the acquired data is 

<1cm for all positions. As a result, this proves that the PB-MTCW lidar is capable of ranging a target placed 

at >500× larger than the coherence length of the CW laser. It is important to note that 500× is limited by 

the current measurement setup. 

5.4.3. Dynamic target results 

In the case of the dynamic target, FFT is performed after data acquisition and the resultant RF spectra 

were scanned with the algorithm to acquire the Doppler frequencies and the instantaneous target speed as 

demonstrated in Fig. 32(a) and Fig. 32(b) for high and low coherence lasers, respectively. In the case of the 

low coherence source, it is observed that the RF spikes placed on broadband background due to the 

linewidth of the laser that is measured to be ~5.3GHz. Phase measurements are performed by using 

narrowband RF filtering of these RF spikes. The measured instantaneous velocity for each trial along with 

the current position information is tabulated in Table 3. 

The measured Doppler shifts vary between 177.5kHz – 212.5kHz which yields a target speed between 

9.44cm/s – 11.3cm/s when the high coherence laser is employed. Similarly, with the low coherence source, 

the measured velocities are in the range of 9.18cm/s -11.3 cm/s. Therefore, the measured velocities with 

high and low coherence lasers are in close agreement that matches the specifications of the motor operating 

on the stage. The difference is attributed to the fact that the electrical motor accelerates and decelerates very 
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rapidly due to the limited stage length, thus the reflector speed varies. The velocimetry resolution is 

associated with the frequency resolution (dω) of the RF spectrum, which can be formalized as

( )0/v d c  =  . In this experiment, the achieved velocity resolution is ~0.53cm/s due to the 5kHz 

frequency resolution. In addition, it is possible to resolve the direction of the motion either by using a single-

sideband (SSB) modulation instead of a standard dual-sideband modulation, where the direction of the 

Doppler-shifted modulation tones will yield the motion vector, or by comparing the multiple frames of the 

same dynamic target in the software domain.  

 

Fig. 32 | Dynamic target ranging results with high and low coherence lasers. (a) Acquired Ipd spectrum 
using the <100kHz linewidth laser of one measurement with a dynamic target, where the tones and the 
Doppler-shifted frequencies are indicated. The inset magnifies the vicinity of 500MHz tone displaying the 
f1±fd peaks. (b) Similar Ipd spectrum using the 5.3GHz linewidth laser. (d) Results of the triangulation 

algorithm using the highly coherent laser that represents the ranging of the moving target for 10 trials, 
where the Lm corresponding to the minimum σ yields the target distance. (e) Ranging results using the low 

coherence laser. 

The range triangulations of the moving target by using high and low coherence lasers are illustrated in 

Fig. 32(c) and Fig. 32(d), respectively. The measurements are performed while the target is moving around 

a distance that is about 1m away from the beamsplitter, which is also indicated as L2 (1.03m) in Fig. 29. 
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Data are captured by using a manual trigger, and hence there is a slight variation in the actual range of the 

target at each measurement. Among 10 trials with a high coherence laser, range measurements vary between 

0.92m and 1.02m.  Similar measurements with a low coherence laser yield a range measurement that 

changes between 0.97m to 1.08m. The ranging resolution is proportional to the time resolution of the system 

that is computed as ~1cm after interpolation. On the other hand, along with the global minimum, several 

local minima points appear in the calculation. The response of the triangulation algorithm will be improved 

by increasing the number of phase-locked RF modulation frequencies, and hence these local minima will 

disappear.  

Table 3 | Simultaneous ranging and velocimetry results of a dynamic target with high and low 

coherence lasers. 

 

 

 

 

 

 

 

5.5. Quasi-CW integration  

5.5.1. Concept 

To mitigate the unambiguity range, it is suggested the careful selection of the modulation frequencies 

with a minimal greatest common divisor. In addition, it is possible to solve this issue by introducing a quasi-

CW pulsation to the lidar architecture. The proposed quasi-CW pulse should have a time window that is 

larger than the period of the lowest frequency modulation tone to extract the phase information. Longer 

measurement windows are desired to average out the noise if it is feasible in the desired system. For long-

range applications such as satellite-based altimetry, kHz level repetition rate can be assumed. With higher 

peak powers, it is possible to realize echo pulses with more power. Moreover, the duty cycle of the pulse 

High Coherence Laser Low Coherence Laser 

Range (cm) Velocity (cm/s) Range (cm) Velocity (cm/s) 

101.18 10.51 102.68 10.51 

98.44 10.51 100.74 10.24 

101.18 9.98 101.01 9.98 

102.01 9.44 104.91 10.51 

97.29 9.98 96.84 9.98 

100.93 10.24 102.52 10.24 

101.61 11.31 103.40 9.18 

98.83 9.98 104.7 11.31 

95.97 10.24 108.45 10.24 

92.33 10.51 100.07 9.71 
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can be engineered based on the power requirements of the desired application to achieve a satisfactory 

signal-to-noise ratio (SNR). The utilization of such pulses will not only improve the SNR but also will 

provide a coarse distance measurement similar to the time-of-flight lidars. This information will provide 

the boundaries for the Mk,l matrix during the scanning of ni. Hence it will mitigate the potential problems 

regarding unambiguity range, particularly in long-range applications. 

 

Fig. 33 | Concept of multi-tone quasi-CW pulsation. (a) Proposed PB-MTCW configuration to realize 

multi-tone modulated quasi-CW pulses. (b) Realization of quasi-CW pulsation with two-tone RF 
modulation. The blue curve represents the quasi-CW pulse without any modulation on it. The red curve 
indicates the quasi-CW pulsation with multi-tone CW modulation on it. The black curve represents the CW 

equivalent of the pulse with the same energy.   
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The quasi-CW pulsation of the multi-tone modulated light in the PB-MTCW architecture can be 

realized by introducing an additional modulator with a high extinction ratio such as an acousto-optic 

modulator (AOM) to the system. The suggested modification in the PB-MTCW architecture is presented 

in Fig. 33(a). The predefined pulse profile with the engineered repetition rate and the duty cycle can be fed 

through the RF-port of AOM to achieve the modulated quasi-CW multi-tone pulse. AOMs can also be 

useful to compensate part of static Doppler shifts due to the motion of the lidar system. 

A numerical simulation is performed to show the quasi-CW pulsation as in Fig. 33(b). Here, two 

arbitrary RF modulation frequencies at 8MHz and 20MHz are fed to the electro-optic modulator to realize 

the multi-tone signal. The black curve indicates the CW multi-tone signal without pulsation. Here, the pulse 

duration is selected as 1µs and the repetition rate is set to be ~250kHz, which yields a duty cycle of ~25%. 

These arbitrary parameters are selected for visualization purposes only. In Fig. 33(b) the red and blue curves 

indicate the pulse with and without the multi-tone modulation, respectively, which have the same amount 

of energy as the multi-tone CW signal (black curve).  

5.5.2. Experimental setup 

 

Fig. 34 | Experimental setup for testing the quasi-CW PB-MTCW lidar for long-range applications.  
The modulated CW beam is combined with a quasi-CW pulsation via RF combiner and MZM. A 1.2km 

fiber spool is added to the architecture to increase the target range to km level.  

To test the capability of the PB-MTCW for long-range applications, a pulsation is integrated through 

the MZM along with the modulation frequencies. The experimental setup is presented in Fig. 34. A 20% 

duty cycle pulse with a 200μs period is generated via a pulse generator. A portion of the pulse is fed to a 

channel of the digital storage oscilloscope  The pulse is combined with 130, 510, 710, and 950MHz RF 
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tones that yield an unambiguous range of ~30m for the total propagation distance of the light. All the RF 

sources and the measurement oscilloscope is triggered by a 5kHz function generator. To have a strong peak 

power, the modulated beam is further amplified via a homemade ytterbium-doped fiber amplifier. Before 

going to the free space with a collimator, a ~1.2km long fiber spool (HI-1060) is introduced to mimic the 

long-range, which yields a coarse distance of ~1800m based on the refractive index of the fiber. Since there 

is the fiber, instead of checking the round trip distance, the total propagation distance of the light is 

measured. The fiber spool is followed by a polarization beam splitter to prevent any polarization-related 

mismatches. Then the laser is carried to the free space via a collimator. The target is placed ~2m away from 

the detector and the target is moved by 15cm increments on the stage to have in total of 3 measurement 

locations.  

5.5.3. Experimental results  

10 measurements are performed at each location using the quasi-CW modulated pulse and to measure 

the actual position of the target a single pulse is used with a 4ns pulse duration. By employing the pulse 

time-of-flight technique the actual distance is measured as 1862.3m with a ±48cm error range based on the 

average of 10 consecutive measurements with the short duration pulses. The time information from the 

pulses is acquired by cross-correlating two pulses.      

The measurement results are presented in Fig. 35, where the reference measurement pulses are shown 

in the time domain as in Fig. 35(a). The 15cm differential in the position corresponds to a 30cm total light 

propagation difference. Based on the measurement results, the average of 10 trials is 1862.72m, 1863.01m, 

and 1863.30m, respectively. The results are displayed in Fig. 35(b). As can be seen from the results, the 

increments are measured as ~30cm at a ~1860m distance. Therefore, the unambiguous range limit is 

exceeded using the quasi-CW approach. In addition, the standard deviation of the measurements is <3cm, 

which indicates the precision of the measurement technique.  
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Fig. 35 | Experimental results for the long-range measurements with quasi-CW integration. (a) The 
quasi-CW measurement signal is acquired from the detector and the reference signal from the pulse 
generator. The time difference between two pulses generates the coarse range information. (b) The 

measurement results of the PB-MTCW technique after triangulation. 
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5.6. Analysis 

5.6.1. Lidar parameters 

Similar to the AB-MTCW and PE-MTCW lidar, the unambiguous range is related to the tone selection. 

However, it is important to distinguish between the repetition length of the minimum standard deviation 

point, Lrep, and the maximum ranging limit. If the PB-MTCW lidar is not integrated with the quasi-CW 

pulsation, then the maximum ranging limit and Lrep are identical, which also is the unambiguous range as 

indicated in Eq.(5.9). This value is determined by the greatest-common-divisor of the selected RF 

modulation frequencies. In the case of the experiment with CW operation, the ωgcd is selected as 10MHz, 

which yields a ~15m unambiguous range. The division by 2 is due to the roundtrip of the light in the free 

space.  

 
gcd

2

2 2

rep

unambigiuous

L c
L




= =  (5.9) 

Nonetheless, as discussed in Section 5.5, introducing a quasi-CW pulsation along with the time gating 

of the pulses can enhance the PB-MTCW architecture to realize ranging beyond the unambiguous range. 

The coarse range information is provided by the time gating by yielding the value that ni will span in the 

triangulation algorithm.  

Moreover, the lidar techniques that employ coherent detection, i.e. FMCW lidar and AB-MTCW lidar, 

are limited by the coherence length of the laser in terms of the maximum detection range, Lmax, as shown in 

Eq.(5.10). However, PB-MTCW lidar performs RF-mixing of the preselected tone frequencies that 

annihilates the common phase noise components. Therefore, it is possible to perform ranging beyond the 

coherence length of the CW laser utilized in the system [90].   

 max

02 2

cohL c
L

f
= =


 (5.10) 

Considering the quasi-CW mode PB-MTCW lidar, it is possible to state that there is no hard limit for 

Lmax in terms of unambiguous range or coherence length, while the system benefits from the coherent 

detection. On the other hand, the limit of the system can be analyzed via SNR analysis. If the collected 
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signal power is below the noise level of the architecture, the ranging will start to fail as in any kind of lidar 

system. 

SNR in the PB-MTCW lidar can be formulated by considering several sources of noise in the system. 

Dominant noise sources are the detection electronics, sun noise, and booster-amplifier-related noises (if 

any). The SNR of the system is summarized as in Eq.(5.11) by assuming a balanced PIN photodetector. 

Here, R, PLO, and Pecho represent the responsivity of the detector, optical local oscillator power, and optical 

signal power, respectively. In terms of detector noise, 2

Ti  and 2

shoti  depict the thermal and shot noise, 

respectively. If there is a booster amplifier with an optical gain G that amplifies the echo signal (Pecho) after 

coupling with the local oscillator (PLO), then one should also consider the amplified spontaneous emission 

(ASE) noise, as well. Hence, 2

sig asei −  and 2

ase asei −
indicate the noise caused by signal-ASE beating and ASE-

ASE beating, respectively. Moreover, for outdoor operations during the daytime, there will be the impact 

of the solar background due to the emission spectra of the sun, especially for satellite-based lidar 

applications. The 2

sig suni −
stands for the signal-sun noise beating, while the 2

sun suni −  shows the sun-sun 

beating in the SNR calculation.  

 
2 2

2 2 2 2 2 2

4signal LO echo

noise T shot sig ase ase ase sig sun sun sun

P R G P P
SNR

P i i i i i i− − − −

= =
+ + + + +

 (5.11) 

The detector noises can be described as ( )2 4 /T B Li k T R f=   and 2 2shot LOi qGRP f=  , where kB is the 

Boltzmann constant, T the temperature, RL is the load resistance, ∆f the electronic bandwidth, and q the 

electron charge, respectively. Similarly, it is possible to formalize the ASE-related noises as 

2 24sig ase lo spi GR P S f− =  and 2 2 24ase ase sp opti R S f f− =   , where ∆fopt is the optical bandwidth of the gain 

spectrum, and Ssp is the spectral density of spontaneous emission that can be formalized as 

0( 1)sp spS G hf= − . In this equation, ηsp, h, and f0 represent the spontaneous emission factor of the gain 

medium, Planck’s constant, and central emission frequency of the amplifier, respectively. Finally, the sun-
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related noise can be described as 2 2 24sig sun LO solari G R P S f− =  and 2 2 2 24sun sun solar opti G R S f f− =   , where Ssolar 

is the spectral density of solar irradiation.  

It is possible to reduce the impact of the solar background by utilizing proper filtering to reduce the 

optical bandwidth. Depending on the signal level, level of amplification, and selected local oscillator power, 

two noise terms that can be dominating are 2

shoti and 2

sig asei −
. In most cases, it is more beneficial to increase 

the PLO instead of increasing G to reduce the ASE impact, which can be significantly large for ultra-low 

Pecho. Therefore, by increasing PLO the dominating term becomes the shot noise and the SNR can be 

simplified as in Eq.(5.12) with a constant depending on system parameters, K, and with the ratio of the 

echo-signal power and electronic bandwidth.  

 

2 24 2
~

2

LO echo echo echo

LO

R G P P RGP P
SNR K

qRGP f q f f
= =

  
 (5.12) 

Hence, in such a heterodyne system, the SNR will be dependent on the electronic bandwidth and the 

signal power. Since the information on each modulation frequency is needed, it is possible to filter out the 

modulation frequencies via narrow bandpass filters digitally or in the analog domain to reduce the impact 

of noise. The use of narrowband static tones allows us to utilize narrowband filters so that the SNR per tone 

can increase to yield more accurate ranging results. Numerical simulation results of the SNR with different 

∆f per tone are presented in Fig. 36. Here, the PLO = 5mW, initial Pecho  = 10mW, T = 300K, and the solar 

spectrum is assumed to be centered at 1µm with a ±1nm bandwidth filter. A small 3dB gain is assumed to 

minimize the ASE noise contribution to SNR. The echo signal power is attenuated as much as 120dB and 

the computed SNR results for 1MHz, 10MHz, and 100MHz bandwidth filters around each tone are 

presented. As can be realized from the figure, tuning the bandwidth of the bandpass filter can significantly 

increase the SNR for each modulation frequency. 
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Fig. 36 | Numerical simulation results of the signal-to-noise ratio of a single modulation frequency 

with respect to the echo signal attenuation. The red dashed line indicates the 0 dB SNR (no signal) line 
and the blue dashed line shows the 20dB SNR level. The SNR results for 1MHz, 10MHz, and 100MHz 

filter around each modulation frequency is represented with blue, orange, and yellow solid lines, 

respectively. 

On the other hand, the ranging resolution, δL, achievable by an individual tone is defined by the 

minimum distinguishable phase of the ith tone, dϕi, as in Eq.(5.13) . 

 i

i

d
L c c dt





= =   (5.13) 

Here, dϕi depends on various parameters such as sampling rate, jitter, total noises in the system, surface 

roughness under the spot size, etc. Nonetheless, it is possible to formalize the minimum theoretical 

resolution by considering a noise-free case, where 
i id dt =  , and hence L c dt =  , where dt is the 

time resolution. In the case of the experiment, after digitally interpolating the data, the final dt becomes 

~24ps, while it was 200ps before interpolation. Based on L c dt =  , the theoretical minimum resolution 

is calculated as 0.72cm.  
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In terms of precision, the resultant standard deviations for each set of measurement data for CW PB-

MTCW are <1cm, also the quasi-CW PB-MTCW yields <3cm standard deviation. Furthermore, the 

accuracy of the measurement can be verified via the value of the minimum σk after the triangulation 

algorithm. As can be seen in Fig. 31, Fig. 32, and Fig. 35 all the acquired minimum σk after triangulation 

are <0.1 and close to the ideal value of 0. Hence, this can be used as a metric to indicate the accuracy of the 

PB-MTCW lidar. 

5.6.2. Challenges 

The PB-MTCW lidar addresses the challenges that were previously discussed for AB-MTCW and PE-

MTCW lidars, which include power balance requirements, limitations due to Doppler shifts, unambiguous 

range, and coherence length limits. The main constraint of the PB-MTCW lidar is due to the usage of the 

RF tones. The RF tones should be phase-locked by exploiting phase-locked loop (PLL) circuits by the RF 

synthesizers. Moreover, the initial phases of each RF modulation can yield results with a deviation from 

the true value. Therefore, the initial phase of each tone should be set to zero at the input port of the MZM. 

Similarly, the optical fiber path length should be known by the system to extract the actual value. To solve 

these issues, a pre-calibration can be performed as in the experiment by measuring the distance at the output 

facet of the MZM or collimator based on the lidar architecture. The calibration will generate the pseudo 

measurement distance right before the light is brought to the free space. Hence the deviation from the true 

value will be mitigated via the calibration. 

Another critical factor is the selection of the RF tones. It is desired to have a spurious-free dynamic 

range for finer identification of the received modulation tones. In addition, increasing the number of 

modulation tones will enhance the system by eliminating potential local minimums during the triangulation 

of the target position as shown in Fig. 27. Therefore, the tones should be carefully selected by inhibiting 

potential overlaps due to cross beatings and second harmonics. The available bandwidth should be carefully 

engineered by utilizing high and low frequencies together. Similarly, tone separations should be wider than 

two times the expected Doppler shifts, to prevent the overlap of Doppler-shifted frequencies due to the 

speed of a dynamic target.      
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SUMMARY AND DISCUSSION 

The purpose of establishing the Multi-Tone Continuous-Wave lidar technology is to create an 

alternative to the existing lidar technologies, which eliminates the need for phase, frequency, or amplitude 

sweeping and generates high resolution ranging and velocimetry measurements. To do so, first, the AB-

MTCW methodology is constructed. In this technique, a CW laser is modulated via multiple RF tones, and 

a portion of the modulated beam is kept as the local oscillator. The phase accumulations on the echo signal 

are realized as amplitude variations on the preselected RF tones. A sine fitting algorithm is used as post-

processing to generate the target distance, while the slight Doppler shifts in the RF spectrum yield the target 

speed. Furthermore, to improve the capability of the AB-MTCW lidar for high-speed targets, a phase 

triangulation approach is integrated into the AB-MTCW technique, which is called the PE-MTCW 

approach. In this technique, the phases of Doppler-shifted frequencies are measured and triangulation is 

performed via post-processing to measure the target’s range. Finally, a phase-based ranging and 

velocimetry approach is established by employing coherent detection with an unmodulated local oscillator. 

In the PB-MTCW lidar, phases of each modulation frequency or the Doppler-shifted frequencies are utilized 

with the triangulation algorithm to compute the range of the object.  

For AB-MTCW lidar, the theoretical model of simultaneous ranging and velocimetry is developed. The 

system is demonstrated in the experimental domain by utilizing a motorized translational stage and a target 

mirror under stationary and dynamic conditions. Application of the AB-MTCW method via sine fitting 

yields the range information, while the Doppler shift generates the speed of the target with the RF tone 

beatings. The AB-MTCW ranging results are in satisfactory correlation with the PToF measurements for 

stationary targets based on the R2 analysis that yields an average deviation of ~0.75cm which corresponds 

to the PToF ranging resolution. Simultaneous velocimetry produces precise results within ±0.8cm/s speed 

resolution. The ranging accuracy is SNR-dependent, while the resolution of the velocimetry is governed by 

the time window and sampling rate. The results of the numerical simulation were presented to show the 

impact of noise over the detected RF tones. A minimum of -60dBm received signal power is essential to 
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resolve the detected tone powers. Similarly, a power balance between two branches up to 20dB is required 

to realize the amplitude variations over the static RF tones. Moreover, the linewidth of the CW laser will 

indicate the coherence length of the propagating beam. To realize coherent detection via interferometry, the 

linewidth should be selected according to the desired measurement range. In addition, the unambiguous 

range is defined by the greatest-common-divisor of the selected modulation frequencies. 

In the case of PE-MTCW lidar, the enhancement of the AB-MTCW lidar system to perform 

simultaneous ranging and velocimetry of moving targets is theoretically developed and demonstrated via 

numerical analysis and experimental results. For a numerical verification and explanation of the concept, a 

dummy target is assumed with 108km/h speed and 50m distance during the simulations. The target velocity 

is measured by evaluating the side peaks near the frequency tones. The acquired Doppler shift corresponds 

to the target’s speed. Then by using the phase and measurement length relation at the individual frequency-

shifted tones, the potential values are determined. A triangulation algorithm is built and used to extract the 

range of a target by utilizing the possible solutions of Lm at each frequency. The resolution of the 

velocimetry depends on the frequency resolution of the spectrum, while the ranging accuracy is defined by 

the temporal resolution of detection electronics. In the presented simulations, the velocimetry and ranging 

resolution are found to be ±0.4cm/s and ±1cm, respectively. Furthermore, the proposed concept is 

demonstrated in the experimental domain by using a dynamic target placed in a motorized translational 

stage. The target is measured to be at 111.9cm with 8.08cm/s speed by using the triangulation algorithm.  

Finally, the PB-MTCW lidar enables simultaneous ranging and velocimetry beyond the coherence 

length of the CW laser. This new approach has the potential to overcome maximum-range limitations for 

coherent systems, particularly for long-range applications such as satellite-based systems or surface 

mapping with airborne lidars for oceanography and forestry. Here, the working principle of PB-MTCW 

lidar is described as well as the corresponding post-processing approach to extract the valuable ranging and 

velocimetry information. The stationary target ranging results are demonstrated using a high coherence 

laser with less than 100kHz linewidth and a low coherence laser with 5.3GHz linewidth, which corresponds 

to coherence lengths of more than 1km and about 1.8cm, respectively. The measurement variations were 
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found to be <1cm for both experiments. Finally, the dynamic target velocimetry and ranging are 

demonstrated with a target moving at a maximum speed of 11cm/s. It is observed that the same methodology 

is applicable for moving targets even with a low coherence laser. A potential implementation of the 

proposed PB-MTCW lidar to long-range measurements, such as airborne lidar or satellite-based 

measurements, can utilize so-called quasi-CW lasers (pulsed lasers with very broad pulse width). Since the 

peak power of pulses will be much larger than its multi-tone modulated CW counterpart, it will generate a 

higher signal-to-noise ratio. Also, the time of flight measurement of such pulses can be used for coarse 

range measurements, and hence supports the triangulation algorithm. The quasi-CW integrated PB-MTCW 

lidar ranging results for long-range operations are demonstrated for a target that is placed ~1850m away 

from the lidar by using a 1km fiber spool. The measurement precision for the quasi-CW approach is 

measured as <3cm. As a result, the quasi-CW approach combines the advantages of PToF lidars and CW 

lidars without using any frequency, phase, or amplitude scanning and provides precise measurements at 

ranges far beyond the coherence length of the laser. Overall, when the long-range operation, high point 

cloud density requirements, and narrow time window conditions are considered the PB-MTCW technique 

is a potential candidate that can satisfy these requirements, whether it is a ground-based application or an 

airborne lidar system.  
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