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The impact of Inter Stimulus Interval on Semantic Priming: hysteresis or
adaptation? A SOM neural network model

Valentina Gliozzi (valentina.gliozzi@unito.it)
Department of Computer Science and Center for Logic, Language and Cognition (LLC)
Universita di Torino, Italy

Abstract

Recent results show that 18 months old infants are sensitive
to taxonomic relations and that, similarly to adults, these rela-
tions are modulated by Inter Stimulus Interval. A very influ-
ential proposal in the distributed representations literature ex-
plains the impact of ISI on semantic priming as the result of a
phenomenon called hysteresis. Here we propose that the same
results could also be explained by the opposite phenomenon of
adaptation. The existence of two possible explanations calls
for more experiments to understand if hysteresis or adaptation
can explain the role of ISI on semantic priming.

Keywords: computational modelling; infants; semantic prim-
ing; conceptual change

Introduction

Willits, Wojcik, Seidenberg, and Saffran (2013); Delle Luche,
Durrant, Floccia, and Plunkett (2014); Plunkett, Delle Luche,
Hills, and Floccia (2022) have shown that when listening to
a sequence of spoken words, 18- and 24-month old infants
are sensitive - among others - to taxonomic relations between
subsequent words (as in “dog, pig, cat, sheep, ...”)!. Simi-
larly to adults (Alario, Segui, & Ferrand, 2000), infant sensi-
tivity to taxonomic relations is modulated by the Inter Stimu-
lus Interval (ISI): semantic (here taxonomic) priming can be
observed at short ISI (400 ms.) while it fades away at long
IST (800 ms.).

Within the Distributed Representations Tradition (in which
semantic representations are explicitly represented as sets of
features) the impact of ISI on taxonomic priming is usu-
ally explained by the phenomenon of hysteresis (Plaut, 1995;
Plaut & Booth, 2000). By hysteresis, semantic representa-
tions elicited by word utterances become fully activated only
after a lapse of time. When fully activated, semantic rep-
resentations become attractors and prevent the transition to
other semantic representations, even taxonomically related,
thus inhibiting semantic (taxonomic) priming.

In this paper we suggest that within the Distributed Repre-
sentations Tradition, there is another possible explanation of
the impact of ISI on semantic priming. We propose a neu-
ral network model that explains the impact of ISI on taxo-
nomic priming by the opposite phenomenon of adaptation,

IPlunkett et al. (2022) also show that infants are sensitive to as-
sociative/thematic relations. We do not consider these thematic re-
lations here. Associative relations, together with developmental is-
sues are considered in a richer version of this paper under journal
revision.

and more precisely adaptation of some semantic features.
Adaptation is a biologically sound mechanism used by sev-
eral neuro-cognitive models (e.g., Lerner, Bentin, & Shriki,
2012; Huber & O’Reilly, 2003; Treves, 2005), and it explains
equally well the impact of ISI on semantic priming.

Both our model and Plaut (1995); Plaut and Booth (2000)’s
model assume that semantic priming between taxonomically
related representations depends on the similarity, or feature
overlap, between these representations (the higher the sim-
ilarity, the higher the priming). Both our model and Plaut
(1995); Plaut and Booth (2000)’s model suggest that the Inter
Stimulus Interval impacts the similarity degree between tax-
onomically related representations. However, Plaut (1995);
Plaut and Booth (2000)’s model suggests that at long ISI the
similarity between taxonomically related representations de-
creases (due to the activation of representational details that
possibly differentiate the two representations). On the con-
trary, here we propose that by adaptation it is the distance
between taxonomically unrelated representations to be im-
pacted, and to decrease. The moral of the paper is that further
experiments are needed to understand whether hysteresis or
adaptation are responsible for the impact of ISI on semantic
priming.

To illustrate our alternative explanation on the role of ISI
on semantic priming, we propose a model based on self-
organising maps and Hebbian links. These are widely recog-
nised as psychologically plausible tools (Miikkulainen, 1997,
Miikkulainen, Bednar, Choe, & Sirosh, 1997; Li, Farkas, &
MacWhinney, 2004; Li, Zhao, X., & MacWhinney, 2007).
Our model is an extension of (Mayor & Plunkett, 2010)
model with activation dynamics. It directly mimics infants
listening to a sequence of words and successfully replicates
results by Delle Luche et al.’s (2014) and Plunkett et al.’s
(2022).

Infant Experimental Data

In a series of studies on early semantic priming using a
semantically-based version of the Head-turn Preference Pro-
cedure, Jusczyk and Aslin (1995), Delle Luche et al. (2014)
and Plunkett et al. (2022) show that sensitivity to taxonomic
relations is already present by 18 months of age. Delle Luche
et al. (2014) demonstrate that 18 months olds listen longer to
lists of words coming from the same taxonomic category (for
instance, all animals, e.g., “cow, dog, sheep, cat ...”) than
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Figure 1: Results from Della Luche et al. (2014) replotted
as Experiment Zero (SHORT ISI = 400 ms.), and from Plun-
kett et al. (2022), Experiment One (LONG ISI = 800 ms.).
For each experiment, plots indicate the looking time distribu-
tions for the Related and Unrelated conditions (looking time
is taken as a proxy of listening time). Significant differences
(p < 0.05) between conditions are indicated as asterisks in
each Experiment. Experiments Zero revealed significant dif-
ferences in looking times, differently from Experiment One.

to lists of words coming from different categories (“nappy,
boots, tummy, mouth, sock, ...”). Plunkett et al. (2022) in-
vestigate the role of ISI on taxonomic priming, and show that
the effect disappears at long ISI, so that when ISI is extended
to 800 ms. (instead of the 400 ms. considered by Della Luche
et al., 2014) infant listening time was not significantly dif-
ferent between the taxonomically-related and taxonomically-
unrelated conditions (see Figure 1: Experiment One).

The Model
Model Architecture

Our model is depicted in Figure 22. It is an extension of
Mayor and Plunkett’s (2010) model of early word learning.
As in Mayor and Plunkett’s (2010) model, our model contains
two sub-networks which are self-organising maps (SOMs,
Kohonen, 2001). These are an auditory map and a concep-
tual/semantic map. The auditory map receives and learns
to represent auditory inputs. The conceptual/semantic map
learns to represent semantic inputs.

As in Mayor and Plunkett’s (2010) model, each map in-
dependently learns to represent its input stimuli (auditory or
semantic), giving rise to auditory representations and seman-
tic representations, respectively. With training, similar stim-
uli are mapped onto close-by units of their map. In this way,
taxonomically related semantic stimuli are mapped to close-
by areas of the conceptual map, and auditory stimuli which
are similar to each other occupy neighbouring regions of the
auditory map.

2Qur model is implemented in Matlab. We use somt oolbox
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Figure 2: The model contains two pathways: auditory in-
put provides activation to the auditory self-organising map,
and semantic input provides activation to the semantic self-
organising map. During the self-organising learning phase,
the two maps separately learn to represent their respective
stimuli. Auditory and semantic maps are associated through
Hebbian connections, linking a word’s auditory representa-
tion to its semantic counterpart. These links are learnt from
joint presentations of auditory and semantic stimuli (e.g., the
word “dog” jointly presented with the semantic representa-
tion of a dog). In semantic representations we distinguish
core features and extra features. We assume these two kinds
of features adapt at a different speed.

Auditory and conceptual maps are linked by Hebbian con-
nections, associating auditory units with their corresponding
conceptual units e.g., the word ’dog’ with the concept DOG
(Figure 2).

With respect to Mayor and Plunkett’s (2010) model, we
introduce an adaptation mechanism by which the activation
of semantic representations diminishes with time.

As with the stimuli used in Delle Luche et al. (2014) and
Plunkett et al. (2022) infant studies, model stimuli (both au-
ditory and semantic) belong to one of 4 superordinate cate-
gories: animals, clothes, food, and body parts. Each super-
ordinate category has 8 basic sub-categories for a total of 32
basic categories.

In our model semantic stimuli are encoded by distributed
representations made of 16-dimensional feature vectors. Our
stimuli are artificially built in order to maximise inter-class
distance and minimise intra-class distance. In our stimuli we
differentiate between core features (the first 8 values) and ex-
tra features (the last 8 values). An examples of semantic stim-
ulus (e.g., dog’s encoding) is:

0.34,0.27,0.41,0.22,0.38,0.24,0.36,0.06,0.7,0.65,0.12,0.16,0,0.06,0.04,0.02

For auditory stimuli we consider 32 stimuli corresponding
to the 32 words considered. Each stimulus is encoded by a
kind of one-hot encoding: each stimulus is characterised by a
distinct set of three 1s and all other values set to 0. All word
stimuli are equally distant from each other.
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Training

In our model, both the semantic and the auditory maps are
self-organizing maps (Kohonen, 2001), and consist of a set
of neurons, or units, spatially organised in a grid, as in Fig-
ure 2. Each map unit « is associated with a weight vector w,,
of the same dimensionality as its input vectors. This weight
vector constitutes the representation (either semantic or audi-
tory) associated to the unit. At the beginning of training, all
weight vectors are initialised to small random values. During
training, the input stimuli are presented in random order to the
map. After each presentation of an input x, the best-matching
unit (BMU,) is selected: this is the unit i whose weight vector
w; is closest (in Euclidean Distance) to the stimulus x as in
the following Equation 1:

i =argminj||x —wj| ()

The weights of the BMU and of its surrounding units are up-
dated becoming closer to the stimulus x hence increasing the
chances that the same unit (or the surrounding units) will be
selected as the BMU for the same stimulus or for similar stim-
uli on subsequent presentations. As specified in Equation 2:

wiln+1) =w;(n)+0(n) - heyy, j(n) - (x=wj(n)) (2

where 1(n) is the learning rate, and hgyy,, ; is the neighbour-
hood function between the BMU for x and j. hgyy, j(n) is
defined as in Equation 3:

2 2
hgmu,,j(n) = e 4 (BMUy.j)/20n 3

where d(pyy,, ;) 1s the distance between BMU, and unit j on
the map’s grid, and (n) is the width of the gaussian. The
neighborhood function plays a key role in the topological or-
ganisation of the map, by which similar inputs have close
BMUs on the map. As standard in SOMs, the learning rate
lowers with time, and the width of the gaussian shrinks with
time, so that the first weight changes involve a large por-
tion of the maps whereas the last weight changes concern
fewer units. These properties of learning rate and neigh-
borhood capture the assumption that major changes occur at
the beginning of the formation of a category, whereas sub-
sequent changes are minor refinements. In our simulations,
the learning rate 1 (n) starts at 0.1, and decreases to 0.001 in
a manner inversely proportional to n (n(n) = a/(n+ b) with
b =1256,a = bx0.1). The gaussian © starts at 2 and shrinks
withnto 1 (6(n+1) =2+ (n—1) x& withe = —47>). In our
simulations we train the maps for 100 epochs (i.e., 100 over-
all presentations of the whole training set). With this train-
ing regime, semantic and auditory maps learn to topologically
represent the semantic and acoustic stimuli, respectively.
Hebbian connections between the acoustic and the seman-
tic map are learned after these two maps have separately
learned to organise the semantic and acoustic stimuli, respec-
tively. Hebbian connections are initially set to O, i.e., there

are no connections between conceptual and auditory maps>.
These Hebbian connections are then reinforced after each sin-
gle joint presentation of an auditory and a semantic stimulus
to the auditory and conceptual maps, respectively. The BMU
for the semantic and the auditory stimulus is singled out in the
conceptual and in the acoustic map, and the Hebbian connec-
tion between them is strengthened. As in the original Mayor
and Plunkett (2010) model, this strengthening of connections
involves not only BMUs but also surrounding, mostly acti-
vated units, as specified by Equation 4:

W”m“s (I’L + 1) = W“a,u.v (}’l) +o (4)
for ® = 0.1, and u,,u; auditory and conceptual units such
that:

1. either u, is the BMU for auditory stimulus a (BMU,) or its
error for stimulus a is low enough (|la —wy, || < 0.1+ |la—
wamMU,||)-

2. either u, is the BMU for semantic stimulus ¢ (BMU,) or its

error for stimulus ¢ is low enough (||c —wy, || < 0.01 4 ||c—
wemu,||)-

In our current implementation once the maps have been
trained, and Hebbian connections between these two maps
have been learned, semantic representations are enriched with
new features associated to the initial core representations. In
brief, for each element x of the Semantic Training Set its best-
matching BMU; is singled-out, the dimension of wgy, is in-
creased: wemy, = wamu;, [0,0,...,0], with as many O as there
are extra features (in our simulations 8). Each extra j* fea-
ture value is determined as wpyy, ()t + 1) = wemu, (7)) (1) +
u-(j—wsmu, (j)(t)) for learning rate u (in our simulations
p=0.01). For 100 epochs.

By this phase of semantic/conceptual enrichment we allow
in our model new features to enrich semantic representations
at all times. So for instance, the initial representation of “dog”
may consist of just an initial prototypical representation of a
dog, that might include its typical shape, the fact that it barks,
that it has lots of fur, together with other simple properties.
This initial representation may then be enriched with a vari-
ety of new features discovered little by little: that dogs usually
run, that they usually like to play, that they can have certain
kinds of roles in tales, etc. In our current implementation
(although there is no formal constraint to do so) we take ex-
tra features to be more functional and related to expectations,
such as those just exemplified. We also take them to adapt
faster than basic features, as it will become clear in the next
section.

Activation dynamics

The biggest difference between our model and Mayor and
Plunkett (2010)’s model is in the activation dynamics. When

3 An alternative initialisation strategy could be to initialise these
connections randomly, and then prune those connections that are not
reinforced through Hebbian Learning: the result, we think, would be
equivalent.
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a word is presented to the model, it is presented to its au-
ditory sub-network. This generates the activation of a se-
mantic representation by a cascade process: first, the acoustic
best-matching unit i is activated. Then, the activation prop-
agates to the conceptual sub-network through Hebbian con-
nections. The maximally activated unit on the conceptual
map is singled-out, and its associated semantic representa-
tion is activated. Over time, the activation of the semantic
representation weakens through adaptation. Not all features
need to adapt at the same speed. Here, we assume that extra
features (that as said we take as being more related to expec-
tations) adapt faster than basic features. For simplicity, we
let £;(800ms.) = f;/10 for extra features, and f;(800ms.) = f;
for core features (that will adapt at a later moment, not con-
sidered by the model).

Testing

During test, Network Looking Time (NLT) is measured. NLT
is a function of the ease of transition between subsequent se-
mantic representations: networks attend longer to a sequence
of words if they can easily update the corresponding seman-
tic representations 4 In turn, this ease of transition is a func-
tion of the Euclidean distance between consecutive seman-
tic representations (a proxy of how many features need to be
changed, and by what amount, to transiate from a semantic
representation to the next). NLT is defined as follows:

NLT(j) = A+ e 4101229 | yoice (ms)) — (5)

where r; and r;_ are the semantic representations associated
to word j and the preceding word j — 1; NLT(j) is a Gaus-
sian function of dist(rj,r;—1); o is the spread of the Gaussian
function, set to 1 in our simulations; noise is a random value
from a uniform distribution in the range [—1,+1]; A is just
a constant to bring looking time in the same range of values
than infants’ looking time in (Plunkett et al., 2022) experi-
ments.

Network Looking Time for the whole sequence of words is
the sum of all NLT (j) for all words j of the list.

We have evaluated several simulations in order to study
the behaviour of the model, and to determine whether it ex-
hibits semantic priming in a manner similar to that observed
in infants. Paralleling infant experiments as described by
Delle Luche et al. (2014) and Plunkett et al. (2022), in each
simulation we compare Network Looking Time when listen-
ing to an Unrelated List of Words (where subsequent words
are taken from different taxonomic categories) with Network
Looking Time when listening to a taxonomically Related List
of Words (where words are taken from the same taxonomic
category).

Furthermore, in order to parallel infant experiments, we
have evaluated NLT in two conditions: SHORT ISI (ISI =
400 ms.) or LONG ISI (ISI = 800 ms.).

4This definition of Network Looking Time is similar to Plaut and
Booth model’s Reaction Time.

The difference between the two conditions appears when
calculating NLT in Equation 5, and in particular when cal-
culating the Euclidean distance between a semantic repre-
sentation r; and the previous one r;_1 (dist(rj, rj—1). In the
SHORT ISI condition, for all words j (except the first) when
its semantic representation r; is activated, and the transition
between a previous semantic representation ;_ and r; must
be operated, r;_; semantic representation is still fully acti-
vated and no feature has adapted yet. On the contrary, in the
LONG ISI condition, when the new semantic representation
must be activated extra features in r;_1 have started to adapt.
We take therefore f; = f;/10 for all extra features.

Results
Simulation 1

In this simulation, we model Experiment 1 of Delle Luche et
al. (2014) by comparing Network Looking Time at Taxonom-
ically Related Lists (Taxonomically Related Condition) with
Network Looking Time at Taxonomically Unrelated Lists
(Unrelated Condition) in the SHORT ISI condition. Parallel-
ing Experiment 1 of Delle Luche et al. (2014), for the Tax-
onomically Related Condition each model is tested with 6
randomly generated Taxonomically Related Lists. Likewise,
for the Unrelated Condition, each model is tested with 6 ran-
domly generated Unrelated Lists.

As in the infant experimental studies, we tested 24 models
each with a different random start state. The random start
state is intended to simulate individual variation.

Figure 3, left subplot, shows that at SHORT ISI, Network
Looking Time is significantly higher for Taxonomically Re-
lated Lists (mean = 10.89, std = 0.32) than for the Unrelated
Lists (mean = 10.64, std = 0.15). Significance is determined
by a paired sample t-test, with p < .001.
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Figure 3: Results for Simulation 1 (left sub-plot), and for
Simulation 2 (right sub-plot). At SHORT ISI (left plot) there
is a significant difference between NLT at Taxonomically Re-
lated versus Unrelated Lists of Words. The difference is no
longer significant at LONG ISI (right plot).
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This matches infant behaviour, as assessed by Delle Luche
etal. (2014, Experiment 1) (see Figure 1), where it was shown
that 18-month old infants look longer at the Taxonomically
Related versus Unrelated Lists of words. This points to a
taxonomic priming effect.

Simulation 2

In this simulation, we address the same question addressed
with infants by Experiment 1 in Plunkett et al. (2022), where
it is shown that ISI has an impact on infant taxonomic prim-
ing, and taxonomic priming fades away at LONG ISI. The
simulation follows the same steps as Simulation 1, but with
LONG ISI (ISI = 800 ms.).

Figure 3, right subplot, shows that ISI has an impact on
Network Looking Time, since the difference between the two
conditions is no longer significant. Indeed, for Taxonomi-
cally Related Lists mean Network Looking Time is 10.58
(std. = 0.1), whereas for the Unrelated List the mean is
10.54 (std=0.08), and a paired sample t-test indicates that
the difference is non-significant (p = 0.13). Recall that the
only change from Simulation 1 to Simulation 2 is the longer
ISI in the latter, i.e., 400 milliseconds vs. 800 milliseconds,
respectively. The disappearance of the taxonomic priming
effect at the LONG ISI is readily explained by the adapta-
tion dynamics of the semantic representations in the network.
By adaptation, the distance between taxonomically unrelated
semantic representations becomes more comparable to the
distance between taxonomically related semantic representa-
tions. Whence Network Looking Time becomes comparable
for taxonomically related and for unrelated representations.

Discussion

We have proposed a model that aims to explain possible
mechanisms underlying the impact of ISI on infant and adult
semantic (taxonomic) priming. Contrary to the received
view within the Distributed Representations Tradition (Plaut,
1995; Plaut & Booth, 2000), the model suggests that adap-
tation might be the mechanism responsible for the impact of
ISI on semantic priming documented in 18 months old by
Delle Luche et al. (2014) and Plunkett et al. (2022) (and in
adults by (Alario et al., 2000)). Adaptation is the opposite
of hysteresis postulated by Plaut and Booth (2000) to explain
the impact of ISI on taxonomic priming. Interestingly, both
adaptation and hysteresis change the geometry of similarity
and distance among semantic representations. However, they
do it in opposite ways. Hysteresis assumes that semantic
representations at long ISI get richer of details. These ex-
tra details increase the distance between semantic represen-
tations that are taxonomically related, making it comparable
to the distance between taxonomically unrelated representa-
tions. This comparable distance explains the fading away of
taxonomic priming at long ISI. On the contrary, adaptation as-
sumes that at long ISI semantic representations adapt, hence
get poorer and lose details. The distance between taxonom-
ically unrelated semantic representations becomes compara-
ble to the distance between taxonomically related representa-

tions, and this explains the fading away of taxonomic priming
at long ISI. Further research is needed to assess which mech-
anism, either hysteresis or adaptation, is responsible for the
impact of ISI on semantic priming.

Plunkett et al. (2022) for infants (similarly to (Alario et al.,
2000) for adults) shows that at LONG ISI priming is recov-
ered only by the injection of associative links in the lists of
words considered. Although associative links are outside the
scope of the present papers, we acknowledge that they can be
easily integrated in the model®.

In the current implementation of the model, the semantic
and auditory stimuli are artificially created, and very simpli-
fied. Artificially created stimuli have proven very useful in
studying category formation (see for instance Posner, Gold-
smith, & Welton Jr, 1967 and Posner & Keele, 1968). These
artificial stimuli have the advantage to facilitate the control of
similarity relations within categories. Our stimuli have low
inter-category similarity and high intra-category similarity.

In future work, we plan to consider more realistic stimuli.
For what concerns semantic stimuli a candidate would be fea-
tures as extracted by a convolutional neural networks (even if
these are black boxes, and it is debated that features extracted
by convolutional neural networks are similar to features hu-
mans use). As for acoustic stimuli, the ones we considered so
far are place-holders for more realistic word representations.
We leave for future work more realistic representations.

Conclusion

We have proposed a possible mechanistic account of in-
fant semantic priming that replicates experimental results by
Delle Luche et al. (2014) and Plunkett et al. (2022). The
model extends Mayor and Plunkett (2010) model of early
word learning, and provides a possible explanation of the role
of ISI on semantic priming, as the result of adaptation. Fur-
ther work is needed to understand if adaptation or hysteresis
is responsible for the impact of ISI on semantic (taxonomic)
priming.
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