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WAVELENGTH MODULATION SPECTROSCOPY OF SOME SEMICONDUCTORS
' . AND METALS :

Jeffrey Andrew Stokes
Inorganic Materials Research Division, Lawrence Berkeley Laboratofy

and Department of Physics: University of California
Berkeley, California

ABSTRACT

Three types of experiment were performed on a wavelength modulation

7spectrometer with spectral range from 1.5 to 6.0 eV. The spectrometer

.1s described, as well as the uniaxial stress apparatus used in one of

the experiments.
- The derivative reflectivity spectra measured at 5°, 77°, and 300°K
for the noble metals (Cu, Ag, Au) and for two II1I-V semiconductors

(GaP,‘InP) are presented and discussed. The results are interpreted

" with the help of pseudopotential band structure calculations carried

out qoncurrently by‘other.workers. The data for GaP and InP are com-
pared with previous measurements on the other I1I-v cohpounds.

Taking advantage of the sensitivity of the wavelength modulation
technique, the‘de?ivativerreflecéivity of GaAs in the Eé region was

obtained for uniaxial stresses up to 8 kbars in the (111) direction

and up to 9 kbars in the (001) direction. A theoretical treatment

of the effects of stress perturbation is presented and is used to inter-

pret the experimental curves. We have found that the dominant structure

in the Eé region arises from A; > Ag transitions.
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I. INTRODUCTION

The wavelength modulation technique, along with other types of
modulation spectroséopy,1 has provided the means for a detailed
examination of the optical spectrum of semiconductors. Not only have

new structures been seen in derivative reflectivity2 and absorption

- spectra,_3 but other new information has been obtained from these

2,4

spectra: accurate location of critical points, evidence of

’

hyperbolic excitons,5 spin-orbit splittings of bands,2 energies of

, 6
indirect gaps, and accurate measurements of temperature and pressure

7,8,9

shifts. In the present work we have extended applications of

the wavelength modulation spectrometer to the study of metals (Cu, Ag,

‘Au), as well as measuring the derivative reflectivity for two III-V

semiconductors (GaP, InP) not_covered by Zucca,10 who- built the
apparatus. - We will present dhrves'of (1/R)dR/dE for these crystals

in the range 2.0 to 6.0 eV at 5°, 77°, and 300°K. Like Zucca,
Shen,_ggﬂgl.,ll we have correlated our results with empirical pseudo-
potential calculations carried out concurrently by C. Y. Fong, Y. Tsang,

12,13,14,15

C. V. de Alvarez, J. Walter, and M. L. Cohen. Also, we

report derivative reflectivity curves for the E6 region of GaAs at

5°K under uniaxial stresses of up to 8 kbars in the (111) direction

and 9 kbars in the (001) direction. This extends earlier work on the

|

0 structures of Si_8 and Ge (diamond

uniaxial stress dependence of E

structure compounds).
One of the goals of optical studies of semiconductors and other

crystals 1s the determination of the band structure é?k,l) and hopefully



of the dipole matrix elements between states of thevcrystal,

<wb,2Ilek,2')’ The optical properties of a crystal are derived from
its dielectric function, which is a tensor for a non-cubic crystal or
in a uniaxially-stressed cubic crystal. In the framework of the one-
electron, random phase, and self-consistent field approximations, the

16

dielectric function can be written as

€lg,w) = 1

t 53
mw L ih
k2,2’ hw - (£ -€ ,)+
SO 3 T
2 . .
4ﬂ2Ne 1, (1a)
mw =
where
EEp+h}$+—§-hg, ~(1b)
and

W0 = ——Ql}z o g EE - (1c)

Here % is the unit dyadic, w and q are the frequency and wave vector
of the light wave, Q is the volume of the crystal, fo (> ,2) is

the Fermi distribution, k’z'is the energy of a state with wave
vector k in band %, (1/9172yuk,£(£) is the Bloch'function of

this state, p is the momentum operator, and T is

k+q,2"; k,%
the relaxation time due to random processes such as impurity and
phonon scattering. N is the total number of electrons in the crystal.

(The last term in Eq. (la), involving N, does not have significance

e Z [fo(gyg,z""fo(gg,z)] (o, 1Tl orq 0) Coeyg go Il g

(o
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by itself, as it is exactly cancelled by certain terms in the previous
sum.) £ (q,w) as given in Eq. (la) is quite general and applies to
both longitudinal and transverse optical waves, except that certain
local field effects have not been included.16 In cubic crystals the

dyadic {7 >{(7 ) becomes the unit dyadic for small q, and £(0,w) can

~

‘be treated as a scalar. In treating our experiments, the g-dependence

of €(q,w) can be neglected, because the wavelength of the light is
500-1000 times greater than the spatial ﬁeriod of the lattice. Specific
forms of £(0,w) will be exhibited latér‘in connection with particular
applications.

The reflectivity at normal incidence and absorption are given

by,
2 2
R = (n—l)2 + k2 (2a)
(n+l)” + k
n = 2nk% . (2b)

where the real and imaginary parts of the index of refraction N are

‘/sl + ‘/elz + 622 . (39

n-"—‘
-€ +‘/:-:2+r:2 v
k=[1 1 2 _ (3b)
) .
or
N=n+ik = Ve = Ve, + ic (4)
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Clearly, from a measurement of R or n it is virtually impossible to
obtain all the detailed information about the trémendous number of elec-
tronic states of the crystal. Because these states lie in broad; over-
lapping bandé, e(w), along with all the quanfities derived from it, is
a rather featureless function of w except at‘certain points, e.g., points
of high symmetry. These points correspond to critical points (maxima,
minima, and saddle points) in the joint density of states between two
bands % and &' and are called van Hove singularities. Even so, £ (w)
itself is continuous at a van Hove singularity. It is in the slope of
€ (w) with‘respect to w where the singularity appears, the discontinuity
being semi-infinite or infinite. Even this discontinuity in slope is
wiped out.by damping effects, etc. Thus, in Eq. (1), when h/TRQ' is
greater than zero theAslope of €(w) undé:goes a finite change over an
energy range h/TQZ" However, for realistic relaxation times, correspond-
ing to h/TQZ'.~ .001 to .01 eV, this change in slope can still be rather
sudden and large in magnitude compafed to the background derivative.

Any sudden changes in the slope of e(w) carry over into the slope of
R(w), but in the spectrum of R(w) itself the critical points are hard to
pick out, jusﬁ as with e(w). Theré are numerous such critical points in
the near infrared, visible, and ultraviolet regiqns of the spectrum, but
only three or four of them create major peaks in R(w). The.rest appear as
shoulders on thesé feaks or not at all. Thus we would like to have an ex-
perimént which gives us dR(w)/dw, in order to reveal more of these critical
points. This has Been accomplished most directly by the use of wavelength
modulation,z’4 and indirectly by other modulation techniques such as piezo-

reflectivity,1 and by mathematical differentiation of the reflectance

17
spectrum.
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- The energies of ctitiéal points, however, are the only real hard
information about the band structure to be obtained from a reflectivity
spectrum. We would like to know more than the eﬁergies of certain
band edges; we want to know their location in g-space, the shape of
the bands in between, and the transition probabilities between bands
at each point in the zone: in short, éL,R and the matfik elements.

As remarked earlier, however, we cannqt~work backwards from R(w) to
untangle £(w) because there are too many pairs of states in k-space
with the same energy difference."Rather, it would be more practical

to start from a theoretical band structure and calculate the reflectivity
aﬁd its derivative for comparison with experiment. This is not as

easy as it sounds, bécause of the large number of states in a crystal
and because of the interaction of the electrons with each other. In
order to get anywhere, one usually makes some assumptions and then
calculatés the band structure. But where do wé stért? What assumptions
do we make? And, having'made those assumptions and arrived at a
calculated R(w), how do we alter those assumptions in small, .
quantitative ways to produce a better fit of R(w) or dR(w)/dw with
experiment?

At present, the most successful method of computing band structure
appears to be the empirical pseudopotential method.18 As will be
described, our wavelength modulation results have been correlated with
pseudcpotential calculations of R'(w)/R(w). The critical point
energies used to adjust the pseudopotential parameters came both from
our measurements and from others. In general the agreement is very

promising.



The hope is that, as pseudopotential theory and modulation
experiment interact, the calculated R(w) and R'(w)/R(w) will eventually
agree with the measured R(w) and R'(w)/R(w). When this point is

reached, we will probably have a good idea of éi 9 and the matrix

s
elements throughout the Brillouin zone.

In Chapter II we describe the design and operation of the wave-
length modulation reflectance spectrometer, as well as an apparatus
for applying a uniaxial stress to the sample.

In Chapter III we present the R'(w)/R(w) data for the three noble
metals, Cu, Ag, and Au. In Chaptér IV the data for GaP and InP are
described. |

Chapter V gives a theoretical discussion of the.effects of
uniaxial stress on the E6 region of GaAs and presents our derivative
reflectivify data taken under (111) and (001) uniaxial stresses.

In order to predict the shape of structure a given critical point
will produce in the optical spectrum, we have borréwed a procedure
from electroreflectance theory.19 The basis of this procedure is the
belief that in the immediate neighborhood of a critical.point'the
structure due to that critical point will dominate the spectrum. In
other words, the sudden changes in slope of 81 and 62 produce a sudden
change of slope in R(w) that can be distinguished from a slow back-
ground variation of the slope. The shape of ell and 821 at each type

of critical point is well understood, and their contribution to R'/R

can be deduced from
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3 a(el, ez)Ael + B(sl, ez)Aez (5)
The hope is that o and B are smooth functions of w and indeed they are.
Seraphin and Bottka have calculated these functions from experimental

19

€, ‘and €, for Si, Ge, and GaAs. The variation in o and 8 is roughly

1 2

the same for these and other semiconductors. We have used this fact
to aid in identifying the type of critical point responsibie for
various structures in semiconductor spectra.

Quantities similar to o and B have been calculated for the noble
metals,20 and are likewise fairly smooth.

In practice, this lineshape or "edgeshape' aﬁalysis is similar
to the decomposition scheme of Zucca,10 but we have taken a more
sophisticated approach to the lineshapes, whereas he decomposed the
spectra into structures approximating the derivative of a bell-shaped
curve. Yet his method produces reasonable.agreement with other measure-
ments such as electroreflectance as to the major critical point
energies. This is apparently a coincidence. It turns out that our
predicted lineshapes for the major critical points in semiconductor
spectra, those at EO’ El, EZ’ and for an Ml point at E6, are all
qualitatively similar to his.lineshape. For other, weaker, critical
points the lineshapes are significantly different. Our method has
the advantages that: (1) we can eliminate one or more of the critical

point types (MO, M., MZ’ or MB) as being responsible for a particular

structure; (2) we know what part of the structure represents the



location of the critical point; (3) we know what part of a structure
to examine for exciton effects and what part not to. Shaklee, et.al.
has used this approach to deduce that hyperbolic excitons cause the
low-temperature downward sharpening of E1 structures in tﬁe ITI-V
compqunds. Theoretical calculations of R'/R from pseudopotential band
structures show that our abproach is valid wherever the one-electron
approximation can be successfully appiied. In fact, one of the useful
features of such theoretical curves is that they tell us what kind of
lineshape to look for in the experimental spectrum, and they also
tell us ho& big it should be. |

It is envisioned that a detailed approach to the line shapes of
critical points in regions of the spectrum above the gap will yield
information about the lifetime broadening Togr? where the concept is

valid. This has already been successfully done for EO in GaP.21
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II. EXPERIMENTAL DESCRIPTION

The wavelength modulation spectrometer is the same as that built
and used by Ricardo R. L. Zucca10 and Y. R. Shen with a few minor
changes to be described below. For the stress experiments, we used

the apparatus built by Jackson K008 and R. Zucca, also modified

slightly to conform to the particular situation.

A. The Wavelength Modulation Spectrometer

1. Principles

The system consists of thrée'main segments: first, a mono-
chromater modified to produce a wavelength—moduiated beam; second,
a conventional double-beam reflectance spectrometer; third, a dewar
with the sample inside, capable of cooling the sample‘to temperatures
between 1.5°K and room temperature. Figure 1 gives the 1ayou£ of the
apparatus, The light source at (A), a 75-watt PEK xenon short-arc
lamp, or a 400-watt FAL quartz—iodihe projection lamp, is focused by
the spherical mirror (B) onto a narrow slit at (C). This slit,
0.1 to 0.5 mm wide, is reimaged, by spherical mirror (E), at (F) in
the plané of the entrance slit of the Jarrell-Ash 0.5 m monochromater.
Plane mirror (D) actually oscillateé about an axis perpendiculér to
the paper, with a frequency of 1,000 hz. The reéult is tﬁat the image
of (C) at (F) osgillates back and forth in the plane of the entrance
slit, the jaws of the slit being opened wide to allow for the

oscillation.
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Inside the monochromater, the back mirror forms the beam into
a parallel beam (G-H); because of the oscillation of beam (F-G), the
angle of the parallel beam (G-H) with respect to the grating oscillates

also at 1,000 hz. The result is that the parallel beam of light (H-I)

v diffracted at a particular angle to the grating is oscillating in

waveléngth. This particular beam is focused at (J), and out of all this
we get a beam, emerging from the 0.1-to 0.5 mm-wide exit slit at (J),

that is oscillating in wavelength but fixed in gpace. X oscillates

about a central wavelength AO that is determined by the angle of the

grating. Thus,
A(t) = Ao + A\ cos wt _ N )

describes‘the beam emerging from the monochromater..vThe grating is
adjusted so that the dial reading equals AO'

After-emergiﬁg from the mbnochromater, the beam is focused by a
small spherical mirrgr (K) to a small image at (L). What follows is
based on the following principle: the beam is split into two equal
parts and both parts undergo the samé number of reflections from Al
mirror surfaces before recombining, except thaf one beam also undergoes
a reflection from the sample surface. The "separation' of the beam is
accomplished by a chopper mirror at (L), which throws the whole beam
firstvone way, (L) to (M) to (N), and then the other way, (L) to (0)
to (P) to (Q) to (N). Thus when the beam travels by the first path,
known as the reference channel, it undergoes two.mirror reflections

(Al + 480 A Mng) at (L) and (M); when the beam travels the other path,
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the sample channel, it undergoes two mirror reflections at (0) and (Q)
plus being reflected from the sample at (P). Thus the intensities of
the two beams when they reach the photomultiplier window at (N) differ -
by a factor of R(Ab), the reflectivity of the sample. The four quartz
plates at (R) in the reference beam equalize the effect of the two
quartz dewar windows thréugh which’the sample beamvmust pass twice.
An auxiliary baffle at (S) is édjustable and allows us to cut down the
height of the image on the sample, so it will fit.

Th= signal received by the photomultiplier thus has a square wave-
form upon which is superimposed a 1,000 hz. oscillation, as shown in

Fig. 2. The reflection of a wavelengthymodulated beam by a dispersive

medium gives rise to an intensity modulation at the same frequency.
This a.c. signal is ﬁroportional to the wavelength derivative of the
reflectivity of the dispersive medium. Unfortunately, the many optical
components including the lamp and the photomultiplier haye dispersion
of their own, and the result is a large background signal appearing in
both the sample and reference channels. The actuél signal due to
dR/d)\ of the sample, which appears in the sample channel, may be only
10—4 of the background signal. Eliminating this background is the
central concern in the design of the wavelength modulation spectrometer.
The various signals must first be separated. The scheme for this
appears in Fig. 2. An electronic switch, synchronous with the chopper-
mirror, éends the sample and reference parts of the electronic signal

into separate electronic channels. (Sample/hold circuits maintain the

d.c. level in each channel between the periods when the synchronous
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switch is feeding the signal into that particﬁlar channel.) 1In each
channel the d.c. level is read by a d.c. amplifier and the 1,006 hz.
signal in each is read by é lock~in amplifier (PAR HR-8). The raw ' -
signals are now separated, as shown at the right of Fig. 2.
Two feedback loops.are used. The first is to normalize the d.c.
spectrum‘and is equivalént to dividing the sample beam by the reference
beam tc get R(ko). To do this the power supply is controlled by
feedback so as to keep I(AO) equal to a constanf, C. The sample
channel d.c. sigﬁal then becomes CR(AO). At the saﬁe tiﬁe, the -
reference a.c. signai drives a motorized baffle which moves into the
beam at (T) in.Fig; 1 until the reference,a.c..signal becomeé-zerb{
Then the sample a.c. signal is equal to CdR/dA. R and dR/dA are
recorded simultaneously on Moseley strip;chart recérders_as functions
" of AO. | | |
It turns out that one or both of the sample channel signals
(a.c. and d.c.) can be used for the feedback lobps instead. 1In the

10,2

previous usage of the machine IR was held constant rather than I,

while dI/d)X was held to zero as described above. If this is done, we

have

REFERENCE

i

a.c. d1/dx 0 (feedback)

Sd.c. IR
SAMPLE
Za.c.

C'(feedback)

[« 7

CdR
R dA

IdR + RdI
d\ dA

. ———— ——

(6) -
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switch is feeding the signal into that particular channel.) In each
channel the d.c. level 1s read by a d.c. amﬁlifier and the 1,00b hz.
signal in each is read by é lock-in amplifier (PAR HR-8). The raw
Vsignals are now separated, as shown at the right ovaig. 2.

Twé feedback loops are used. The first is to normalize the d.c.

spectrum and is equivalent to dividing the sample beam by the reference

beam to get R(AO). To do this the power supply is controlled by |
feedback so as to keep I(Xo) equal to a constanf, C. The sample.
channel d.c. signal then becomes CR(XO). At the same time,‘the'
reference a.c. signal drives a motorized baffle which moves into the
beam at (T) in Fig; 1 until the reference a.c. signal becomes zero.
Then the sample a.c. signal is equal to CdR/dA. R aﬂd dR/d)X are
recorded simultaneously on Moseley strip—éhart recﬁrders as functions

"~ of AO.

It turns out that one or both of the sample channel signals

(a.c. and d.c.) can be used for the feedback 1obps'instead, In the

10,2 ..

previous usage of the machine IR was held constant rather than I,

while dI/d)\ was held to zero as described above. If this is done, we

have
d.c. 1 —~——tf—-C/R
- REFERENCE ' }
a.c. dI/dx l = 0 (feedback)
/ l | < (6)
Sd.c. ' IR | = C (feedback)
SAMPLE | l
za . IdR | RdI ,___Cdr
) di dx YT R dA
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Curves of (1/R)dR/d\ are convenient because they are not affected by
any experimental defect which changes R(Ao) by a éonstant factor, and
also because the logarithmic derivative of R fits into Kramers-Kronig
formulas. The data for GaP, InP, Cu, and Au were taken with the
apparatus in this configuration.

IR = C éannotvbe used, however, when R is very low because the
feedback has to increase the ﬁhotomulfiplier voltage too much to
maintain iR = C and the system saturates. This was the case for Ag,
which, with our resolution, has a reflectivity of 1~27% near 3.9 eV.
So we usea a third configuration, namely

Sd.c.‘ . I | = € (feedback)
REFERENCE [
Za.c. d1/dx —I-—->-% g—I)f-
| | (7)
d.c. IR ——f}—CR
SAMPLE |

IdR , RdI l

a.c. —EX-+-—§X = 0 (feedback)

This gives us the logarithmic derivative without dfiving the photo-
multiplier up to a high voltage. Also, the curves of R are more
convenient than R.—1

The. fourth configuration gives C/R and C é% (1/R).

The dewar, a Janis Research Dewar, cools the sample by a flow

-of He gas, from a liquid He reservoir, past the sample holder. The

temperature is regulated by balancing the current in a small heater
against a valve which controls the rate of flow of He. Thus the

sample is never in the liquid and the light can get to it freely
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through the two suprasil quartz windows of the vacuum jacket. The
temperature can be held at any value between 4.2°K and 300°K with an
error of about 1°, but most of our work was at liquid He (~5°),
liquid N2(~77°), and room (~300°) temperatures.
| The 1,000 hz. oscillating mirror, purchased from American Time
Products {Bulova), is driven by a tuning fork which is the tank part
of a resonant circuit. By adjusting the amp1itude of the oscillation,
by changing the distance between the mirror and the slit (C), and by
correctly focusing (C) on the plane of the entrance slit, the depth
of modulation A) can be set between 12 A and 50 A, peak-to-peak.
Suprasil quartz windows, a grating blazed at 1900 A, a suprasil
quartz envelope for the xenon lamp, a 480 A coating of MgF2 on all the
aluminum mirrors, and an EMI 9558 QB photomultiplier ailowed data to
be taken out to 6.1 eV or 2000 & in the uv. This wide range allowed
us to see new structures in the spectra at higher energies than other
modulation studies.

2. Modifications

The original wavelength modulation spectrometer10 had a homemade
oscillating mirror which worked well. Essentially a mirror mounted
on two needle points and coupled to a piezoelectric bimorph, it had
" a moderately damped resonance near 100 hz. A sine wave of this
frequency, amplified by a Bogen power amplifier up to around 200 volts,
was used to drive the oscillator. However, between the measurements
on GaP and InP, the power amplifier broke down, so the 1,000 hz.
tuning-fork mirror was installed. The resulting signal was somewhat

improved, because the tuning-fork oscillator is more stable, and
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bécause.it ﬁas a higher frequency so that 1/f noise is less; However,
certain disadvéntages need to be noted, in considering future modula-
tion systems. First, this device has a minimum angular oscillation of
4.1° (p-p) which is necessary to sustain the resonant oscillations of
the amplifier-tuning fork system. (The maximum is 7.2°.) Thus,
although we needed finer resolution for the uv region, we were limited
to a AX of 12 A, Second, while the mirror costs only $400, the response
time of the manufacturer is quite slow, with delays up to many months
for unknown reasons. The tuning~fork mirror appears to wear out after
a few years, requiring higher and higher amplifier gains to start the
oscillation. During the period of its functioning, however, this device
provides very good wavelength modulation at mediﬁm resolution and
requires no maintenance. |

An improvement of major importance was carried out by fellow
researchers, which made our measurements easier and also paves the way
for building a vacuum ultraviolet spectrometer. This was fhe instal-.
lation of a vacuum-ion pump in place of the oil-diffusion pump, and the
replacement of the mechanical roughing pump with a‘cfyopump containing
zeolite. With this system, which provided a vacuum in the dewar
jackets of ].0_7 torr, there was absolutely no fear of the quartz windows
becoming contaminated with oil at 5°. With the old pumps, this would
happen within several hours. | |

The original samplevholder10 consisted of a flat brass surface upon
which a semiconductor crystal was mounted with vacuum grease. This
was satisfactory since the samples of Si, Ge, GaAs, InAs, GaSb, and

InSb were flat, thin, and of uniform thickness. However, since
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some of.the samples undertakenvin this work were thick, ﬁith irregular
back sides, a new method of holding the sample was sought. One of the
designs used is shown in Fig. 3. In this sample holder, a mounted

. sample will always have its reflecting surface lying in the same plane.
v Thié plane is established by an anodized aluminum face plate, which
can be easily changed for another face plate with avdifferent hole in
the front to accommodate smaller or larger sampleé. The sample is
held against the inside of the face plate by two crossed phosphor
bbronze straps attached by screws. An advantage of this is that there
is no vacuum grease, thus increasing the chances of keeping the system
and the sample clean. Also, the sémple holder was designed with

speed and security of mounting in mind, since one wants to mount a
sample QUickly after chemical polishing and get it into the inert
atmosphere in the dewar. To keep a smallvsample from sliding around
under the straps, a bloék.of teflon with a hole in it to fit the
perimeter of the samplé can be pre-cut and inserted behind the face
plate. This sample holder is useful for samples prepared by cleavage,

where the shape of the sample cannot always be predicted beforehand.

B. The Uniaxial Stress Apparatus

As mentioned before, we used the stress frame built by Jackson
Koo and Ricardo R. L. Zucca8 to apply uniaxial stresses to GaAs
samples. Their design was based on that of Pollak and Cérdona22

except for the details of the brass plugs.
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The sample holder is shown in Fig. 4. Our onlj modification of
Koo's apparétus'was to replace the steel piston and.brass plug
combiﬁation, also used by‘Pollak and Cardona, with a.éingle brass
piston on each end of the sample. As shown in the figure, the crystal
is mounted with epoxy in holes in the end of each piéton. Because of
the permanence of epoxy it is necessar& to machine new brass pisfons
for each sample. The larger brass pistons used in our experiment
were easier to machine than the smaller brass plugs used by koo, and
the chance of‘misalignment was lessened. The cenfral hole for the
sample was drilled 1/32 in. deep with a flattened drill no more than
.005 in. wider than necessary to accommodate the sample. A second
reason for going to a single piston for each end is that the residual
wobble of the system could be made smaller if there 1s only one piece
to make instead of two. The piston diameter‘must be machined to a
tolerance of two or three ten thousandths so that wobble is negligible
but the piston still slides freely. The exact diameter must be
established by trial and error but this is not difficult. The bottoms
of the pistons were rounded, so that the top piston wouid not get
stuck in its hole and so thét thebaxis of phe pistons would be'
determined entirely by their respective holes.

Careful orientation, cutting, and grinding of‘the crystai is
required. This will Ee described later in connection with the
experimental results for GaAs, along with the prodedure for gluing
and mounting the sample. For the stress to be uniform and to avoid

shear stresses, the ends of the sample should be flat, smooth, and
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parallel, and they should be perpendicular to the long edges of the
sample. A sample for this device may have dimensions up to 13 ﬁm by
2 mm by 2 mm.
The central rod of the stress frame is pulled on by a system
of levers, designed so that the lever sysfem pulls entirely againét
itgself, with no strain or weight borne by the dewar. Also the sample
can be raised and rotated with respect to the light beam, even while
the sample is under stress. This is necessary because the support
stem of the stress frame changes in length with temperature and stress.
The force on the stem and the pull shaft can be as much as 700 lbs.
We turn now to theoretical and eiperimental diécussions of the

materials studied and a presentation of our results.
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III. THE NOBLE METALS

A. Band Structure and Optical Properties

The band structure12 for the outer electrons of copper (f.c.c.)
is shown in Fig. 5. This was calculated by C. Y. Fong using the
empirical pseudopotential method with four local pseudopotential form

12,13 Similar band structures

factors and four non-local parameters.
have been calculated for silver and gold.14 These results,valong with
an early calculation of the Cu band structure by Segall,23 as wéll
as early experimental studies,23 show that the filled d-bands in
the noblé metals lie just below and overlapping in energy with the
conduction electron band. Thus in Fig. 5 tﬁere are 12 bands in each
part of the zone (including both spins) which are filled by 10 electrons
from the 3d orbitals;of the free Cu atom and the one electron from
the two‘4s orbitals of the atom. The uppermost pair of bands are
half-filléd, up to ﬁhe Fermi level EF. The Fermi surface is roughly
a sphere, touching tﬁe zone boundary in a small circle around L (the
closest point of the boundary to T'), and making a neck into the next
zone.

Ignoring for the moment the 10 "d-bands', we would exﬁect the
electrons near the Fermi surface to give rise to optical properties

appropriate to a free electron gas. In other words the Drude formula,

which can be derived from (1), should be valid:23’24
© 2 w 2 . ® 2
ew) = 1 - —22— 1 P2 + - —2— (8)
ww +1/1t%)

w(H/T) T - w1/12)
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where wpaz = 4ﬂne2/ma and n is the number of conduction electrons

-

per unit volume, m_~ an average of the inverse effective mass ovér
the filled portion Qf the conduction band,za_and T is a relﬁxation
time due to phonons, electron-electron collisions, and other processes.
The real and imaginary parts of this dielectric constant are ‘shown in
Fig. 6(a) (solid lines). The reflectivity arising from this €(w)
is shown in Fig. 6(b) and the derivative in Fig. 6(€)(solid lines).
The reflectivity remains nearly unity up to wpa’ the "plasma frequency"
for the conduction electrons, above which it drops sharply to zero.

| If there were no d-bands, all three noble metals would be shiny
and colorless, since hwpa is around 9 eV for the conduction electrons.
But the presence of tﬁe d-bands a few eV below the Fermi surface
allows the possibility of interband transitions at energies below
9 eV, El(w) and Ez(w) resulting from these interband transitions can
just be added to the curves for the free electrons, as indicated by

the dashed lines in Fig. 6(a). Thus the dielectric constant becomes,

uging (1) to calculate the interband or "bound electron" contribution,23

" ' £, 2)(;m '2 ) 20”12
'rr) ﬁ k 2 9)

e(w) = 1 -~ a 3
. »Q, gt T [(U) + i/lev) 2’2' ]

BIH
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where PEQ,-iS the matrix element of pu between Bloch functions of bands
£ and &' at k, and Worg is the energy difference between the two bands
at k, and U = x,y,z. The effect of the interband transitions is to cut
in;o the Drude free—eleétron high réflectiQity before wpa is reached,
and>to add structure in the region above this cut according to the
details of the interband spectrum. Three typés'of interband transitions
give rise ‘to structure in the optical spectré: (1) critical points;
2) osculating points, which result from transitions to or from the
Fermi surface at points where it is parallel to the surface of constant
interband energy; and (3) volume effects, which result from transitions
over large regions of the Brillouin zone where two bands are separated
by nearly the same energy. As indicated in Fig. 6(c) (dashed 1line),
a positive swing of the derivative spectrum after thellarge dip is
evidence that in;erband transitions afe occuring, since the Drude
theory alone (solid line) gives a derivative that is always negative.

There is also the possibility that the incoming photons in.a
reflectivity measurement will excite collective oscillations in the
electron gas known as plasma oscillations, with a resultant absorption
of energy from the incident‘beam and a lowering of the reflectivity.
When 82 <1, relatively undamped volume (bulk) ﬁiasmons can propagate
near the frequency where El = 0; similarly, if el = -1, surface
plasmons can propagate along the_interface between a metal and a
vacuum.25’26

| The voluﬁe plasmon is a longitudinal plasma density wave with an

associated electric field that is also longitudinal. With normally
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incident light on an optically flat surface the tramsverse E-field of
the 1ncident light cannot couple with the longitudinal field of the
plasmon. It has been predicted theoretica11y27 that with non-normal
incidence, light polarized parallel to the plane of incidence can
generate volume plasmons at frequencies w => wp‘in "thick foils"
(e.g., crystals). However, the calculated effect on reflectivity is
still quite small. Further, the sharp dip in R at the interﬁand
threshold and the interband transitions above and iﬁ the vicinity of
wp would effectively mask thg rather smooth spectra} dependence
expected for the volume plasmon generation.27 ‘It is possible that,
in a near-normal incidence>ref1ect1vity expeériment like ours, surface
roughness may enhance production of volume plasmons by presenting a
surface of varying orientation to the incoming light beam. Nevertheless,
since the effect of plasmon generation on R is small, particularly
neaf normal incidence, we do mot expect to notice any effect in our
spectra.

 Surface plasmons, which might be compared to water waves, contain
fields which are both tangential and normal to the metal surface;25
thus any external light wave may couple with a surface plasmon. However,
the phase velocity along the metal-vacuum surface of light in vacuum is
greater thén that of the surface plasmon, so for a smooth surface
coupling cannot occur.28 It has been observed that'surface roughness

26,29,30 with a consequént noticeable effect on optical

inducee coupling,
properties including reflectivity. The surface plasmon frequency

(at large ksp) occurs somewhat below wp, in a region of smooth, high
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reflectivity. However, a glance at the curves of 81 and €2 given by
Ehrenreich, 3333323 for the noble metals shows that favorable conditions
exist only for Ag; namely, €y is small when € = -1. Surface roughness
can rela; the momentum congervation requirement and allow an incident
light wa&e to transfer energf into surface plasma modes.26' The long
wavélength su;face plasmon frequency for silver should be around

23 ‘The occurrence of a dip in R around this energy should

A,26’29

3.6 eV.

indicate an r.m.s. surface roughness of at least 10 As we

shall see, such a dip was obsgerved in our spectra.

B. Samples and Surface Preparation

The preparation of a metallic crystal for measurement requires

great care because of the softness of the material. Mechanical

abrasion or cutting with a diamond saw rapidly generates dislocations

throughout the crystal, broadening and shifting the structures in the
spectra. Therefore "goft" methods must be used, such as spark éutting,
electropolishing, and chemical lapping. Also great care must be taken
to avoid knockiﬁg the crystal arbund, scratching ﬁhe surface, or
straining it during mounting.

The copper sample was a single crystal cut énd prepared for
cyclotron measurements,13 which requirera grgater degree of purity
and perfection than optical measurements, so our sample was very good.
This sample was electropoiished using D. Lindholm's apparatus.and
following his technique eiactly.13 As with all samples, the Cu
crystal was then immediately mounted in an inert atmosphere in the

dewar.
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The silver crystalla had also been used for cyclotron resonance

studies.31 The sample had been cut and electropolished by D. Howard31

but the surface was black from years of oxide growth. In order to
restore the surface to brightness it was lapped on a soft polishing
cloth (Beuhler '"Microcloth") wet with a suitable solution. The

solution that worked best was that of J. M. Morabito, g£r§1.32

100 cc 0.2M KCN

2 ce 30% HZOZ

WARNING: Wear gloves, use fume hood.
Cyanide is deadly poison.
Never mix cyanides with acid
because HCN develops!

This should be mixed just before use because the‘components go off
as vapors (don't breathg them!) rendering it impotent. If gloves are
worn, the crystal can be lightly moved around on the polishing cloth
until a very shiny surface results. It is then rinsed in H20 and
CH3OH, and quickly mounted. This chemical lapping solution seems to
work best on (110) surfaces, as with our sample. |

The gold crystal, from the batch. of Mattéra, gg,gl.,33 had its
reflecting surface lying in the (111) plane. ‘The sample was prepared
by dipping into semi~-hot (™~ 50°C) aqua regia (3 parts HC1l in 1 part
HN03) for about 1 sec., thén rinsing'quickly in methanol and mounting.

Gold retains its polished surface better than the other two noble

metals.




o
~
P
e
g
o
R
Lon
(o
N
R
A
i
s
=anie

-31-

C. Experimental Results

The derivative spectra of Cu, Ag, and Au measured at He tempera-
tures in Figs. 7, 8 and 9, along with the logarithmic derivative

reflectivity calculated from the pseudopotential thebry._12’13’14

The
overall agreement of theory and experimene is good, in pafticular in

the region of the large dip in (1/R)dR/dE at the onset of interband
transitions, except in the case of Ag, where the dip in the theory

curve is .22 eV higher in energy than in the experimental curve. The re-
flectivity and its logarithmic derivative were obtained from the band
ehergies and pseudowave-functions by first calculating R and its derviative.
In calculating the matrix elements for ez(w), the contributions of the

p and s electvons of the outermost core shell (3s, 3p for Cu; 4s, 4p

for Ag; SS,.Sp for Au) were explicitly included. With this step the
agreement in the region of the‘intgrband onset is very good, but
withoutvif ez(w) in this region.is way too low ‘as shown12 in Fig. 10.

In the ease of silver, the theory and experiment curves agree in

general shape, and it is anticipated that fitting the pseudopotential
parameters to our data instead of to a photoemission '"density of

nlh, 34 will produce better agreement as to the energy of the

states
onset.
In each of the spectra, the first structure that occurs as we
move up in energy is a sharp negative &ip in the slope, and right
after each dip R'/R swings positive (Au and Ag) or goeé through a

sharp maximum just before it reaches zero (Cu). To the right of the

large <ip in each spectrum we find a variety of structures, which are
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~———Exp.

Theory (pseudowave function)
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Fig. 10. Comparison of Theoretical Calculations ef €, at the
Interband Threshold with an Experimental Result?! (From
Ref. 12; data is that of Gerhardt, et.al., as cited in

Ref. 12.).
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small in comparison to the dip, but there is not otherwise any
striking similarity in the three spectra in this région.

Using fhe pseudopotential results as a guide, we can interpret
some of thebfeatures of the experimental spectra. We start with
copper12 (Fig. 7). The large dip between 2.1 and 2.3 eV is produced
by the lowest interband transitions, which originate from the bands
just below the conduction band and end up on the Fermi surface. Mést
of these transition occur near A in the Brillouin zone. The bump in
the data at 3.1 eV is explained by a volume effect, near X with final
_ states in the conduction band just above the Fermi surface. Other
volume effects and an osculating ppint (Zl - Zl, band 3 to band 6,
numbering the bands according to the single group notation) could
acoount for the small structures at 3.6 eV and 3;8 ev. (We.note that,
because of the coarse mesh of points in the Brillouin zone used for
calculating the joint density of staﬁes, volume effects may be emphasized
in the theoretical result.) In the pronounced sfructure éround 4.0 eV
we can lccate two critical points, on the basis of both the theory and
our line-shape analysis scheme descriBed in Chanter I. These afe:

an M, point, X_ - XA, (bands 4, 5 to band 6), at 3.97 * .02 eV;

1 5
an Mo point, L2, - Llu (baﬁd 6 to band 7) at 4.32 t .04 eV. Above
4.25 eV, the experimental spectrum agrees with the theory in shape
but not in magnitude. We can tentatively assign the bumps near 4.5

and 5.0 eV to volume effects; also, aniosculating point may contribute

to the lower energy bump.
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We next‘turn t§ gold,la because of its similarity to copper in
many respects. (Fig. 9) The dip between 2.1 and 2.6 eV represents
the onset of interband transitions, as with copper; these occur from the
upper 'd-bands" to the Fermi surface, mostly near A in the Brillouin
zone. The shoulder at 3.0 éV corresponds to a volume effect. The
'cusp at 3.66 ¥ .05 eV is assigned to the XS_Xa' Ml critical point. 1In
the theory it is at 3.84 eV. The theoretical band structure gives
3.94 eV as the energy of the Ly - Liu L critical point, but this is
not seen in either the theoretical or experimental R'/R, and if it
contributes at all it may be buried in the X5 —_X4, structure. Higher
energy structures in the data, at 4.6 and 5.6 eV, are probabiy volume
effects.

For silver,14 Qe have the same large dip, but its significance
is somewhat different. First we notice that it 1is twice as large in

u

eﬂergy, beginning at around 3.7 eV, beyond the visible. The L2, - L1

M, critical point has about the same energy as the other metals, but

0
this means that it is almost on fOp of the large dip instead of 1 or
2 eV above it (4.35 * .05 eV in the data, 4.27 eV in the theory). On
the other hand, the X5 - Xa, Ml pqint is about the right energy above
the interband onset, as represented by the dip, but is therefore
higher in energy than for Cu or Au (5.54 eV, from the theoretical
band structure only). Finally, there is a small depression at 3.6 eV,

26,29 which we have said

probably resulting from thé surface plasmon,
above is only reasonably possible in silver, and not likely in copper

or gold.
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All these differences between Ag and the other two metals can be R
related to the fact that the 'd-bands" lie lower in Ag with respect to
u -

1 valley remains about

the same distance above the Ferml energy. The pseudopotential cal-

the Ferml surface than in Cu or Au, while the L

culation confirms thié. Thus the osculating points produéing the dip
and the XS-X4, point, all of which transitions initiatg in thg "q-
bands', have higﬁer energies in Ag by about 1.8 ev,‘while the L2,—L;
transitions, initiating in the conduction band, have about the same
energy in Ag as in Cu and Au. The fact that the interband onset in
Ag is around 4 eV instead of 2 eV means that the bound electron part

of 81 is higher up on the free-electron €. curve (refer to Fig. 6a);

1

this means that the total 81 can rise above 0 before the lowest
osculating point energy (the interband onset) is reached, and hence

also before 82 begins to rise from its relatively small free-electron

value. El reaches -1 and 0, and even +1 before 82 increases

substantially; thus the situation is right for the two kinds of

plasmons to propagate. Further, consideration of the relation of R to

81 and €y shows that in this situation the large_dip in R to 1% or so

comes near the energy at which €1 equals +1, which is right at or

before the energy of the first interband transitions. (sl "feels"‘the

effect of the first osculating point well before it gets to it, but

€, 1s not affected until the point 1s reached, just as if the osculating -

2

point were an M. critical point.)23

0
The presence of surface plasmons (3.62 * .02 eV) in our data is
not surprising. The magnitude of this structure varied somewhat with

repeated preparations of the sample surface, suggesting that our
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lapping method leaves a residual surface roughness with variable
reproducibility. Only 20 A or so of rms roughness can produce a
noticeable effect.29 Also, we note that our beam is about 10° off
normal inéidence. (A1l the other structure in our spectra were
reproducible.) Anomalies in the free carrier reéion’of the noble
metals have been observed by others,20 and there is some debate as
to fheir origin, but we will not pursue the question further here.
Table I summarizes the results for the noble metals. From the
decent agreement of theory with experiment we can conclude, not
surprisingly, that the transitions in a noble metal crystal are mostly

12,34 and also that strong many-body effects are not needed to

direct,
explain the gross features of the spectra near their absorption edges.
The transitions listed are the main spectral features and are those

» discussed by most published works. More detailed studies of osculating
point composition (such as that doné by Eﬁrenreich, EEmél-23)’ critical
point compositioﬁ, and lineshapes will no doubt be done in the future
for this spectral regiqn. With better resolution in our theory and

experiment, as well as closer collaboration between the two, such'a

detailed analysis can be done with wavelength modulation reflectivity.
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Table I. Energies of important transitions, determined from experiment.

(5°K). (Fnergies are in &V)

Cu Ag Au
Transitions from 2.1 3.8 2.25¢.1
d-bands to Fermi +
surface at absorp- (2.0-2.2) (3.75-4.0) ' (2.3-2.45)
tion edge
XX, 3.97 5.54" 3.66  (?)
5 4 . . . ?
(Ml) (3.97-4.2) © (5.71-5.73) (3.5-4.2)
L '-L U | 4,25 635 3.9
2 1 : ) :
OKO) (4.4-5.0) (4.0-4.2) (4.08-4.5)
Surface Plasmon 3.62.02
Energy (3.60-3.65)
hw 3.83+.02
P _ : -
(3.78-3.80)

TParentheses indicate the range of values found in published gtudies
of the noble metals, based on reflectigity,23 »29 absorption
photoemission, 34,35 piezoreflectance, and other studies.? 26 In
general these studies were done mostly at room temperature and on
evaporated films.

Theoretical value only, from pseudopotential band structure; any
effect on the spectra of (1/R)dR/dE is not seen, and therefore is less
than 1 ev™l in magnitude if any structure exists at all.
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IV. SEMICONDUCTORS: GaP AND InP

The wavelength modulation technique is suited to the study of semi-
conductor and insulator crystals, because the optical structures are in
general sharp and numerous. Also the detailed lineshapes in the deriv-
ative spectra are interesting because the effects of excitoﬁs and the
spin-orbit interaction are clearly visible, more so than in the
reflectivity. Our study of GaP and InP is a continuation of the

TIT-V series studied by Zucca, Shen, Cohen, and Walter.2’7’1n’ll’37’38

A. Band Structure and Optical Properties

The band structures of GaP and InP are much like those of the
other III-V compounds, with one important differencé in the case of
GaP. Of the six common and stable III-V compounds, only in GaP is

(%ithe fundamental gap an indirect one, ch being lower than Flc. Also,
AN

Llc is lower than Tlc but not as low as ch. The I'-X indirect gap

has been observed by wavelength modulated absorption.3 Otherwise, GaP

is similar to the other five. The possible interband transitions at

symmetry points can be gfouped‘into the usual spectral regions:lo’37

EO, the fundamental direct gap at T; El, L3—L1 (MO) and A3-A1 (ﬁl)

transitions; EO', transitions along the A direction, such as AS-Al (Mo),

“A. ¢ - . T -z .
AS Al (Ml), and X5 Xl (Ml), E2, 221 transitions (MZ) Often the

EO' and E2 regions are mingled together in energy, and somewhere in

this same region energy range the weak I';.-T¢ transitions lie. At
higher energies are El' transitions, L3(3,4)—L3(6,7) Gﬂo) and

A3(3,4)—A3(6,7) (Ml), but for the lighter III-V's like GaP and InP
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these are expected to be just beyond the 6 eV upper limit to thé range
of our spectrometer. The principal E2 transition, 22(4)-21(5 ), is
quite strong because the energy separation of the two bands near this
point is more nearly constant over a wider range than for other

critical points. Because of the strength of the E. transitions it is

2
usually ﬁossible-to pick it out in the spectrum and then look for
the EO' structures superimposed on it or adjacent to it.

For GaP the indirect transition would be found below the EO
region? at 2.3 eV. It is impossible to see in a reflectivity spectrum,
and almost invisible in reflectivity derivative spectra. The optical
properties of these semiconductors in the EO thrqugh El' and highet

regions are given by (10), without the Drude free electron term, as

followe.23

ks

(11)

| .. . ) _ ; )
. ' —
2. TACHES] (yrem m> ’Pz'z '
: 1 /e\"1}.3 'L
e@ =1-2(2) 3k ) .
w /3 [+ 1/T,,0)% = wy,02]
2,8"1 2L'2 s AA
The prime on the sum indicates that only transitions between different
bands participate in the dielectric constant. At 0°K there can be
no Intraband transitions in 4 semiconductor because all bands.are
either completely filled or completely empty. This is taken care of
by the Fermi distribution function, focfk 2) in Eq. (11). For photon
b
energies lower than the lowest gap a semiconductor is transparent
because there are no final states to which to excite the electrons at

these energies. In an undoped, good crystal there are also no free

electrons, as there are in a metal, to follow the electric field and
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radiate it back out of thevsample. Because the indirect and direct
gaps of GaP are so high (2.3, 2.5, and 2.8 eV) it is yellow in color
and relatively transparent to red, orange, and yellow light. InP, on
the other hand, is metallic in color like the other III-V compounds,

since the fundamental gap is in the infrared (1.4 eV).

B. Samples and Surface Preparation

The single crystals of GaP and InP used in the experiment were kindly
provided by Dr. L. M. Foster of IBM Research LaBoratory, Yorktown Heights,
N. Y. Both crystals were polished with abrasive powders of decreasing
particle size, down to .05U alumina (in H20), then chemically polished
("etcﬁed") an& quickly ﬁountéd in the dewar so that exposure to fhe
atmosphere was less than ten minutes.

The Gap sample, according to Dr. Foster, was vapor grown in a PCl3
system on a GaAs substrate, which was later removed. The growth was on a
(111A) surface. The sample has a conductivity of 10-8 c:m_1 and is
believed to be very pure, as is typical of growth on this orientation.

For the éhemical polish we used a 1:1 solution of HCl and HKO3 for two
minutes.39 Because GaP is transparent in the yellow, we sought to
minimize the error in ﬁeaSuring R'/R that would result in reflections
from the back surface of the éample. When we got it, the back surface
had already been roughened, but to reduce the effects of scattered light
we decided to paint the back black. After chemical polishing we laid
the sample down on several sheets of new, clean lens paper and carefully
sprayed the back with black enamel. This dried in a few minutes, and

then we mounted it in the dewar. After use, the black backing was

easily cleaned off with acetone.
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The InP sample was boat grown in near stéicﬁiometric conditions.
In orde; ﬁo get a piece of the right size for the sample holder, we‘cut
off a slice With surface normal to the (001) direction and polished it
down to .05u alumina. Then it was chemically polished in a solution
of 1 part Br2 in IQ-pafts CH30HI‘0 and mounted for measurement. |
The procedure of measurement is essentially that followed by

R. Zucca10 earlier. Resolution of the spectrometer was 50 A.

C. Experimental Results

In Figs. 11 and 12 are the curves of (1/R)dR/dE for GaP and InP at 5°,

77°, and 300°K. Following Zuccalo.and Cardona41 we have divided the
spectra into the EO’ El’ EO' and E2 regions. Note the sharpening of

the structures and their shift to higher energy as the temperature
decreases. The sharpening results from the decrease in relaxation
effecté, which are largely caused by phonons. - Excitonic effects also

- can produce sharpening at 1ow_temperatures, as the screening due to
thermal electrons and holes decreases. The shift to higher energy is
the combined result of the decrease in lattice constant upon cooling,
and the Debye-Waller effect, a smoothing and shallowing of the effective

atomic potentials because of thermal motion of the nuclei.37 Our

results agree with existing data3’21’17 in the EO and~E1 regions, and
the origin of these structures is well understood.»

For GaP, (Fig. 11) the double peaks at 2.8 to 3.0 eV represent
the spin-orbit split direct gap at ', and the sharpening at 5° and 77°

is due to Wannier excitons.31 The E1 peak is mainly the consequence
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of A3—A1 transitions, and the spin-orbit splitting of the valence
band is small and hidden within our resolution, although we have

seen a hint of it in the 5° data. The zero in the derivative at

5.3 to 5.4 eV corresponds to the large E2 peak in the reflectivity,

and ‘the small structures just below it make up the Eo' region.

The E, region of InP is not really within the range of our

0
spectrometer, since the band gap is at 1.42 eV. The data for the
three temperatures is shown in Fig. 12. As with GaP, the El peaks
sharpen at low temperatures, but the sharpening is more dramatic,
especially on the negative swings. The splitting of the‘El peaks is
evident. Tt looks like the general trend of the E2 structure has
superimposed on it the EO' structures, so tﬁe tvo regions cannot Be
clearly separated on the basis of the data alone. Finally we note
the appearanée of a new small structure in the derivative at 5.3 eV
for 77° and 5°K. |

Our spectra agree well with those of Welkowsky and Bfaunstein,
except their magnitude is smaller, and with the GaP data of Stokowoski

and Sell.17

D. Interpretation of the'Resulté

In understanding the spectra for these two compounds, we combine
three approaches: (1) comparison with the pseudopotential spectra
and band strﬁctures; (2) comparison with the other ITI-V compounds;
and (3) lineshape, or "edgeshape', analysis. .

1. Comparison with Pseudopotential Calculations

In Fig. 13 we compare our modulated reflectivity of GaP at 300°C

15,38

with that caiculated by Walter and Cohen for the same temperature.



48—

Jo e13dadg CO4umsto? :um:mﬁw>m3 Hmp:mEHpomxu pue 1ed5T139109Y], JO comHHmQEoo

*(M,008) d®o -

"¢1 *814
6LTL-TTZL TdX . A>0v %O.—@CW
9 v € ! ’
I | €=
0
-1
IVINIWINIdX3
i {s=¢)d e
~ =2 5~V g~V -~ _ g
- (S=v)d %.008 —
409 ¢
— 7 —‘
. 0
wo1L3903HL | !
| J

(,L_A2) (m)}3/(™).¥



1

=
<
<

e

49—

Table 2. GaP Reflectivity Structure.ls’37
Theory Experiment Location in zone Symmetry cp energy
2.79 ev 2.78 eV I'(4-5) (0,0,0) Mo 2.79 eV
2.86
3.70 3.69 L(4-5) (0.5,0.5,0.5) MO' 3.40
A(4-5)(0.15,0.15,0.15) M1 3.76
4.7 4.74 A(4-5)(0.71,0,0) - Mo 4.50
X (4-5)(1,0,0) Ml 4.57
5.3 5.31 A(4-5) (0.30,0,0) M, 4.72
2(4-5)(0.50,0.50,0) M 5.20
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The:experimental spectrum shows sharper structure at EO and El, which

is to be expected because the theoretical computafion did not take
Coulomb effects between electron and holes into account. The theory
shows that the E0 peaks are the spin-orbit split direct gap at I and
that the El structure results from the Ml point along A, with L3-L1 OMO)
contributing to the positive swing just before tﬁe main structure.

In the theory the L and A transitions are .36 eV apart but the experi-
ment suggests that they are closer together and not necessarily
distinguishable with any resolution. The peak in the derivative is
attributed to the combined effects of critical points along A while

the zerc in the derivatiye at 5.3 eV corresponds tp the E2 peak in

R and is the result of the strong M2 point along Z. The small shoulder
at 5.1 eV is real but does not have its counterpart in the theoretical
curve. The comparable magnitude of theory and experiment in the Eo'
and E2 regions suggests that excitonic effects are not important for
these transitions. The critical points determined from the theoretical
15,37 |

band structure are tabulated in Table 2.

De Alvaréz15 has calculated the empirical pseudopotential band

structure for InP, in part using our own results for fitting the calculated

curve. The derivative reflectivity (5°) she calculated is shown in
Fig. 14, along with our experimental result for comparison. As with
GaP, the E1 structures are caused mostly by the Ml critical point along
A. The experimental curve shows more negative swing than positive
around El’ possibly indicating that the Mo crifical point (L3—L1) does

not contribute as much here as in GaP. Comparison of the two curves in
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Table 3. InP Reflectivity Structurea’15

Theory Experiment Location in zone Symmetry cp energy
1.43 677 1.42 ev®  T(4-5)(0,0,0) ' | M, 1.5 ev
3.23° 3.24 (L(4-5)(0.5,0.5,0.5) B 3.2
3.37° 3.38 {A(a-S)(o.3,0.3,0.3) Y 3.22
4.75 4.78 A(4-5) (0.8,0,0) My 4.7

X(4-5) (1.0,0,0) M 4.71

Volume near (4-5)(0.3,0,0) - 4.88
5.06 5.10 2 (4-5)(0.7,0.7,0) M, 5,02

(5.05) | | |

5.48 (5.25) Vol. (3-6)(0.3,0.1,0) - 5.5
5.86 5.77(5.6) A(4~6) (0.7,0,0) | f Mi 5.77
6.47 (6.57) L(4-6)(0.5,0.5,0.5) - My 6.2

A(4-6) (0.4,0.4,0.4) | My . 6.28

(a)Data in parentheses from Woolley—Vishnubhatla; Canad. J. Phys. 46,
1769 (1968). Other data from this paper's 5°K experiment.

(b)

Corrected to include spin-orbit corrections.

(C>W. J. Turner, W. E. Reese and G. D. Pettit, Phys. Rev. 136, Al467
(1964) . : :
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the E.' plus E, region reveals that: (1) the experimental peak at

0 2
4,65 eV is due mainly to the A CMO) transitions near X, with possible
contfibutions from a volume effect near (.3, 0, 0) and from transitions
at X itself (Mi); (2) the structure between 4.9 and 5.3 eV is the
E2 peak, due to M2 22—21 transitions; and (3) tke peak below zero at
5.6 eV can be aséociated with A (Ml)’ transitions between bands 4 and
6, at (.7,0,0). A shoulder at 5.3 eV could be the volume effect
reported in the theory. In Table 3 are the critical point energies
from the band structure calculated for InP (5°K)515

2. Comparison with Other III-V €ompounds.

Examining the R'/R spectra10 for the 6 common stable III-V

compounds (GaP, GaAs, GaSb, InP, InAs, InSb) we immediately notice that

we can group them into three similar pairs: GaP and GaAs, InP and

InAs, GaSb and InSb. There are differences within.each pair, such as
in the magnitudes of the spin-orbit splittings resulting in one E1
structu;e for GaP and two E1 structures for GaAs, but the shape of
and gfouping of the various structures is similar within each of the
pairs. In particular the EO' and E2 regions for the two pailrs

(GaP, GaAs) and (GaSb, InSb) are well separated, but in the pair

(InP, InAs) the E.' structures seem to be superimposed the E2 structure.

0

~ Spin-orbit splitting increases as we go down the periodic table, since

YV becomes larger. The similarities within these pairs;‘as well as the
more general similarities among all six, lend support to the assignments
we made above on the basis of pseudopotential theory. Eo, El’ and E2

are thus well-understood, and a good idea of the makeup of EO' is
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available. However, sorting out the many small critical points that

can occur in E.' and above must wait for more finely resolved theoreti-

0

cal and experimental curves, as well as the use of special techniques
such as uniaxial stress which we describe in the next chapter.

3. Edgeshape Analysis

The decomposition of the principal features of the spectra for
GaP and InP into the lineghapes that are expected to occur, using the
procedure described in the end of chapter 1 and Eq. (5), assists us
in making assignments of transition energies. Thewme assignments‘are
summarized in Table 4. Also we have indicated whether the 1ineshape
shows evidence of excitonic enhancement, based on the Toyozawa and
Kostef-Slater models1 in which an edge of M, character in.e1 or 52

i

has some M character mixed into it by the Coulokb interaction. For

i+1
example, the negative dip at 5.6 eV in GaP (Fig. 11) has the correct

shape to be the exciton-enhanced part'of'Ez, and this dip also is absent

at 300°K, as we would expect for exciton effects.
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from experiment. (T=5°K)

Energies of important interband transitions as determined

GaP
-T +
E0 Pa P6 : MO 2.85t .01 ev ex.
F7—F6 2.92
El L&,S_L6 M0 3.72£.04
Le~Lg
A&’AS_A6 . M1 3.78t.01 ex.
he=Dg
' uv ¢ ‘
E0 AS AS (near X) MO 4,70t .06
1v c
As' = Bs |
uv _ ¢ : + .
A5 AS (near T) M3 4,91t .03 ex
1v c
AS AS .
Z-Z or A-A near T 5.25
> z . . .
E, 2,,5,-2,.2, | M, 5.45t.04 ex
InP
El L4’5 L6 Mo 3.2 .1 ev
Lg~L -
A4,A5 A6 M1 - 3.25t,01 ex.
A6 A6 3.38t.01
EO' A A (near X) : MO 4.64* .05
_volume effect near (0.3,0,0) - 4,75.03
sV sV c «C - " .
E2 30 %y, 23, 24 M2 5.12+.03 ex
uv ,lv _ +
A5 ,A5 AS (bands 11,12) | M1 | 5.77 .05
1. "

ex." signifies that excitonic effects are discernible
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V. DERIVATIVE REFLECTIVITY OF A UNTIAXTALLY-STRESSED SEMICONDUCTOR: GaAs.

When you have a hard, shiny object whose contents are unknown,
one way to find out what's inside is to crush it and see what comes
out. In this chapter we will take this approach to the Eé region of
thf GaAé spectrum, the lowest spectral region whose critical point
composition is not well agreed upon. Before examining GaAs in Sec. B,

however, we will outline our method for predicting the stress dependence

of semiconductor band structuré.

-

A. Effect of Stress on Band Structure

1. Splitting of Degeneracies

Applying a uniaxial stress to a crystal usually lowers its sym-
metry, resulting in splitting of some of the degenerate states.*
Degeneracies in a crystal fall into two categories; (1) states which
have the same k and the same energy, and (2) states which have the
same energy but different k. We shall refer to thesé types of
degeneracy as "local degeneracy“ and "intervalley dégeneracy,“
respectively, these terms referring to the geography of k-space rather
than real space. |

A stress which lowers the symmetry of the lattice also lowers the

symmetry of the Brillouin zone, with the result that points, lines,

and planes of the Brillouin zone originally equivalent by symmetry

* .
In our discussion of this problem we consider only symmetry-related
degeneracies and leave out accidental degeneracies.
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may no longer be equivalent; thus intervalley degeneracies may be
split by stress. Similarly, the distortion of the lattice produces
a distortion of the potential around each lattice point; thus
degenerate states at the same k may be split becéuse the lobes of
these wave functions no longer 'feel" the same potential énymore.

We now examine in a more rigorous and detailed way the effects
of stress on the point group of the crystal, the groups of the wave
vectors, and the representations of these groups..

Let GO(O)»be the point group of the crystal without stress. If
we stress the crystal along an axis §, the point group becomes G0(§).
(Note that a stress aiong axis § is the same as one along -8, since
we are squeezing the crystal, i.e., pushing it from both sides.)
Barring coincidences, GO(§) is a subgroup of GO(O). In ordef to
determine GO(§) we keep only those elements of GO(O) which take 8
into 8§ or -§, i.e. those elements of GO(O) which do not change the

stress axis. Thus, if GO(O) contains the inversion 1, 1 will also

be in GO(§)°

The group of a particular wave vector k, denoted by Gk(O), is

found by taking all those elements of GO(O) which take k into k, with

k + g being considered the same as k. (g is a reciprocal lattice vector.)

G, (8), the group of k in the stressed crystal, is found in the same

k

manner from G0(§), the point group of the stressed crystal. From these

definiticns it is clear that G, (§) contains no symmetry operations that

S

are not in G, (0), and therefore it is a subgroup of GK(O) as well as

k
of G0(§).
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If k lies along the stress axis 8, the application of stress does
not change the group of k. We see this as followsi Since GO(§) in-
cludes all those members of GO(O) which take § into § and -§, it in-
cludes all the elements of Gk(O); thus, for k parallel to §, Gk(§) =
Gk(O).* The representations~labeling the states at k are thus~unchanged,
and no local splitting occﬁrs; |

If k is not parallel to §, on the other hand, Gk(§) will in general
be smaller than Gk(O). The representations I' of Gk?b) wiil break up in-
to one or more representations I'' of Gk(§); and local splitting can
thus occur. |

The star of k consists of all those wave vectors which are equivalent
to k by symmetry. If there is a state at k with energy Ek,'then.there
are states at the other wave vectors in the star of k wit; the same
energy. This is the intervalley degeneracy mentioned above. Under ani-
axial stress, all the wave vectors in the star of k may no longer be
equivalent, because the crystal has lower symmetry. The original star of
k may break up into two or more stars, and.the statgs in one are no longer
degénerate by symmetry with the states in another: intérvalley splitting
thus occurs. The old star divides into new stars, the members of a given
star having the same projection, lg#§l, on the stress axis. In order to
labei these new stars created by stre;s, we will use the following conven-
tién. If a state with wave vector k belongs tc the representation 2 of

Gk(O), then £ will become I of Gk(§) if k is parallel to § (in which case

Gk(§) = Gk(O)); if k 1s not parallel to §, the representations will

*
There are special exceptions for some cases when k lies on the zone face;
then Gk(§) is smaller than Gk(O). These do not affect our discussion.
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be labeled ¥' for the first new star, 2" for the next new star, and so
on, in order of decreasing |k-8|. Since Z', Z", etc. are representations

with k not parallel to §, their Gk(ﬁ) may be lower in symmetry than
Gk(0>’ in which case local splitting may occur along fhese lines inv
k-space; at each k within a given new star, however, the local splitting
will be the same.

Table VAgives the stars produced.by various kinds of stress, along
with their labels and multiplicity within the Brillouin zone.

The effect of (001) stress is to turn the face-centered cubic
zinclende crystal (Td) into a tetragonal crytal (D2d); tﬁe labels in

the secohd column of Table V thus correspond to the conventional symmetry

labels for the tetragonal Brillouin zone, such as are found in Zak's

bc_)ok.42

We will continue to use A, A', A', etc. because they are more
convenient.

"Intervailey" and flocal" splitting are often referred to in the
literature as "interband" and "intraband" splitting, respectively. We
feel that the use of the prefixes "inter® and "intra® 1s the reverse
of what it.should be, and therefore, to avoid creating any new confusion,
we will stick to "intervalley" and "local".

Under stress a cubic crystal becomes uniaxial or biaxial and no
longer has an isotropic dielectric tensor. The reflected light from
such a crystal, even at normal incidence, becomes polarization dependent,
and we would like to make use of the extra inforﬁation this provides.
Obtaining a detailed'picture of this polarizatioﬁ_dependence is one of

the tasks of the quantum mechanical perturbation theory analysis, to

be described in the next section.



Table V. The '"stars of k' in the unstressed and stressed crystals.

(Beside the stress direction (xyz) we have indicated the point group

of the stressed crystal, GO(§). The numbers in the body of the table

indicate the multiplicity within the Brillouin zone of the stars.

(000) Td (111) C3v (001) D2d (110) C2v
1T ' 1T 1T 1T
6 A 6 A' 27, 4A" 40", 20"
8 A 2A, 6A' 8A' 4A', 4A"

12 > A 62', 62" 82', 42" 22’ 82', 22!1
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2. Formal Theoretical Treatment

It is evident by now that the first step in the theoretical
analysis of stress perturbation is to perform a thorough group theory
analysis. This does not give us éverything, but it provides a boundary
within which to workvand a check on the consistenéy of‘our results.
Some information about polarization dependence is avaiiable from con-
sideration of the representations involved, as well as immediate
information’about which levels split and which don't.

To do this, we first ask what the point group of the stressed
crystél ié and what the groups of the wave vectors in the stressed
crystal are. Then we see how the old representations split up into
the new representations of the groups in the stressed crystal. This

is a straightforward process, unless the crystal is non-symmorphic,

" as with the diamond structure. In this case we must go into the

1apguagé of space groups. In Si (O;) some of the symmetry operations
are rotations combinéd with non-primitive translations. It is not
iﬁmediately obvious which of these complex operations survive when a
particular stress is applied. However, in determining the space

group of the new crystal the following theorem can be applied: if the

' space group operations, expressed as 3%3 orthogonal matrices plus

vector translations, commute with 3%X3 strain tensor (under matrix
multiplication), then the operation is a symmetry operation of the
stressed crystal. Then Zak'842 book of character tables for the 230
space groups can be used to work out the groups of the wave vectors

and the splittings of the bands. For our purposes, we need only think
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about point groups, since the zinc blende space group (Tﬁ) is
symmorphic.

In order to get an idea of how much the splitting is and a moré
detailed picture of fhe polarization dependence, we go to a quantum
mechanical perturbation treatment. Here, too, group theory is
invaluable. From an analysis of the representations we move into an
»analysis of what happens to the basis functions of these representations,
and the general laws of group theory provide important simplificationms.

The states in a crystal are labelled by their wave vector k and

band index £, and have the form,

¥, 0 - e, 5 ) elkx | (12)

where u g is the Bloch function, periodic with the period of the

H

~

lattice. u 2(5) is an eigenfunetion of the Hamiltonian

) v
=P R oep = LI
H)(k,x) = 3= +.V(§) + o ke =H(0,%) +_kp (13)
h2k2
with energy eigenvalue SL 2" om0 i.e.,

: g 2, 2

- “h“k
H (k%) uk’g(z) = Gfi,l ~n ) ukiz(g) (14)

Pikus and Bir43 have shown that we can treat the effeét of stress
by adding to this k.p Hamiltonian a small perturbation Hamiltonian,

as follows.

H(}ﬁs?\(’) = HO (}S:?S)"' H' (,15’?5) : (15)




-63-
Here
1252 3Ve, (1+)x] no }
H'(k,x) = e + - —p.k , (16)
| ianxi 3xj Beij e =0 M i7j

which we abbreviate

H' (k,x) = :;EEQE_ + Vv, x)] - h k
XoX) = €4y ox, ox, 13X €15 m P1%y

®i5 [Dij () +dy, (k,x))

4

i

€5 hij(k,g) @17
(Sum over repeated indices,) eij is the ijth component of the strain

tensor, determined by

53 = 845p1 %K1 (18)

k1 are the stress tensor.components, sijkl the elastic
25

compliance constants.

where O

% (g,x)is a self-consistent, one-electron potential, defined to
be the exact or true potential in the crystal when it is strained a
particular amount. As such, we really don't know what its behavior is
until we have measured it or concocted a theory for it, so we will
treat it phenomenoiogically. The Vij's can be considered the microscopic

deformation potentials of the crystal. We know the transformation

properties of the Vij(x)'s under group operations, so their exact
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functional dependence on % will not be important to us in our treatment.

In this Hamiltonian, all the quantities labeled ij, including the product

1% under the operations of

a group, and this fact will be useful to us later. When k is considered

pikj when we allow k to rotate, transform as x

fixed, pik transforms as x Note that D d,,, and hi are also

3 137 13 3

operators, with k as a parameter, since they contain p and x.

1°

Of course the Bloch functions that solve Eq. (lS) are not really
the Bloch functions in the stressed crystal. The reason is that Eq. (16)
has the translatiomal symmetry of the face-centered cubic crystal,
while the stressed crystal ﬁas a lower degree of translational symmetry.
The solutions of Eq. (15} would not fit into the.stressed crystal
’:unless we stretched them out in the identical way we stretched out

the crystal potential, as follows,
Yy &) > w, [(1-e)x] (19)
~ EVLE ] ~ o

where fhe new function belongs to 5' = (l—g)g. But the stretching
process does not change the energy eigenvalue, so Eq. (15) gives us
the correct energies. The perturbation Hamiltonian was derived43 by
considering the true Hamiltonian in the stressed cfystal and com-
pressing it by an inverse transformation to fit the lattice of the
unstressed crystal. The result is that H'(k,x) has the translational
symmetry of the unstressed crystal, but the actuél.shape of the
potential around a lattice point has, in general, a lower rotational
symmetry than that of the original cubic potential; In shorter terms,

Eq. (16) has the translational symmetry of unstressed crystal but the

point group symmetry of the stressed crystal. In this process of
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contraction the energy eigenvalue is not changed, but we can now
expand the solution to the perfurbed Hamiltonian Eq. (15) in terms

of the Bloch functions of the unstressed crystal, since they both

~ have the same spatial periodicity or "satisfy the same boundary

conditions." In the above discussion tension is considered to be a
positive strain; the strain in our experiments is thus negative.

The derivation of this perturbation Hamiltonian is well covered
by Pikus and Bir and subsequent authoré, and so we will not go further
into the details of it. The Pikus-Bir Hamiltonian is the basis for
almost ail published treatments of the effects of stress on semi-
conductors, but various authors have cast it into different forms.

We will use it in a fairly general form consistent with the langﬁage-
of group theory. Our treatment follows that of Kane44 except that

we remain with the one-electron band picture, while he treats the
prdblem in terms of exciton states, or hole—electfon excitations. Our
approach is also similar to that of F.'Cerdeira.As

We can write the Hamiltonian Eq. (16) in an irreduéibly trans-— .

forming manner,

H' (k,x) = 2. et We ,H)s (20)

j,a,s

where (j) and o label a function which belongs to the = th row of the
n(d)s
o

jth representation of the group of k in the unstressed crystal.

is a linear combination of the operators hi in Eq. (17); the operators

3

h,. have simply been regrouped in such a way that each group transforms

ij
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under the operations of Gk(O) like some basis function a of the jth

~ . . i

representation. When this is done, the strain coefficients regroup

as well; the new strain coefficients, it turns oﬁt, belong to the

complex conjugate of the jth representation of Gk(O) and the ath row.

~

For our purposes, e:(j)s = ea(j)s, since the eij are real. s 1is a
repetition index, necessary because sometimes ﬁore than one function
belonging to (j,a) occurs. Its role will become clear later. Considered
as a function of x alone, with e and k as static parameters, this
Hamiltonian is less symmetric than the unstressed crystal, because the
basis functions hoc(j)S by themselves do not have the full spatial
symmetry of the point group to which they belong. As remarked before,
however, the Hamiltonian still has the same spatiallsymmetry.as the ;
unstressed crystal, so we take as our unperturbed set of functiohs the g
ﬁloch functions of the unstressed crystal.

We now &rite out the Hamiltonian for a particular point (I') and;

line (A) of interest to us, casting it in the form of Eq. (20). At T, ' i

H' (k,x) becomes, in terms of the basis functions of Td’

- |
' - _l‘_ __1_ !
H' (0,x) - (exx+eyy+ezz) [ - (> _+D +Dzz] |
1 1 :
+— (~e _-e +2e ) |— (-D_-D 42D ) :

VB xx yy T2z’ | p XX vy 22

(21)

1 - 1 - | | ,
+ 7 (exx eyy) [/2_ (Dxx Dyy)] : .

1 1 1 o, 1 1
+ - (éyz+ezy)[;/E (Dyz+Dzy{]+ s (ezx+exz)[;§ (sz+szﬂ + = (exy+eyx)[J? (ny+Dyx%
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These six linear combinations of the D,.'s transform as h

ij
h(3), h(s), h(s), h(s) of T,, respectively, where h(j)
2 X y z d o

M 3
’ 1 3

is an operator

belonging to the dath row of the jth representation of T Note that

q

equals e,, in the absence of_torque,25 but that D,, and dij do not

€14 31

necessarily equal D,, and d_,.

ji RE!
Similarly, along A,

13

e +e +e \ D 4D 4D +d e -e +2e \ D -D +20 +2d \
H' (k/Z\,X) = XX. VvV 22 XX VY ZZ zZ + XX VY 22 XX VY Z2Z 27
~ /3 /3 g/ V3 /

e =-e ! l
+ e [2D ] + 2 X [—1 (D__-D )] 8
xy xy V2 vz = v

) o d Hd d -d
. = 4R Xz Yz - = 5 Xz _yz
+ (ezx-reyz) [(DZX+Dzy) + 5 ] + (ezx eyz) [@_zx Dzy) + > } , (22)

where
and, for k = ké, the operator dij is given by:
1 -

dis = KyPy = 7 kg4, (24)

Here_H'(k%,g) is composed of six basis functions belonging to P(l),
P(Z), F(B), and F(4) (l)a, h(l)c’ h(3)

p® (@

3

of the group of A(sz), namely h

, in that order. Near I, the k-dependent dij's are

unimportant,43 but away from I' they may still be relatively small. We

argue for this as follows. Dij contains pipj, which acts on the rapid



-68-

core oséillations giving somethingvlike gigj, where g is a reciprocai
lattice vector, while dij; acting on the same state, would give a
contribution like gikj' Néw the relevant g here is'approxinntely
that which would label the band if we were using the extended zone
scheme, and it would describe the spatial variation of in uk’z in the
n.f.e. limit. For all but the lowest bands, 8y ~.%-5%; uE,z(g) may

be significantly greater than k,, in which case <d1j ) <A(p ),

i’ _ ij
Since, however, we are interested in A states not necessarily near T,
we have for completeness' sake not dropped the dij terms from our
calculation. |

| Equations (20) to (24) are very convenient for us to use. They
allow us to work out the relative values of matrix elements of H'(E’E)
between the unperturbed wave functions, these latter also belonging
to particular rows of representations in the group of k. To do this
we make use of the coupling (Clebsch-Gordan) coefficients.between the

basis functions of two representations and thosé of the direct product

representations. Thus,

(6 (3,) Z s)sf U1 (s G
(ual » H'(k,x) ua2 ) = ey ua]‘ . ha uO‘2 (25)

j,0,s

For TU? x 172 - £ pG"

s, we have

(G4) ( i3 G,y aG"
(u J1 ' (kx) u 32) 2 : *(1)s Z : * 2 h (u 1 e S)
Ol,l ~~ ul o

j,a,s



’ . 3i,.3' 3,) Gys
*(3)s *-42 1 1
Z ea Z “mz’a| 6j 'jl 5a|a1<<1 »y V ))

js®,s _ ji',al

' 33,,3 Gy @(3,)s

S o g (00, ,00)
271 .

j,0,s

, ,
where the vé? )s are a set of orthogonalized, but not necessarily nor-

malized basis functions defined by

(1)) ' 003" g4 |
(3)s 27 _ *=J2 3")s
h, “az - j%' aaz,a' Va! ’ (272)

and

G,)  G)s Y. * Vo

w T, vt zz,ll L (27b)
o 3 |
44,46

is a reduced matrix element, independent of the row index 0.

The repetition index @ simply carries through the above manipulationms,
33453
and need not disturb the reader. The coupling coefficients uaa2 al
: 2’71
are tabulated in the tables of Koster, ggﬂgl.47 These coupling

coefficients play the same role in the point group as the Clebsch-
Gordan coefficients play in the full rotation group; they relate the
basis functioﬁs of a direct product representation to the binary
products of the basis functions of the two originalbrepresentations.
With this machinery, and careful attention to the effects of time

46,48

reversal symmetry, we can reduce the stress-perturbation
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calculations to a minimum number of matrix elements. This simplification
' x339234

comes about because many of the [J 2’a1 are zero.

The optical transition probability between two states in bands
£ and %' is proportional to the square of the modulus of (uk’z,_
A'p uk,l')' In the spirit of our group theoretical approac;, we
wrife~é-2 inbfhe same form as Eq. (20). Usually the basis functions
in this expfession will correspond to light polarized either purely_
parallel to k or purely perpendicular to k. Then it is a simple
matter to get the relative magnitudes of the A [ kand ALl k
transitions by wprking out the matrix elements as in Eq. (26). Fo;

ghe total response of the crystal, we have to combine the effects of

all the states in the star of k.

B. The E! Region of GaAs
v N

1. Critical Point Composition

4,10,11,37,49,50

Previous invesgtigations indicate that the main

1

0

including GaAs, occur between the uppermost valence bands and the

transitions contributing to the E_ regions of III-V semiconductors,

lowest conduction band, along A in the Brillouin zone. Examination

of a good calculated band structure for Ga&s37 shows why this is a '

reasonable conclusion.. (Fig. 15.) From (.3,0,0)%? (A) to (1,0,0)%? X

the condﬁction band is nearly parallel to the spin-orbit split

valence bands.. If we move out into the zone from a point on A, the

interband energy increases in all directions; several kinds of critical
'

points37 contribute to the detailed structure of the E0 region. In

order of increasing interband energy, these are: an Mo around (.6,0,0),




Energy (eV)

k XBL 7211-7272

L Fig. 15. Band structure of GaAs (ref. 37)
showing important critical points

X contributing to the Eé spectral region.
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an Ml around (.3,0,0)(near the ™pseudocrossing' of the two lower
comduction bands), a weaker Ml point at X, and other weaker points at
higher energies. |

It has also been suggested that transitions at I can contribute
structure in this region,4 and the calculated band structure of

Fig. 15 shows that the IY - T and TV - T€ energies lie in the E0

8 7 8 8
region, at slightly higher energies than the presumed A trénsitions.
At the same time, it is evident from the figure that the joinf density
of states near I' is much less than that for A, so I' peaks, if they
occur, should be small and superimposed on the A structure. Using
stressed samples in an experiment similar to ours, Sell and Kane
found this to be the case for the E; region of Ge; they observed the
small T structuees against the background of a largér A structure.
Rehn and Kyser,49 who analyzed the polarization dependence of transverse
electroreflectance data, concluded that E; in GaAs results from A
transitions; as T transitions give a zero polarization dependence,

their analysis does not exclude the possibility of a small ' contribu-

tion hidden in the A structure.

2. Polarization Dependence of the Reflectivity.

The polarization dependence of the reflected light from a
uniaxially-stressed sample can help us pick out the symmetry of the
transitions giving rise to peaks in Eé. Therefore, we ask, what are
the effects of (111) stress and (001) stress on peaks of A symmetry,

and A symmetry? Also, what is the polarization dependence of the

reflected light in these three cases? Figures.16-18 show the
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Fig. 16. Effect of (111) and!(001) stresses on AS states, showing

intervalley splitting (6€iv) and local splitting (662).
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Fig. 17. Effect of (111) and (001l) stresses on tﬁe bands at A, showing

intervalley and local splittings.,

In the unstressed crystal, A4

and A5 are nearly degenerate; at L they are degenerate because of

time~reversal symmetry.
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intervailey and local splittings of the conduction and valence bands
along A, A, and T respecfively for (111) and (001) strdsses. The full
horizontal 1ines indicate the energy levels for k parallel to the stress
axis; the dashed lines indicate the energy levels for those states with
k not parallel to the axis (the representations are labeled with
primes). The numbers in parentheses beside the rep;esentations
indicate the intervalley degeneracy multiplied by the local degeneracy.
|| and L indicate allowed transitions for light.polarized [| and 1 to
stress, respectively., Beside these lines are numbers indicating
relative strength.

The allowed dipole transitions shown are those allowed by group

theory (symmetry) in the absence of spin-orbit intefaction. The
inclusion of this interaction mixes small amounts of other statgs into
the unperturbed states, and thus "turns on" new dipole transitions.
But since the spin-orbit interaction causes only small changes in the
band energies of the A-states in question compared to the energy
difference of the unperturbed bands, we expect the new allowed
transitions to be significantly weaker than the original ones. Thus,
in Figs. 16 and 17 we neglect the transittons turned on by the spin-
obbit interaction. This simplification is borne out by experimental
evidence for the El(A) peaks in GaAs,22 and we shall use it in our
analysis. (Our own data on El’ which we will not describe, agrees
with ref. 22.)

On the basis of the information in Figs. 16-18 we can draw the

following general conclusions about the behavior of the reflectance
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in the low-strain limit, for spectral regions dominated by transitions
in the different parts of the Brillouin zone: (a) If the main
transitions between the upper valence bands and the lower conduction
band occur along A, there should be a polarization dependence in R and
R' for (001) stress but not for (111) stress. (b) If the transitioms

occur along A, polarization dependence is expected for (111) stress

" but not for (001) stress. (c) (1) For the lower I transitions,

FZ—F;, polarization dependence occurs for both stresses; (ii) for T;—T

c
polarization dependence occurs only for (111) stress.

The exact shapes of the curves under stress depends on a number
of factors: (l) the magnitudes and signs of the energy shifts and
splittings; (2) the relative magnitudes of intervalley and local
splitting; (3) the presence or absence of tzansitions in other parts
of the zone; and (4) the types of critical points involved. Assuming
that the dominant B-critical points in this region are the Mb minimum

at (.6,0,0) and the M, saddle point near the pseudberossing, we have

1

- drawn in Fig. 19 the expected lineshapes for each of these, based on

our lineshape analysis scheme outlined earlier. Under stress, these
shapes should split into one or more similar shapes.

For X and X', the splitting and polarization dependence are the
same as for A and A', except that no local splitting occurs for X‘.

t

Thus the A! and A bands, split by stress, come together at XS’ as

3 4
illustrated in Fig. 20. This 1s because the X-point of the zone has
higher symmetry than the A-line and thus can suﬁport greater degeneracy

of states. The absence of local splitting for X' can help us




-78-

.m¢mo jo uofrgaa 0 1

9,74-T1ZL 14X

A9H 3N
ANIOd VY 21L1HD

(1434 “1300KW
YMVY2040L be)
NOILOVYILNI
JINOLIDX3 HV3IM

NOILOVYILNI
GWOIN0Y LNOHLIM
LNIOd T¥YDILIBD

oz.mo mw.muw

i1 @y3 uy sadps w1 ot sodeysouy] po3oadxy ‘6T 'STd

W pue

’
'

/ W | W

——
oy g s -
- -

-

HNIN3AVOHQ
3WIL3AdN
H1tM

YYIN 34VYHSANIT) ——

ONIN3aYous
3WiL34M
LNAOHLIM




O 0o 38 u . “§o9 4
-7 9_
=9 ] ‘

—r——— k)( kl -

X' A } A

X
XBL 7211-7277

Fig. 20. Labelling of the bands along A and A' for a GaAs crystal
under (001) stress.
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Fig..21. Shifts of T\ -TS peaks under stress, for light polarized
parallel to stress ( ) and perpendicular to stress (--—-).
{Assume M0 critical points.)
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distinguish X' transitions in the experimental spectrum from A
transitions, as we shall see later.

The splittings for B states, after ref. 9, are shown in Fig. 18,
and using the lineshape analysis scheme again we have indicated in
Fig. 21 how the T peaks might look with and without stress.

After describing the treatment of the samples, the most. crucial
part of the entiré experiment, we will use the conclusions of the

present section to interpret the main features of our data.

C. Samples and Surface Preparation

1. Orientation and Cutting.

To fit in the stress apparatus, to use as much of the light beam
(*1 mm X 8 nmm) as possible, and to maximize stress (force per unit
cross-sectional area), the samples were cut into long rectangular

prisms with a square cross-section. The long axis was the stress

axis, (001) or (111), and the reflecting face of both samples was

(110). This means that the polarization perpendicular to the stress
axis for the (001) sample was (110) and for the (111) sample was (112).
Since the crystal is cubic to. begin with, the particular reflecting
face is nof crucial for this experiment, so long as it is perpendicuiar
to the stress axis.

Orientation was done by x-ray diffraction with the crystal waxed
to a goniometer shaft using a hard wax (no. 70C cement). The goniometer
could be mounted directly on the carriage of a diamond wheel saw
without losing its orientation. Two parallel cuté about 3 mm apart

were made. The 3 mm slice was then rewaxed, reoriented along a
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perpendicular directton, and cut again with two ﬁarallel cuts, thus
producing a bar 3 mm X 3 mm. In a similar manner, the ends were cut
off, leaving a nectanguiar rod about 13 mm long. Thus 3 érientations
and 6 cuts are neceséary.

2. Grinding and Polishing

Unfortunately the cutting procedufe could not be relied upon to
give faces or ends that were sufficiently perpendicular to each othér,
the error being sometimes as much as a few degrees. So a polishing
mount was used wheréby the orientation of the sample with respect to
the polishing plane would be changed by a small screw.* (See Fig. 22a)
Furthermore, the central shaft of this polishiﬁg holder could be
mounted on an x-ray diffraction machine for orientation.

The following procedure was used for grinding and polishing the
samples. (1) With the hard wax, stick the sample to the shaft of the
adjustable polishing holder, and orient it to the desired crystallograph-
ic axis with the x-rays. (2) Grind and polish this long face, starting
with #0 emery paper (kerosene) or 400 mesh SiC paper (water) and
endihg up with .05U alumina (water). Care must be taken not to grind
too much of the sample away, so it won't come out too thin. (3) Repeat
the procedure with an adjace?t long face, perpendicular to the original
one. After orientation and polishing, t%e two faces should be
perpendicular within a degree. (4) Using a second, simpler polishing

holder (Fig. 22b), polish the other two long faces down to .05i alumina.

*
We are indebted to Dr. Paul Richards and his group for the use of
this device.
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Polishing devices for uniaxial stress samples.



-84-

This device insures that the polished face comes out exactly parallel
to the back face which is stuck to the bottom of the piston with wax.
(5) The ends are particularly important. They must be both parallel
to each other and perpendicular to the sides. After polishing the
sides, the sample is mounted in the end-polishing piston shown in
Fig. 22c¢,d. Only a few tenths of a millimeter is left protruding.
from the hottom. The end ié polished down to 1u alumina, since it
should be smooth in order to have uniform stress. The other end is
polishe& in a similar manner.

The wax can be cleaned off Ey soaking in several baths of méthanol_(
for a dayvor two. There should be no nicks on the edges of the
polished sample, as they may act as points of concentration of stress;
leading to breaking of the sample.

~ The final dimensions of our samples were: (001): .23 x .19 X
.85 em.; (111): .21 x .21 x 1.42 cm.

3. Chemical Polighing

Just before mounting, the sample was polished for 90-120 sec.

in the solution used by Zucca:10

3 parts HNO3
1 HF
4 H20

WARNING: Acids are dangerous and
HF is particularly
dangerous. Seek advice
before using and take
all precautions.




-85-

The sample was rinsed by displacing the polishing solution with H20

and CH3OH, then dried by blowing it lightly with N2.

4. Mounting and Gluing

Immediately upon chemical polishing the sample is carefully
mounted in the pistons in the sample holder frame, using freshly mixed
ghigg_epo#y. (Clear epoxy makes it hard to see what you're doing.)

At this point the sample holder (stress frame, Fig. 4) is being held
upside doﬁn, and the weight of the inside shaft is on the sample. If
the sample rotates smoothly in the piston holes at either end, then

the glue will set well and the distribution of stress will be reasonably
uniform. (Use teflon-coated tweezers to handle the sample.) Rotate

the sample to the approximate position desired. Now, making sure

there are a few pounds of pressure on the sample.(éorresponding to

.01 - .l‘kilobars), tighten the nut that locks the shaft in place.

The stress frame may now be carried to and mounted in the dewar, which
contains Nz(g) and which is immediately flushed and refilled several
times until the atmosphere is clean again. The'stressing levers are

set up, but before actually attaching the levers to the pull shaft of
the sample holder, balance the levers using the lead weights. This is
so that a zero stress reading will not be in error because of the

weight of the levers. Attach the pull shaft, and taking care to keep

a small pressure always on the sample (< .1 kb) so that it will not
shift while the glue is drying, release the nut so that the levers

now pull on the sample. In this state the glue is left to dry 12-24 hrs.
C% hr. if a heat lamp can be properly applied to the sample). It is

probably good to keep a slow fiow of N2 gas coming up from the bottom
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and venting through a one-way valve at the top, in order to carry any
glue vapors away during setting.

.Because of possible hysteresis effects which we observed, it is
desirable to measure the gpectra with increasing sfress. Even the
~ 2 kb we applied before cooling to test the sample mount may have
been a mistake, since we detected a slight polarization dependence in
our zero stress 5° curve measured after this test.

All stress data were taken at He temperature (5°), because in

this low temperature region temperature variation of the band structure

is negligible and life-time broadening effects are minimized.

D. Experimental Results

1. Description and Interpretation of Results

In Figs. 23 and 24 are the data for logarithmic derivative

reflectivity for various levels of (111) and (001l) uniaxial stress.

In each figure the curves for E parallel to stress'( ) and E
perpendicular to stress (=—-—--— ) appear at the same time.

Enlarging upon the work of Zucca,2 et.al., we can interpret
the general shape of our zero-stress spectra as the superposition of
two lineshapes separated by thevspin—orbit splitting of the valence
bands. Each of these two shapes can be seen as a composite of an
MO shape (positive swing) and an Ml shape at slightly higher energy
(negative éwing),,by putting together the critical point shapes of

Fig. 19. The result is shown in Fig. 25a. This is the simplest and

most likely combination in terms of what we know about the band
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structure, but not the only possible conclusion. More definitive ‘ .
statements about where the critical points are in the Eé structure

- will have to wait for more experimental information and more highly
resolved band structure calculations.

Our data strongly indicate that A-transitions dominate, regardless
of the exact lineshape interpretation that is made. The curves for
(111) stress show relatively little polarization dependence of the
big downward peak at 4.5 eV, but the curves for (00l) stress show a
strong polarization dependence. The downward peak begins to broaden
‘considerabiy for light polarized parallel to stress, as if it were
preparing to split, while for jight polarization perpendicular to
stress the peak remains fairly narrow. The second downward peak, at
4.7 eV, shows even more marked behavior, with new peaks appearing in
the (bOl) curves for both polarizations.

Referring to Fig. 16, we interpret the behavior of the 4.5 eV _
downward peak as follows: (1) Under (111) stress, there is little
polarization dependence, and a slight broadening_of the peak £6r both
polarizations with increasing stress represemts the local splitting
of_Aé, at all six loeations in the Brillouin zone. Although quantiza-
tion of this broadening is somewhat of an arbitrary procedure,'we
have estimated the rate of broadening at .0011 eV/kbar * .0006. Tﬁe
shift in both peaks for compressive stress ié estimated as
~.0026 eV/kbar £ .0015. (2) Under (001) stress, the peak in the
parallél-polarized spectrum broadens much more than that in the

perpendicular-polarized spectrum. This fact indicates that the local
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splittiﬁg of Aé is more important than the intervalley splitting

between Ag and A The broadening of the parallel-polarized peak

5.
represents the local splitting of Ag, and we have estimated its rate

at .0043 eV/kbar * .002. Figure 25b gives our explanation of how the

' peak is expected to split, for the two possible cases of Aelocal >

$

< .
eintervalley and 682 6€iv, clearly our data favors the former case.
Estimates for other parameters are: .0011 * .0008 for the intervalley
splitting under (001) stress; .00075 * .0005 for the average shift of

both peaks together ('center of gravity'" shift).

2. Deformation Potentials

In Eqs. (28) and (29) we give the analytical expressions for the

energy shifts of the A_ and Aé levels under (111) and (001) stresses

5
in terms of the quantum mechanical matrix elements, derived from the
general theory of Sec. A. The definitions of these matrix elements,

or deformation potential parameters, are given in Eq. (30).

(001) stress

A (8,,-8,,)
5 8, (001) = L (8,,+28,,)0 Di+2 e S oDi (282)
A (s,,-8,,)0
3 8¢, (001) = 1 (8,,+28,,)0 Di - ——-ll——l—g—-—ﬂi’
k =% kX, £ k§ 3 3
(s -5 Yo
¢ 11 127" (28b)

J3 3
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(111) stress

1
A5

i+

k =t ki, t k§, * k2

1 8449 5, “S44
7 (sy1+28),)00) + —5—- D) & —

2s,,0
SeA,(lll)

811° 519 44 2re the elastic dompliance constants.
51

the values of Huntington: $11 = 1.264 x 10—11, S99
-11 |

, and s

' (29)

We have used

= -.04234 X

10 , and S44 = 1.86 % 10-'11 cmzdyne.“l The deformation potemtials

are the matrix eleménts:

©
=t
|

wn
i

v
I

where uk"l/z and uk,l/Z are the two Bloch functions of stateg belonging

to the same A, in the zinc blende crystal. The Dij's are the

5
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deformation operators defined in Eq. (17). We ha?e defined the matrix
elementsﬁDi,K)i, etc., according to the scheme of E. O. Kane.44 In
this schemre, thevsubscripts j indicate that Pis the matrix element
of an héj)s, the superscript stands for the repetition index s and
indicates the representation to which h would bélong in the point
group of T, Td'

The energy shifts in Eqs. (28) and (29) are the absolute energy
»shifts for a particular band; thus the deformation potentials in
Eq. (30) refer tp a specific band also. From an experiment like
ours we can only obtain the shift in relative energies of the bands,
and thus all experimental energy shifts discussed are relative onmes.

The relative local and intervalley splittings are given below in

terms of the absolute energy shifts of Eqs. (28) and (29).

1 _
nge = | GeA,c - GeA,v - GeA,C - 6€A.v , (31a)
4 73 3 4
Geisl = 8e o " 8e v
A5 A5
1 v
-3 GeA,C - GeA,v + SeA,c - 6eA,v . (31b)

4 3 3 4
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These quantities are illustrated in Fig. 25b.

A fine quantitative analysis of our data is not possible because
of the complexity of the spectra. However, based on the above
equations, we have estimated the deformation potentials as follows

in Table VI,

TABLE VI
uv _ ,cC
5 A5

reglon of GaAs. (Tensile stréss, or positive

Estimated relative deformation potentials for the Agv, A

'

transitions in the E0

stress,)

3)}1 = -.08 eV
D = .07
D = +5
EYE +.3
l Q , =  +.05

These values may be in error by * 50%, due to the smallness of the
experimental shifts, as well as to uncertainty in the criteria for
measuring peak widths and splittings.
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Note that these values are really the differences of the O's for the
two bands between which the transition occurs, namely the upper valence

bands and the lowest conduction band.

3. Other Critical Points

Based on available band structuré calculations such as that of

37,38

Walter, et.al., we can rule out the possibility that A critical

’ 1
points contribute structure to the Eo region. However, as mentioned
in Sec. B, there is a very definite possibility that T transitions
from the valence bands to the upper conduction bands affect the spectrum

in this region. The T;-F; energy has been put by various authors at
37

4,52 53

4.6 to 4.8 eV,”” and 4.75 eV. Although any structure

4.52 ev,

due to T should be minor compared to that due to A, the resolution

and sensitivity of our wavelength modulation spectrometer leads us to
gxamine our spectra for structure characteristic of I' transitions.
Some evidence of T transitions can be found in our spectra. The
data reveal a more complex picture of the E; region than explainable
on the basis of A transitions alone. In particﬁlar, toward the higher
energy part of our spectra (4.6 to 4.8 eV), there is polarization |
dependence for both (001) and (111) stresses. According to Figs. 18
and 21la, this is evidence of the T transition, since the other
possibility, transitions along A, was excluded above. The development
of the peaks with stress in this'portion of the spectra is somewhat
confusing, but one possibility is that the peaks due to PZ—T; and
I'V-TS are hidden in the larger A peaks, particularly in the region

‘8 '8

near 4.7 eV. Higher stress, somewhat better resolutionm, and a detailed
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lineshape analysis might allow identification of.these critical points.
In view of the complexity of the spectra and our limited range,
however, we cannot make decisive conclusions about the T transtions -
at this time.

The main downward peak at 4.5 eV, whose shape according to our
method of analysis derives from an Ml critical point, has another
'possible interpretation: could it be the result of the M1 point at
X, enhanced in the reflectivity because of a large matrix element?
This is not likely, since theoretical calculations, including
John Walter's*, do not give a substantially different dipole matrix
element for tfansitions af X than at (.3,0,0), which would be necessary
to overcome the smaller joint density of states at X. Our data add
experimental weight to the conclusion that X is not responsible for
the main stfength of this peak. This can be seen as follows: The
parallel-polarized spectra for (001) stress arises only from A' or X'
transitions (ignore possible small I' contributions), namely those
with k perpendicular to stress. Further, the broadéning and shortening

of the major downward peak at 4.5 eV with increasing stress has been

explained above as representing the local splitting of these states.

)
But X does not undergo local splitting, as mentioned in Sec. B. Thus

this structure, and its spin-orbit partner at 4.7 eV, should be

assigned to A, not X, symmetry.

*
Carmen Varea de Alvarez, private communication.
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E. Discussion

The usefulness of thisvkind of experiment in band structure
studies is limited by two interrelated physical facts: the occurrence
of many weak critical points close together, and lifetime broadening
which smears out the critical points. These limitations are amply
illustrated by our results. With still higher resolution (we were
at the 1imit of our equipment, ~ 30 A) we might have diétinguished,
at lower stress, a few more of the small peaks created by the stress.
In order to insure that all line widths are intrinsic to the sample,

a higher resolution should be tried; by this we mean a smaller
modulation amplitude combined with smaller entrance and exit slit
widths. Also, non-uniform stress can create an artificial broadening
of the critiecal points.

Perhaps we are depending too much on the picture of sharp critical
points and one-electron transitions to explain the structure in this
region. There may be many-body effects too large to be treated in
the perturbation or lifetime-broadening limit and‘tod complex to be
treated by simple exciton theoriés. However; the qptical spectra
calculated from band structures on the assumption of one-electron
transitions give good agreement with major peaks, especially when
excitons are taken into account, so why shouldn't we expect agreement
for small peaks? There may still be a lot of new information to be

gained on the basis of the one-electron approximation.
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The siﬁplest many-body effect #s the formation of excitons. We
should understand more about how they form in partg'of the zone away
from I'. Hyperbolic, quasi—bound excitons have been found in the E1
structure and are attributed to the'A(Mi) transifioﬁs. Along A, do
excitons occur associated with the Ml or'Mb points within the zone,
or with the valley at X? 1In view of the fact that our main Ml ﬁeak'
shows shape and temperature dependence characterisfic of Coulomb
effects, the answer to this questioﬁ would provide further evidence
about the identity of these peaks.

As with the e*periment, theoretical curves arébneeded with finer
resolution. So far, in complex higher energy regious like Eé, there
has not been a lot of attention given to displaying the exact locatiop
of each critical point in calculated derivative reflectivity spectra.
Actqally} this is very hard work because é non—noisy and finely -
detailed joint density of étateS'cdrve requires a very fine mesh of
points in the Brillouin zéne, és well as gomputation of the joint
density of states at small intervals of hw. Currenf calculations37
typically use'20,00Q points in 1/48 th of the zone to calculate
ez(hw) at ihtervals of .1 éV. A more detailed cadculation would be
very useful, however, beéause it WOqld immediately'feveal the role
of the various criticél points in the derivative spectrum and in
particular show us what shape each crigical point should produce;
When the correspondiné small structure is found in.the experimental
curve, the theory curve will tell us what part of the structure

represents the critical point energy, enabling more accurate energy
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measurement. This in turn will provide accurate critical point
energies and also, more of them, so that more pseudopotential param-
eters may be used and the band structure calculation improved.

If we obtain a more highly-resolved experimental spectrum but

comparable pseudopotentdal results are not available, we might take

another tack: determine Si and eé in the E6 region as Braunstein and
Welkowsky4 have done. The line shapes in these curves, and their
shifts and splits with stress, may be more immediately recognizable.
There will be many more uniaxial gtress experimentis done in the.
visible and ultraviolet regions for semiconductors, since, as we have
found, suchbexperiments contain a gold mine of information. Ours is

0

length modulation with uniaxial stress, but we anticipate that more

the first in the E! region of a III-V semiconductor combining wave-

work will be done in this area soon.
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C. Experimental Results

The derivative spectra of Cu, Ag, and Au measured at He tempera-
tures in Figs. 7, 8 and 9, along with the logarithmic derivative

refllectivity calculated from the pseudopotential theory.lz’,13’14

The
overall agreement 6f ﬁheory and experiment is good, in particular in
the region of the 1arge dip in (1/R)dR/dE at the onset of interban@
transitions, except in the case of‘Ag,'where the dip in the theory
curve is .22 eV highér in energy than in the experimental curve. The ré—
flectivity and.igsvlogarithmic derivative were obtained from the band
energies_an& pseudowave~functions by first calculating R and its derviative.
In éalcﬁlgting the matrix elements for €2(w), the contributiohé of the
p and s'electnons of the outermost core shelll(3s, 3p for Cu; 4s, 4p
for Ag; 5s, 5p for Au) were explicitl& included. With this step the
agfeement in the region of the interband oﬁset'ié very good, but
without if ez(w) in this fegioﬁ is wgy'uualow as s_hownl2 in Fig. 10.
In the ease of silver, the theory and experiment curves agree in
general shape, an& it 1is antiéipated'that fitting the pseudopotential
parameférs,to our data instead of to a photoemission '"density of
st:ates"]'l“’34 will pr§duce better agreement as to the energy of the
onset. | . |

- In eaéh of the spectra, the first structure that océurs as we
mové up in energy is‘a sharp negative dip in the slope, and right
after each dip R'/R swings positive (Au and Ag) or goes thrbugh a
sharp maximum just before it reaches zero (Cu). To the right of the

large dip in each spectrum we find a variety of structures, which are
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small in comparison to the dip, but there is not otherwise any
striking similarity in the three spectra in this region.

Using the pseudopptential results as a guide, we can interpret
some of the features of the experimental spectra. We starf with
copper12 (Fig. 7). The large dip between 2.1 and 2.3 eV is produced
by the lowest interband transitions, which originate from the bands
just below thg conduction band and gnd up on the Fermi surface. ﬁost
of these transition occur near A in the Brillouin zone. The bump in
the data at 3.1 eV is explained by a volume effect, near X with final
states in the conduction band just above the Fermi surface. Other
volume effects and an osculating ppint (El - Zl, band 3 to band 6,
numbetring the bands according to the single group notation) could
acoount for the small structures at 3.6 eV and 3.8 eV. (We note that,
because of the coarse mesh of points in the Brillouin zone used for
calculating the joint density of states, volume effects may be emphasized
in the theoretical result.) In the pronounced structure around 4.0 eV
we can locate two critical points, on the basis of both the theory and
our line-shape analysis scheme described in Chapter I. These are:
an M, point, X

1 5
an Mo point, L2, - Llu (band 6 to band 7) at 4.32 t .04 eV. Above

- X4, (bands 4, 5 to band 6), at 3.97 £ ,02 eV;

4.25 eV, the experimental spectrum agrees with the theory in shape
but not in magnitude. We can tentatively assign the bumps near 4.5
and 5.0 eV to volume effects; also, an osculating point may contribute

to the lower energy bump.
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responsibility for the accuracy, completeness or usefulness of any
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