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ABSTRACT

Quantifying Reproducibility and Bias in Single-Cell Sequencing Analyses of
Human Immunity

by
Michael Blake Cole

Doctor of Philosophy in Physics
Designated Emphasis in Computational and Genomic Biology
University of California, Berkeley

Professor Nir Yosef, Co-Chair
Professor Michael DeWeese, Co-Chair

Single-cell RNA sequencing technologies have evolved rapidly over the past
few years, but the newest protocols and platforms are still limited by bias and
noise. These technical issues can present serious challenges to downstream
data analyses when samples are collected from multiple human donors re-
cruited from multiple sites. My dissertation outlines methods for assessing
bias and quantifying reproducibility in single-cell RNA sequencing studies.
These tools are applicable to a new class of single-cell studies of human dis-
ease that move beyond tissue-level case—control comparisons. I have imple-
mented these methods in two software packages, scone and scRAD, both de-
veloped to improve the quality of biological insights derived from single-cell
RNA sequencing data.
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INTRODUCTION

Human disease is fundamentally a system-level phenomenon: symptoms af-
fecting quality and extent of life emerge from the complex interactions of
many players — self and non-self — at many scales. To understand disease is to
understand the relevant players and their interactions, and in turn, how these
shape the system-level disease environment affecting a patient. Even when
causal players can be identified (e. g. mutations, pathogens) - any methodol-
ogy aimed at treatment demands an understanding of systems-level interac-
tions.

One of the most exciting subsystems of the human body is the immune sys-
tem, responsible for identifying harmful non-self entities and coordinating
their destruction or removal; effective immune responses are founded upon
the orchestrated dynamics of complex cellular ensembles. Breakdowns in hu-
man immunity can have morbid and even deadly effects. Autoimmune dis-
eases such as Sjogren’s syndrome (SS) or multiple sclerosis (MS) are believed
to be caused by aberrant immune responses to self-tissue, resulting in auto-
inflammation. Pathogen and host immune system are naturally locked into
an adversarial posture: e.g. human immunodeficiency virus type 1 (HIV-1)
significantly and detrimentally alters the host’s immune response.

Part [ of my dissertation motivates the use of observational studies to char-
acterize these disease states and discusses the prospects of applying single-
cell technologies to these and other similar studies. Chapter 2 illustrates core
systems immunology analysis principles using my published work on epige-
netic case—control differences in tissue collected from SS donors. This chap-
ter demonstrates the importance of quality control (QC) and data normaliza-
tion, touching upon issues of reproducibility in human subjects studies. The re-
sults of this analysis highlight issues associated with bulk tissue experiments
and motivate to use of single-cell measurements. Chapter 3 reviews RNA se-
quencing (RNA-seq) transcriptome analysis and its application to single-cell
contexts via new single-cell RNA-seq (scRNA-seq) technologies. This chapter
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will describe some of the challenges for scRNA-seq analysis (e. g. modeling
missing data) and emphasize how normalization techniques may be deployed
to address measurement bias.

Part I1 discusses the software tools I have developed to tackle the challenges
described in Chapter 3. Chapter 4 outlines the Single-Cell Overview of Nor-
malized Expression data (scone) computational workflow for scRNA-seq
QC and normalization performance assessment. scone’s normalization per-
formance metrics are validated in a series of public data sets and simulations.
Chapter 5 outlines the general single-cell Reproducibility Across Donors (s cRAD)
framework for quantifying reproducibility of signals measured over multiple
replicate samples. Main software modules are discussed in detail, including
an overview of important modifications made to the reproducibility model
of Lietal. [1].

Part I1I describes examples of studies in which I have used the tools in
Part II to probe human disease with the help of scRNA-seq. Chapter 6 fol-
lows a published work in which I have applied these tools to study repro-
ducible dendritic cell (DC) induction profiles in cells collected from HIV-1
elite controllers (ECs). With the help of my experimental collaborators, I
have identify an antiviral DC response phenotype that is characteristic of ECs
and inducible in cells from healthy donors (HDs). Chapter 7 describes an un-
published single-cell case-control analysis of cerebrospinal fluid (CSF) cells
collected from MS donors. This analysis uncovers important compositional
differences in the CSF and leverages a new method - cell set enrichment anal-
ysis (CSEA) — to describe subtle changes in T cell expression states.



PART |

BACKGROUND



DISEASE SIGNATURES

21 INTRODUCTION

A powerful observational approach to understanding immune system pro-
cesses in human disease is the genetic case—control study: contrasting the
genetic characteristics of individuals exhibiting symptoms against those who
do not [2]. For example, many studies of immunological control of human
immunodeficiency virus type 1 (HIV-1) infection have focused on persons re-
sistant to HIV-1, including elite controllers (ECs)—a rare (~0.5%) subset of
HIV-1 infected individuals who naturally suppress viral replication without
combination antiretroviral therapy (cART) [3, 4]. Studies contrasting these
populations against control populations have uncovered the protective effects
of specific CCR5 and HLA-B genetic variants in HIV-1 infection [5-7].

Although genetic association studies like these are well postured to iden-
tify candidate loci with causal effects on disease outcomes, findings in HIV-1
have proven insufficient to explain the frequency control in the general popu-
lation. In particular, these studies have not suggested clinically actionable tar-
gets for eliciting an EC-like phenotype in other HIV-1-infected individuals,
promoting interest in other cellular components or interactions that could be
implicated in coordinating effective host defense.

The study of autoimmune disease suffers from a similar problem of miss-
ing heritability — individual genetic variants are insufficient to explain disease
risk. Missing heritability is observed in Sjogren’s syndrome (SS)—a chronic
autoimmune disease characterized by progressive destruction of the exocrine
glands, with subsequent mucosal and conjunctival dryness [8, 9]. Although
the precise cause of SS remains unknown, it is understood to be a complex
genetic disease, with multiple weakly associated genetic risk factors [10, 11].
Elucidation of how other, non-genetic factors correlate with disease should
significantly improve understanding of this complex disorder.
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It is important to note that there is widespread clinical heterogeneity in SS,
reflecting differences in underlying disease mechanisms. Current approaches
to SS research and research for other diseases are compromised by such phe-
notypic heterogeneity, motivating careful and methodical phenotyping. Paired
with the fact that human tissue samples are precious resources that must be
ethically obtained, well designed human subjects recruitment and minimally
invasive biopsy procedures are both critically important to guarantee power
and generalizability of findings. Studies of circulating blood cells are well
suited to reveal novel mechanisms in disease etiology due to ease of sample
collection and access to naive cell populations. However, disease-associated
changes observed in these cells likely reflect systemic aspects of the disease,
rather than tissue-specific disease states driven by local inflammation.

Modern technologies such as microarrays and high-throughput sequenc-
ing have made it possible to measure thousands of biological features (e. g.
genomic, epigenomic, transcriptomic) in parallel for a single tissue sample.
Case—control studies based on these technologies can be very helpful in high-
lighting the tissues, cell types, and molecular pathways most perturbed by the
disease state. While causality can not be demonstrated without experimental
intervention, systems-level inferences can be built on many measurements of
disease-affected tissue, powered by an ever-growing knowledge base relating
measured features to known biological processes.

Even the best efforts to recruit representative sample populations and pro-
cess samples with uniform quality are susceptible to various forms of un-
wanted bias and noise. Furthermore the high dimensionality of high-throughput
data sets introduces additional challenges and hurdles, such as the burden of
multiple comparisons. All of these complications may imperil reproducibility
and necessitate methods development. In this chapter!, I will discuss these
concepts within the context of a case—control analysis I have performed in
SS based on microarray-based epigenetic measurements.

22  SJOGREN'S SYNDROME AND DNA METHYLATION

A growing body of evidence has implicated epigenetic factors, in particular,
altered patterns of CpG dinucleotide methylation across nuclear DNA (or

This chapter is adapted from a published paper in Arthritis & Rheumatology: “Epigenetic
Signatures of Salivary Gland Inflammation in Sjogren’s Syndrome.” [12] © The Authors and
Arthritis & Rheumatology 2016, reproduced with permission.
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“DNA methylation”), in models of autoimmune disease [13, 14]. CpG methy-
lation is a reversible chemical modification to DNA and it is actively modu-
lated by chromatin regulators, participating in various chromatin regulatory
feedback loops [15]. With only simple chemical modification the methylation
state of a CpG site (methylated v. unmethylated) can be measured using the
same technologies developed for single nucleotide polymorphism (SNP) pro-
filing [16].

Furthermore, studies characterizing the DINA methylation profiles of naive
CD4* T cells, B cells, and salivary gland epithelial cells provide evidence for
aberrant DNA methylation profiles in SS donors [17-20]. While it is un-
known which differences, if any, reflect causal determinants of risk, it is likely
that many of these patterns reflect subtle differences in the cell type composi-
tion of the tissue [21]. Furthermore, not every tissue comparison is the same:
e.g. methylation patterns in synoviocytes targeted by rheumatoid arthritis
(RA) differ from disease-associated patterns in peripheral blood compartments,
with interesting exceptions [22]. One informative compartments for analyz-
ing immunoregulatory heterogeneity in SS is labial salivary gland (LSG) tis-
sue, an accessible target of disease-specific processes [10, 23]. T will discuss
below how I applied statistical hypothesis testing to identify thousands of
disease-associated DNA methylation differences marking LSG-specific im-
mune processes in SS, implicating both immune-related and cell lineage-specific
pathways in disease pathogenesis.

23 STUDY SAMPLE

My study analyzed samples of LSG tissue biopsied from 28 female partici-
pants in the Sjogren’s International Collaborative Clinical Alliance (SICCA)
Registry (Table 1). All study subjects were participants in the SICCA Registry,
and all were women, the group predominantly affected by SS [24]. The Insti-
tutional Review Boards at the University of California, San Francisco and the
University of California, Berkeley approved the study protocol.

231 STUDY SUBJECTS

As part of their enrollment into the SICCA Registry, all subjects were evalu-
ated for clinical criteria of SS at one or two time points; LSG tissue was biop-
sied at least once during these visits, frozen and subsequently stored. Case—
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Cases (n =13) Controls (n = 13) Test P

Focus score 3442 0.07+0.13 9.1x10°°
Two-eye mean OSS 6.1+2.8 1.2+0.7 1.5x107°
1 (SSA™) 0.92 0 2.7x107°
1(SSB*) 0.54 0 52x1073

Age in years 55+13 53+79 0.84

PC1 of ancestry 0.005+0.003  -0.014 +0.026 0.035

Table 1: Covariates across study groups. Values are the mean+SD of covariates, ex-
cept for SSA/SSB seropositivity, represented as indicator variables (TRUE/-
FALSE): only the mean values (proportions) are reported for seropositivity
phenotypes. Two-sided P-values were computed using MWW tests for fo-
cus score, OSS, and age. FET P-values were reported for SSA/SSB seropos-
itivity.

control status was determined according to the 2012 American College of
Rheumatology (ACR) criteria for SS [23]; as a result, this analysis targeted
“cases” with severe SS, requiring they meet all three of the following criteria:

+ autoantibody (auto-Ab) seropositivity: positive anti-Sjogren’s syndrome-
related antigen A (SSA) and/or anti-Sjogren’s syndrome-related anti-
gen B (SSB) auto-Ab serology;

+ keratoconjunctivitis sicca (KCS): ocular staining score (OSS) of > 3 in
at least one eye;

« focal lymphocytic sialadenitis (FLS): LSG biopsy section with focus
score > 1 focus /4 mm?,

“Control” subjects must not satisfy any of these criteria. Samples were desig-
nated as case or control based on the clinical evaluation at the time of biopsy.
Two of the study subjects met only the high OSS criterion at time of sample
collection, referred to here as “KCS-only” subjects. Importantly, neither cases
nor controls were disqualified based on an additional systemic autoimmune
disease diagnosis (e. g. RA or Hashimoto’s disease). Based on these criteria, I
classified 13 SS cases, 13 controls, and 2 subjects with KCS-only phenotypes.
It is possible that SS case subgroups (e. g. cases with specific extraglandular
manifestations) exhibit unique DNA methylation profiles; the study was not
large enough to test this hypothesis.



2.3 STUDY SAMPLE

Self-reported medication data was collected for all participants. Medica-
tions may be used to treat symptoms of disease, and they can have a substan-
tive effect on tissue environments of interest (e. g. inflammation): I conducted
Fisher’s exact tests (FETs) to compare medication usage between cases and
controls in order to identify medications that could confound case—control
analysis. The four drugs shown in Table 2 exhibited the smallest P-values of
all 53 drugs reported (data not shown), providing no significant evidence for
rejecting the null hypothesis of independence. This result boosted confidence
in the absence of a confounding effect of medication.

Medication Cases (n =13) Controls(n =13) FETP

Levothyroxine 8 3 0.11
Folic acid 0 3 0.22
Calcium 5 9 0.24
Vitamin D 2 5 0.38

Table 2: Self-reported medication by case—control status. Counts of subjects self-
reporting medication from case and control groups. P-values were com-
puted by Fisher’s exact test for independence.

Prior to this study, the 28 subjects had been genotyped using the HumanOmni2.5-
Quad BeadChip (Illumina), as part of a genome-wide association study (GWAS)
[25]. In addition to sample verification (Subsection 2.3.2), these data were
used to evaluate the genetic ancestry of the study subjects. Collaborators had
applied EigenStrat [26] to genotypes from the full GWAS data set in order
to derive principal components (PCs) reflecting the primary axes of genetic
variation. The 28 study subjects fell within 2 standard deviations (SDs) of the
mean of the first 2 PCs of self-identified Europeans from the original study;
all GWAS subjects within this range represent a relatively homogenous ge-
netic background.

One of the strengths of the study is its restriction to women with similar
ancestry: both genetic ancestry and sex have been shown to influence DNA
methylation profiles [27, 28]. While this design minimizes the potential for
confounding by genetic ancestry or sex it also limits the generalizability of
findings extended to non-European or male populations. Importantly, there
are known to be many important immunologic differences between the sexes
[29]. As a result, epigenetic studies comparing male cases and controls might
yield a different set of SS-associated patterns.



2.3 STUDY SAMPLE

Because the DNA methylation signal of interest is located on genetic ma-
terial, it is important to consider whether biased ancestry sampling - even at
the intra-European-level - could confound the measurement. In order to rep-
resent intra-European ancestry for our study subjects, collaborators applied
EigenStrat analysis to genotypes from subjects with European ancestry, as
defined above. The first 4 PCs were considered in this study of DNA methyla-
tion. Non-parametric Mann—-Whitney—Wilcoxon (MWW) tests provided no
significant evidence of case—control difference in the first ancestry PC. Simi-
larly, age - another potential confounder - showed no significant association
with case—control status (Table 1).

232 TISSUE AND MEASUREMENT PLATFORM

Whole LSG DNA methylation data were obtained for each sample using the
[llumina 450K Infinium Methylation BeadChip (or “450K chip”) platform for
bulk sample methylation profiling [16]. The 450K chip allows for high-throughput
interrogation of >450,000 highly informative CpG sites spanning ~ 22,000
genes across the genome. The primary measure of DNA methylation at each
CpG site is the B-value: defined as the ratio of the intensities of fluorescent
signals from methylated and unmethylated alleles. Sample identity was ver-
ified by comparing GWAS genotypes to the genotypes measured by 35 SNP
probes on the 450K chip. Samples were prepared on three separate plates or
“batches” on different dates. Three of the LSG DNA samples were divided
into two within-batch technical replicates, contributing to a total of 31 sam-
ples for subsequent DNA methylation analysis (Table 3).

Plate (batch) Case (n =15) Control (n = 14) KCS-only (1 = 2)

Batch 1 8+1 8 2
Batch 2 5+1 1 0
Batch 3 0 4+1 0

Table 3: Distribution of sample types per batch. Counts of case, control, and KCS-only
samples (including replicates) for each plate (batch). Replicate samples share
the same batch: batches 1 and 2 each have one case replicate pair, and batch
3 contains a control replicate pair. Without double-counting replicated sam-
ples, P = 0.094, computed by FET for independence; P = (0.044 if KCS-only
subjects are excluded from the test.



2.4 DATA FILTERING

24 DATA FILTERING

Subsection 2.3.1 described some problematic subject-level covariates that could
bias or add noise to my analysis. There are plenty of reasons that subsets of
measurements could be problematic as well. This study considers far more
more measurements per sample than samples, giving me license to throw out
the most problematic probe channels. One important reason to remove a
measurement from consideration is irrelevance; the 450K chip includes 3,091
CpH probes and 65 SNP probes; all were removed from downstream analysis
due to my interest in CpG methylation. Another important reason to remove
a features is a lack of interpretability; Chen et al. [30] had identified a large
number of CpG probes that were “cross-reactive”: hybridizing with multiple
off-target sequences across the genome. Because the signal observed in these
probes are not easily localized to any part of the genome, [ removed all 16,177
from the analysis.

Although I did not see significant genetic ancestry differences between
cases and controls, I can not rule out genetic heterogeneity at the single base
pair (bp)-level. Genetic heterogeneity at or around these sites can introduce
noise and obscure interpretable signals. In order to avoid the direct effect
of genotype variation on CpG sites, I removed 1,213 CpG probes targeting
SNPs known to be variable from the matched GWAS data. I also considered
the larger set of SNPs from the 1000 Genomes project lying within 450k chip
probe-hybridizing sequence as tabulated by Chen et al. [30]. Overlapping the
probe list with the SNP138 track in the UCSC Genome Browser [31, 32], I
identified and removed 62,220 CpG probes neighboring known SNPs.

It may be useful to remove features which are too noisy for technical rea-
sons; an additional 3,392 CpG probes were removed from the analysis due
to high detection P-values (P > 0.05) in one or more samples, as computed
by [llumina’s GenomeStudio software. The signal in these probes could not
be distinguished from background. After filtering, I considered a total of
404,353 CpG probes for downstream analysis.

25 DATA NORMALIZATION

The 450k chip generates fluorescence-based readouts, and these signals must
be normalized computationally so that they correlate with the biological sig-
nal of interests rather than technical factors. The DNA methylation normal-
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2.5 DATA NORMALIZATION

ization pipeline used in this study was implemented entirely in R [33] and
leveraged the methylumi data representation in Bioconductor [34, 35].

251 LOW-LEVEL NORMALIZATION

Before the probe filtering described in Section 2.4, I had previously applied
the normal-exponential convolution method on out-of-band probe intensi-
ties (“noob”) to correct each sample for technical variation in background flu-
orescence [36]. The red and green intensity channels on the 450K chip were
normalized so as to be comparable, using the all-sample mean normalization
method—a natural extension of the [llumina GenomeStudio color-channel
normalization protocol [37]. After probe filtering, I corrected each sample
for within-sample probe design bias using the beta-mixture quantile normal-
ization method [38].

252 BATCH CORRECTION

One approach for understanding high-dimensional data is to consider the
primary axes of variation in that data, using dimensionality reduction methods
such as principal component analysis (PCA), followed by post hoc correlational
analyses to annotate these axes in terms of known sample-level covariates,
including technical covariates such as batch. Despite my first-pass normal-
ization using standard methods, PCA clearly separated samples according to
batch (Figure 1). Downstream analysis, particularly unsupervised analysis
could be improved by batch correction.

However, direct adjustment for batch effects using a standard batch cor-
rection method, such as ComBat [39], may removes case—control differences
along with the batch artifacts. This is because the cases and control samples
are not evenly distributed across the three plates (Table 3). Although the dis-
tribution of samples is not inconsistent with random uniform sampling (FET
P > 0.01), the noise nevertheless presents challenges for batch correction.
For example, batch 3 contains only control samples; any adjustment of the
data that guarantees methylation profiles from batch 3 closely resemble pro-
files in the other batches could easily misrepresent true biological signals. An-
other - more fundamental - problem with a standard batch correction strat-
egy is that it relies on a categorical batch-level covariate as a proxy for differ-
ences in individual sample qualities. Sample quality varies within batches as
well as between them and qualities may overlap between batches. I therefore

11
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Figure 1: PCA of genome-wide gland DNA methylation, before batch correction. (a) Be-
fore batch correction, the first PC separates the three batches. (b) PCA on
genome-wide gland DNA methylation, before batch correction. KW test
P-values for Fisher-transformed 7, showing significance of correlation be-
tween PCs 1-5 and categorical covariates: disease status (three-level), plate
(batch), sentrix ID (chip), SSA and SSB seropositivity. Red dashed line indi-
cates Bonferroni-corrected significance threshold for 25 tests, controlling
the FWER.

adjusted the data against quality control (QC)-based proxies of known batch
effects, rather than batch identifiers; this approach is similar in spirit to the
method of Fortin et al. [40].

The 450K chip includes 850 QC probes (1,696 color channels) that measure
different aspects of sample quality, invariant to biological context. I use these
control probe channels to adjust for subtle technical variation across batches,
using PCA to derive a sample-level quality factor, or “qPC,’, representing the
primary axis of technical variation in the data. In selecting the input to this
PCA, I score all control probe channel intensities according to their corre-
lation with the PCs of the CpG M-value matrix. M-values are logit? trans-
formed B-values for which PCs can be thought of as logistic modulations in
relative methylated CpG ratios, rather than additive modulations. The cor-
relation score, s;, of a control probe channel 7 is computed as the weighted
mean of that channel intensity’s squared Spearman’s rank-order correlation
(rs) with all PCs of the CpG M-value matrix, weighted by the variance of each
PC:

Y Var(PCM ™)) (py, PCMY))2
| 3, Var(PCMalue) y

2 the logit function is defined as logit(x) = log(x/(1-x)) for x € [0,1]

(1)
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2.5 DATA NORMALIZATION

Control probe channels are selected as candidate confounding QC channels
if their correlation score exceeds one median absolute deviation (MAD) from
the median score across all control probe channels. PCA is performed on log-
transformed confounding QC channel intensities and the first PC is used as
the qPC.

The effect of qPC can be removed from the data in many different ways
(e.g. beta regression). I implemented a bin-based centering procedure, plac-
ing each sample j into one of four (# of batches +1) equally-sized bins accord-
ing to the value of their quality parameter: b; = f (gPC). These bins can be
thought of as “pseudo-batches,” grouping samples with similar sample qual-
ity. For each CpG, I computed the mean B-value across all samples (“global
mean”) as well as four bin-specific means.

~ 1
ﬁiZTZ,Bi]’
" @

> Bij1(bj=k)

i1(bj=k)

I defined an adjusted M-value by taking the original M-value, subtracting

Vke{1,2,3,4},Bi =

the logit transformed bin-specific mean B-value, and adding the logit trans-
formed global mean f-value. The adjusted B-value is calculated by perform-
ing the inverse logit (logistic or “expit”) transformation on the adjusted M-
value. This last step naturally limits the adjusted -value to the original range
from zero to one.

logit (ﬁg}qd]uswd)) = logit (,Bij) - logit (,Bibj) + logit (BZ) (3)

After adjusting for these technical effects, none of the top 5 DNA methy-
lation PCs (60% of variance) showed significant association with the sample
batch (Figure 2).

Averaging DNA methylation PC values for replicates, I tested the top 5
PCs for association with age and genetic ancestry PCs, applying two-tailed
Z-tests to Fisher-transformed r; (Table 4). There didn’t appear to be any sig-
nificant associations between age, ancestry, and PCs of methylation, and thus
no need to adjust for ancestry or age as we have for batch. Nevertheless, I will
screen any case-associated DINA methylation differences for marginal effects
of ancestry PC1 and age.
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Figure 2: PCA of genome-wide gland DNA methylation, after baich correction. (a) Follow-
ing batch correction, batches are mixed. (b) PCA on genome-wide gland
DNA methylation, after batch correction. KW test P-values showing signif-
icance of correlation between PCs 1-5 and categorical covariates: disease
status (three-level), plate (batch), sentrix ID (chip), SSA and SSB seropos-
itivity. Significance of correlation with batch is low across first five PCs,
while preserving associations with phenotype. Red dashed line indicates
Bonferroni-corrected significance threshold for 25 tests.

26  ANALYZING DISEASE SIGNATURES

261 UNSUPERVISED ANALYSIS

Above we have describes an unsupervised dimensionality reduction / correl-
ative approach for exploring correlated signals in high-throughput data - ap-
plying it to understanding technical bias. This approach may also be useful
when multiple biological conditions or factors are present in the data, because
it facilitates prioritization of specific hypothesis testing regimes. I tested the
top 5 PCs for association with focus score and mean OSS, as I had tested age
and ancestry above. The first PC was strongly associated with the focus score
(Q = 2.1 x1075) and the mean OSS (Q = 5.3 x 10~%) (Table 4), suggesting
that this axis captures disease-associated processes in the gland.

As shown in Figure 2, Kruskal-Wallis (KW) one-way analysis of variance
(ANOVA) tests provide evidence for PC1’s association with disease status and
seropositivity (Bonferroni-adjusted P < 0.05). MWW testing on replicate-
averaged PC values suggests that the first PC of DNA methylation in LSG
tissue is associated with case—control status (P = 1.3 x 107°). Plots of the
first 2 PCs place the two KCS-only individuals between the cases and the con-
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2.6 ANALYZING DISEASE SICNATURES

Ts Z-test Q
(PC1, PC2) (PC1, PC2)
Focus score -0.77,020 2.1x107°,0.070
Two-eye mean OSS  -0.70,0.21 5.3 x 10_4, 0.70
Age in years -0.15,0.22 0.76,0.70

PC1 of ancestry -0.41, -0.17 0.32,0.70

Table 4: Spearman’s rank-order correlation between first and second PCs of DNA methy-
lation, and continuous covariatess. BH (Q-values for Z-tests on Fisher-
transformed r; of first five PCs against continuous covariates.

trols, consistent with an intermediate phenotype (Figure 3). Perhaps it should
come as no surprise, given the study design, that the primary axis is correlated
with case-control status. However, recall that this was not true before batch
correction.

262 SUPERVISED ANALYSIS

MWW testing was used to test each CpG’s B-value for association with case-
control status, followed by the Benjamini-Yekutieli (BY) adjustment for con-
trolling the false discovery rate (FDR) under multiple comparisons. The BY
adjustment, as implemented in p.adjust [33], is a more conservative ver-
sion of the Benjamini-Hochberg (BH) FDR procedure, which may be prefer-
able when test statistics are correlated [41]. Given large correlations between
CpG methylation levels in this data, I chose to use this more conservative FDR
procedure. I set no constraints on the magnitude of significant differences in
methylation. I refer to disease-associated CpGs (Q < 0.01) as differentially
methylated positions (DMPs). The -values for replicate samples were aver-
aged prior to single CpG-site association tests.

This association study identified 7,820 DMPs associated with SS case sta-
tus. The median absolute B-difference between cases and controls (AB) was
0.10 for DMPs, demonstrating that most SS-associated DMPs identified in
the current study showed modest-to-large differences in DNA methylation.

Of the 7,820 DMPs tested, 5,699 (73%) were hypomethylated in cases. The
set of DMPs contained far more hypomethylated CpGs than was expected by
the distribution of non-DMPs (P < 2.2 x 10716 by FET) (Table 5), suggesting
that CpGs are generally more hypomethylated in whole LSG tissue from SS
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Figure 3: PCA of genome-wide DNA methylation in all LSG tissue samples, including repli-
cates. PC1 separates SS cases from controls, with samples from the two
subjects with KCS-only phenotype (OSS > 3 in at least one eye) between
those of the cases and the controls. PC2 represents a spread of sample DNA
methylation profiles orthogonal to the primary case—control contrast. This
axis may represent biological between-donor heterogeneity.

cases. Thabet et al. [17] previously reported whole genome hypomethylation
in cultured LSG epithelial cells from SS donors. Despite the hypomethyla-
tion enrichment cited above, no significant differences in mean genome DNA
methylation were observed across all CpGs (1.1 fold hypermethylation in SS
cases; P = 0.26 by MWW). Of course, the tissue samples analyzed in my study
are not cultured and are composed of LSG epithelial cells as well as other cell
types; the discrepancy here could be due to differences in sample biology. Al-
ternatively, the 450k chip targets may poorly represent the distribution of
CpG sites on the genome-level.

I used the 1m function in R [33] to fit a linear model relating each of the
7,820 DMP DNA methylation levels (logit transformed) to the first PC of ge-
netic ancestry or age at biopsy. No DMP was significantly associated with
either factor by Student’s ¢-test at a BH controlled FDR of 0.05. These two
factors may affect DNA methylation levels of SS-associated DMPs, but their
average effects are too small to resolve in my study.

Prior to this analysis, Imgenberg-Kreuz et al. [20] reported results from
their study of DNA methylation in minor salivary gland biopsies from 15 pri-
mary SS cases and 13 controls in which they used the same 450K chip. In
addition to a parametric analysis approach, the authors used a conservative
Bonferroni-adjusted P-value reporting criterion for DMPs. While one top
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2.7 ENRICHMENT ANALYSIS

Q<001 Q>001

hypermethylated 2,121 227,666
hypomethylated 5,699 168,867

Table 5: Global DNA methylation differences between LSGs from the SS cases and the con-
trols. Global DNA methylation differences between LSGs from SS cases and
controls. Proportions of hyper- and hypomethylated CpGs with Q-values
< 0.01 or > 0.01 by MWW test. The latter represent a control set of CpGs,
or non-DMPs. Direction of methylation is determined by the sign of the
difference in the mean B-values between cases and controls. DMPs are

significantly enriched for hypomethylated sites as compared to non-DMPs
(P <2.2x1071 by FET).

“hit” from that study — cg20870559 in OAS2 - was successfully replicated in
the current study, only two of the remaining 44 DMP hits reported by that
study were replicated here: ¢g12560128 and cg16596716. Both study popu-
lations were small, and differences in phenotype or age may have contributed
to the lack of replication.

Previous studies have defined a gene as being differentially methylated if
it contains a number of DMPs exceeding a given threshold [42]. One prob-
lem with this approach is that it is biased toward reporting genes with higher
CpG coverage. Assuming that false-positive results would be randomly dis-
tributed across the 450K chip, a gene with better coverage will have more
false-positive results. Coverage is also problematically associated with bi-
ologic function [43], but enrichment tests, such as the hypergeometric test,
will take this coverage into account. Enrichment analyses and more com-
prehensive analyses of extended patterns of DNA methylation may be better
approaches to characterizing profiles associated with case status than single
CpG-site testing.

2./ ENRICHMENT ANALYSIS

Once differences between cases and controls are identified, it can be asked
what these changes mean within the greater systems context. CpG methy-
lation is known to be associated with chromatin silencing [15]; therefore, it
is reasonable to hypothesize that CpG sites neighboring up-regulated genes
are hypomethylated in the disease state. The microarray study of Hjelmervik
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Figure 4: Correlation between DNA methylation and expression disease-associations from
two studies. The x-axis shows extent of mRINA down-regulation from
Hjelmervik et al. [44] and the y-axis shows the significance of DNA hyper-
methylation - from the present study - for CpGs in the promoter of the
corresponding gene. DMPs from the present study are highlighted in cyan.

et al. [44] reported 50 ribonucleic acids (RNAs) that are highly differentially
expressed in SS cases compared to controls, allowing us to resolve the rela-
tionship between methylation and expression at a population-level.

CpGs were mapped to promoters using the BEDTools suite [45]. For each
RefSeq entry in the UCSC RefGene track [32], I defined as “promoter” the
genomic interval spanning 2,500 bp upstream and 500 bp downstream of
the annotated transcription start site, similar to the definition described by
Whitaker et al. [42]. RefSeq identifiers were mapped to gene symbols using
the org.Hs. eg.db package in Bioconductor [46]; all unmapped RefSeq en-
tries were excluded from the analysis. For the 42 gene symbols overlapping
between my study and Hjelmervik et al. [44], [ assigned hypomethylation (de-
crease in methylation) significance scores to each CpG falling in their pro-
moters:

score = sign (-AB) x —log P (4)

Linear modeling suggests that the average hypomethylation score across a
promoter is positively associated with the extent of messenger RNA up-regulation
reported in SS-affected tissue (Figure 4).
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2.7 ENRICHMENT ANALYSIS

271  DIFFERENTIALLY METHYLATED PROMOTERS

The predictive power of differential expression suggests that many DNA methy-
lation differences in LSGs from SS cases are associated with the same up-
stream biologic factors driving differential transcription in SS. I searched
genome-wide for differentially methylated promoters using hypergeometric
hypothesis testing for DMP enrichment, as described by Nakano et al. [47].
Enrichment P-values were controlled for multiple testing using a BH Q-value
threshold of 0.05. To avoid promoter-specific bias, I excluded all CpGs that
did not fall within promoters; enrichment tests were performed solely on pro-
moter CpGs. Furthermore, to protect against biases associated with double-
counting CpGs sitting in the intersection of multiple loci, I excluded any CpGs
mapping to two or more promoters.

Differentially methylated promoter analysis identified 57 genes (Table 6).
This list includes a large number of genes encoding transcription factors (TFs)
(e.g. RUNX3 and SPI1, latter not shown in table: 22-fold enrichment and
Q =0.018) and known cell-differentiation markers (e. g. TNFRSF13B, CCR6,
BST2, BTLA, and CXCR5). In addition to protein-coding genes, the list con-
tains a number of RNA genes, including several antisense RNA genes (e. g.
PSMB8-ASI) and microRNA (miRNA) genes (e.g. MIR339). These results
could reflect differential regulation of neighboring coding genes or primary
transcripts. Interestingly, three of the differentially methylated promoters
are located within one interval of the major histocompatibility complex (MHC)
genomic region: PSMB8, PSMB8-AS1, and TAP1 (Figure 5).

The most significant promoter-level DMP enrichment was for PSMB8-AS 1,
along noncoding RNA gene neighboring the PSMB8locus (a.k.a. “PSMB5i” or
“LMP7”) in the MHC region. This gene encodes an antisense RNA, and is in a
head-to-head configuration with PSMB8 gene (Figure 5). PSMBS8, whose pro-
moter is also hypomethylated in SS cases, encodes a subunit of the immuno-
proteasome that has been reported to be up-regulated in the salivary glands
of donors with SS [48]. T have also presented evidence here for promoter hy-
pomethylation of TAPI (Q = 0.0016), neighboring both PSMB8 and PSMBY.
Rare variants of TAPI and extended HLA haplotypes are thought to confer
disease risk upon some SS donors [49]. Given their specific roles in antigen
presentation, most DMPs observed across these three neighboring loci are
likely to be directly associated with an increased proportion of immune cells
in the tissue.
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Figure 5: Extended differential methylation in PSMB8-AS1 promoter. (a) Highlighted
region shows region designated as PSMB8-ASI promoter, sitting within
the gene body of PSMBS8. All SS-associated DMPs (promoter and non-
promoter) are annotated in the top track, UCSC Genome Browser RefGene
annotations in the middle, and all 450K chip CpG sites at the bottom. (b)

Evidence of an SS-associated differentially hypomethylated region within
the promoter of PSMBS8-AS1.

Thabet etal.[17] report that disease-associated gland up-regulation of ICAM1/CD54
[10], a gene critically involved in the processes of intercellular adhesion and
trans-endothelial migration, was associated with global hypomethylation of
salivary gland epithelial cell genomes. The investigators hypothesized that
global hypomethylation could be a regulatory mechanism upstream of in-
creased expression [17]. I found no evidence of differential methylation in
or around the ICAM I promoter, an observation consistent with other mech-
anisms being more directly responsible. However, due to the heterogeneous
nature of gland tissue used in the current study, both direct and indirect ef-
fects may be masked by cell proportion differences in tissue.

Promoter enrichment analysis highlighted a miRNA (miR-339)—a poten-
tial posttranscriptional regulator of ICAM1 [50]. Although this ICAM1 regu-
latory mechanism is an attractive explanation of the data, there exists little ev-
idence to support it within the context of SS, beyond down-regulation of miR-
339 reported in a microarray study of SS-affected glands [51]. Any mechanis-
tic interpretation is further complicated by the hypomethylation observed in
the promoter, which would support up-regulation of this gene product based
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on a simple model of DNA methylation-associated epigenetic regulation. De-
spite the unknown biologic role of the striking hypomethylation I identified
at this miRNA locus, the proposed regulatory potential of miR-339 makes it
an intriguing candidate for functional followup.

272 GENE SET ENRICHMENT ANALYSIS

After identifying the set of genes with significantly differentially methylated
promoters, I considered whether the gene set is enriched for categories of bi-
ologic function or genomic position. Hypergeometric gene set enrichment
analysis was used to test 2,666 gene sets from Molecular Signatures Database
(MSigDB) [52, 53] for enrichment of differentially methylated promoters, in-
cluding “hallmark” gene sets, positional gene sets, motif gene sets, and gene
ontology gene sets, using a BH Q-value cutoff of 0.05.

[ further tested two candidate gene sets for enrichment of genes possessing
differentially methylated promoters:

1. genesencodingthe 50 RNA transcripts showing the greatest fold change
in LSG expression between SS cases and controls in Hjelmervik et al.
[44],

2. genes highlighted in recent SS GWAS: GTF2I, TNFAIP3, IRF5, STATH,
IL12A, BLK, CXCR5, TNIP1, HLA-DRA, HLA-DQB1, HLA-DRB1, HLA-
DPB1I,and COL11A2[54, 55].

Although promoter-level gene set enrichment analysis is a valuable tool for
understanding the distribution of differentially methylated promoters, the
DMPs on which this analysis is based are called at single-bp resolution. This
discrepancy can lead to biased reporting due to the variation in promoter
coverage across the 450K chip platform; some promoters contain far more
probed CpGs than others resulting in greater power to resolve extended dif-
ferences in those regions. Some of this bias of differential power can be avoided
by considering CpG sets rather than gene sets.

For each of the differentially methylated gene sets identified in the hyper-
geometric gene set enrichment analysis, as well as the two candidate gene sets,
a CpG set was defined containing all CpGs mapping to promoters of the cor-
responding gene set. DMP enrichment was then performed using hypergeo-
metric tests, as before, although CpGs mapping to multiple sets were included
in this analysis. The CpG set enrichment analysis was adjusted for multiple
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2.7 ENRICHMENT ANALYSIS

testing using Bonferroni-adjusted P-values, accounting for the 2,668 gene set
enrichment tests used to select CpG sets. CpG sets with a adjusted P-value
less than 0.01 were considered enriched for DMPs.

CpG set enrichment results emphasized both the inflammation and tis-
sue specificity of the observed DNA methylation differences. DMPs were
found to be enriched for several gene ontology terms involving immune re-
sponse and signal transduction. Only a small number of these genes have
been highlighted by SS GWAS (CXCR5 and BLK) [54] or are known to be
differentially expressed at the transcription-level in SS-affected LSG tissue
(ARHGAP25) [44]; however, the promoter CpG sets corresponding to both of
these candidate gene sets were significantly enriched for DMPs (Bonferroni-
adjusted P = 9.2 x 107 and 6.0 x 1074, respectively). I also observed evi-
dence of enrichment for promoters containing transcription factor binding
motifs (TFBMs) for PU.1 or Ets2 (in mouse, by orthology; Table 7), likely rep-
resenting differences in cell composition and activity resulting from SS patho-
genesis. This tissue heterogeneity interpretation is further supported by the
abundance of differentially methylated cell differentiation markers noted in
my DMP enrichment analyses; this enrichment could indicate that many-to-
most of the extended DNA methylation differences observed in this study are
consequences of varying cell proportions in the gland tissue. As a deeper un-
derstanding of cell type-specific DNA methylation motifs in immune- and
tissue-specific cells becomes available, the patterns observed in target tissue
may serve as clues to which cell types are driving recurring inflammation in
SS donors.

273  TFBM ANALYSIS

Given the intimate relationship between transcription-factor binding and chro-
matin state, I also considered whether disease-associated DNA methylation
changes colocalize with specific TFBMs, using the Analysis of Motif Enrich-
ment (AME) tool [56] to identify enriched TFBMs in the sequence surround-
ing disease-associated DMPs (Figure 6). For each DMP, I extracted a window
of the UCSC hg19 reference genome within 150 bp of the annotated CpG
position—a half-width similar to the length of a nucleosome. Overlapping
intervals were merged, producing a set of DMP-associated sequences. A con-
trol set of CpG-neighboring sequences was generated using the same proce-
dure applied to all non-DMPs.
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Figure 6: JASPAR motifs enriched in the neighborhood of SS-associated DMPs in labial
salivary gland tissue. Schematic of TFBM enrichment analysis.

Using the AME, I tested DMP-associated sequences for enrichment of 205
TFBMs from the JASPAR CORE 2014 vertebrates set [57], adjusting for se-
quence length and using the control set as a sequence control. AME was per-
formed using three motif affinity options that use different scoring meth-
ods to evaluate the number and strength of motif matches: total number of
matches above a threshold (“totalhits”), sum of motif scores (“sum”), and aver-
age motif score (“avg”). Default thresholds were used for all choices of motif
affinity function, and observed enrichment was evaluated for statistical sig-
nificance using FETs. Motifs were considered enriched if the corresponding
Bonferroni-adjusted P-value is below 0.01 for any of the three affinity func-
tions (controlling the family-wise error rate (FWER) for 3 x 205 = 615 tests).

The AME tool identified three enriched motifs in the immediate neighbor-
hood of DMPs (Table 8). The most significant motif was annotated for TCF11/MafG
[58], an antioxidant response element binding complex that is reported to play
a role in proteasome regulation and stability [59]. A second enriched mo-
tif was annotated for the STAT1/STAT2 heterodimer, targeting interferon
(IFN)-stimulated response elements [60]. The final motif is the conserved
binding motif of PU-box-binding TF PU.1 [61].

The greater proteasome regulatory network was previously implicated by
the enrichments reported above around PSMB8. While these differences in
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DNA methylation may be functionally related, there is no clear evidence of
immuno-proteasome regulation by the TCF11/MAFG complex [59].

The TF PU.1 was also highlighted multiple times in the current study. Not
only was extended hypomethylation observed in the promoter region of this
gene, but there also appeared to be a spatial association between differential
methylation patterns and PU.1 binding motifs, both at the promoter-level
(CpG set enrichment analysis) and at the nucleosome-level (TFBM enrich-
ment analysis). PU.1 is a known factor involved in B cell and macrophage
differentiation, binding to the enhancers of many lineage-specific genes [62],
and it may directly recruit DNA methylation machinery to repress target genes
[63]. As such, differential proportions of immune cell types (i. e. B lymphoid
versus myeloid lineage) may drive PU.1 target enrichments in inflamed tissue.
In particular, the abundance of hypomethylated B cell and lymphoid markers,
including CD19(Q = 0.046), CD79B (Q = 0.046), PTPRCAP(Q = 1.2 x1077),
and TNFRSF13B (Q = 1.8 x 1072), further supports this interpretation.

28 CONCLUSIONS

Through whole-genome DINA methylation profiling of a clinically well-characterized
sample of European women, I identified a strong signature of disease-associated
immune processes in LSG tissue. I observed evidence of targeted hypomethy-
lation at the tissue-level in SS cases as compared to controls. Further, my find-
ings showed that epigenetic states of inflammatory genes and immune-cell
markers are major contributors to DNA methylation differences that distin-
guish SS cases. While results from this observational study cannot establish a
causal role for the observed DNA methylation patterns in the risk of SS, my
DMP-based CpG set, and TFBM enrichment analyses all demonstrated that
DNA methylation profiling in SS cases and controls provides unique insights
into tissue-specific differences involved in disease [64].

Labial salivary gland biopsy is a minimally invasive procedure that pro-
vides investigators access to tissue targets of SS and may help to illuminate
processes specific to a disease in progress. Furthermore, as a target tissue,
these samples may prove more useful in characterizing disease phenotypes
in donors with early evidence of SS symptoms. Insights from this study and
larger studies may soon yield new epigenetic biomarkers for this complex
and heterogeneous disease and may help to inform the development of novel
treatment strategies in the future.
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Promoter =~ DMPs Fold enrichment Q-value Direction
PSMB8-AS1 11 383 14x107" || hypo-
CTSZ 10 26.5 1.9x1078 | hypo-
PTPRCAP 8 35.3 1.2x1077 | hypo-
LTA 7 38.6 7.6x10~7 | hypo-
MIR339 7 30.9 48x107% | hypo-
TNFRSF13B 5 55.1 1.8x10™° | hypo-
PSMBS 7 22 57x107 | hypo-
MTNRIA 5 33.1 0.00053 ft hyper-
MPEG1 4 52.9 0.00066 | hypo-
CCR6 5 27.6 0.0013 || hypo-
TAP1 4 44.1 0.0016 |l hypo-
SSH3 5 23.6 0.0027 ft hyper-
BST2 4 37.8 0.0029 | hypo-
PPFIA4 4 37.8 0.0029 || hypo-
AIM2 3 66.1 0.0036 || hypo-
BTLA 3 66.1 0.0036 |l hypo-
CXCR5 5 20.7 0.0036 | hypo-
FCRL3 4 33.1 0.0036 || hypo-
KCNQIDN 7 10.8 0.0036 f hyper-
LINC00926 3 66.1 0.0036 |l hypo-
MIR3186 4 33.1 0.0036 |l hypo-
MIR4269 3 66.1 0.0036 || hypo-
WDFY4 5 20.7 0.0036 | hypo-
RUNX3 7 10.1 0.0055 | hypo-
FERMT3 4 26.5 0.0093 | hypo-

Table 6: Top promoter DMPs enrichments in LSGs from SS donors. Promoter enrich-

ment results are shown for the most-significant promoters (Q < 0.01). Both
the total number of DMPs and the fold enrichment for DMPs in the region
are reported. Q-values are reported for one-tailed hypergeometric tests for

enrichment. “Direction” column notes whether all DMPs in the promoter

were hypomethylated (|}) or all were hypermethylated (f}).
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MSigDB Differentially methylated p
gene set promoters (Adjusted)
Immune response CCR6, BST2, AIM2, 29x1078
GO:0006955 LCP2,CD79B, MADCAM1
Intrinsic to plasma TNFRSF13B, MTNR A, 1.7x1077
membrane CCR6,BST2, CXCRS5,
GO0O:0031226 NCKAPIL, CD160, CD19,

CD79B, IL12RB1
Genes with promoters PTPRCAP, TNFRSF13B, 3.6x1077
containing Ets2 motif KCNQIDN, RUNX3, FERMT3,
RYTTCCTG LCP1,SPI1, SLAMF1,CD19,
M14654 ERG, PIK3CG
Immune system process CCR6, BST2, AIM2, SPI1, 1.0x107°
GO0:0002376 LCP2,CD79B, MADCAM1
Cell surface TNFRSF13B, MTNRIA, CXCR5, 2.9 x 107
receptor-linked signal CD160, GNB3,LCP2,CD19,
transduction IL12RB1, PIK3CG
GO:0007166
Genes with promoters PTPRCAP, LTA, NCKAPIL, 47 x107°
containing PU.1 motif LCP2, NRI1H3, PIK3CG
WGAGGAAG
M14376
Signal transduction LTA, TNFRSF13B, MTNRIA, 28x107*

GO:0007165

CCR6, BST2, CXCR5, CD 160,
GNB3,BLK, LCP2, CD19, ERG,
IL12RB1, KALRN, MADCAM1,

PIK3CG

Table 7:

Differentially methylated CpG sets in LSGs from SS donors. These gene sets
from the MSigDB were selected as candidates for CpG enrichment because

they contained a significantly high fraction of differentially methylated pro-

moters, listed here. Bonferroni-adjusted P-values are reported for hyperge-

ometric CpG set enrichment tests.
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JASPARID Annotated Targets FET P
TF complex (Adjusted)

MA0089.1 TCF11/MAFG  Antioxidant 52x107°
heterodimer  response elements

MA0517.1 ~ STAT2/STAT1  IFN-stimulated ~ 7.5x107*
heterodimer  response elements

MA0080.3 PU.1 PU box 59 %1073

Table 8: DMP-associated motifs identified by AME. P-values were computed from FET,
with Bonferroni-adjustment for multiple testing.
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SINGLE-CELL TRANSCRIPTOMICS

31 INTRODUCTION

Substantial work has been done to catalog the cell types, states, and interac-
tions that inform immune behaviors [65-71]. More recent studies, empow-
ered by state-of-the-art technologies, show that seemingly identical cell pop-
ulations can exhibit functionally relevant heterogeneities [65, 72-76]. As il-
lustrated in Chapter 2, tissue-level disease signatures derived from bulk mea-
surements are often understood in terms of shifts in cell type composition
(e.g. B cells infiltrating LSGs); these effects obscure cell type specific phe-
nomena and impede efforts to answer critical biological questions surround-
ing the immune system. The degree of cellular diversity involved in immune
system processes demands higher resolution measurements.

Single-cell technologies provide new opportunities for characterizing systems-
level immune responses. In this chapter I will discuss a single-cell technology
popularized in recent years: single-cell RNA-seq (scRNA-seq). I will begin
by reviewing the RNA sequencing (RNA-seq) foundation of the technology
and critical modifications made to enable single-cell transcriptome profiling,
followed by an illustration of scRNA-seq analysis challenges and discussion
of methods for addressing them (e. g. data normalization).

32 RNA-SEQ_

Unlike hybridization-based transcriptome quantification approaches (e. g. mi-
croarray), RNA-seq technologies measure the underlying sequence of cellular

RNA. This approach provides sequence-level sampling of transcripts with

relatively low levels of bias [77]. Full-length transcript sequencing methods

can provide important information about splicing, supporting the discovery

of novel isoforms.
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3.3 SINGLE-CELL TECHNOLOGIES

This chapter focuses on technologies that target long messenger RNA (mRNA)

species, but RNA sequencing technologies can measure many other types
of RINA species. The first step of these protocols involves RNA isolation
and purification of the polyadenylation (poly(A))-positive fraction to avoid
highly-abundant ribosomal RNAs. These RNAs are typically reverse tran-
scribed into complementary DNAs (cDNAs) using a modified reverse tran-
scriptase (RT) enzyme, followed by enzymatic or mechanical fragmentation.
During this process, the fragmented cDNAs are attached to polymerase chain
reaction (PCR) adaptors, facilitating their amplification and subsequent high
throughput sequencing.

Short sequences measured on the sequencer are computationally aligned
to a reference genome or transcriptome (e. g. RSEM [78]), supporting many
kinds of downstream analyses (e.g. variant calling, isoform analysis, or ex-
pression quantification). Expression quantification typically relies on gene-
level summaries reflecting the number of reads in a library aligning to a gene.
The number of aligned reads provides a quantitative measurement propor-
tional to the number of gene transcripts in the original sample. Comparison
of read counts between samples can provide insights into subtle transcription
differences across thousands of molecular species. Importantly, the unbiased
nature of these platforms guarantees greater generalizability: disease signa-
tures quantified by these methods can be compared to future unbiased tran-
scriptome measurements across very different biological conditions. Cross-
study comparisons like these increase impact and discovery potential.

Bulk RNA-seq measurements provide only an imperfect picture of the RNA
content of a tissue because they do not distinguish between constituent cells.
Notably, a bulk profile can not be thought of as simple average of cell tran-
scriptomes: cells with greater RNA content contribute more to the pool than
smaller cells.

33 SINGLE-CELL TECHNOLOGIES

More recently, these technologies have been modified to measure RNA at the
cell-level. scRNA-seq [66, 73, 74, 79, 80] technologies tie transcriptomic ob-
servations to individual cellular players, facilitating important modeling of
heterogeneity and cell-cell interactions. As a result, scRNA-seq affords a di-
rect means of identifying and comprehensively characterizing functionally
important subsets of cells and their complex underlying biology.
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3.3 SINGLE-CELL TECHNOLOGIES

331 SINGLE-CELL ISOLATION

Some of the earliest methods for scRNA-seq were manual and low-throughput,
limited to 96 cells per batch (e. g. Martin-Gayo et al. [81]). Sufficient sampling

of cell types may require a large number of these small batches, especially

when investigators wish to accommodate rare cell types without sacrificing

unbiased sampling. Lack of automation and intra-batch heterogeneity intro-
duces many varied forms of technical noise and bias. In some cases the low

throughput demands a significant tissue cost, requiring large amounts of tis-

sue for a relatively small numbers of cells.

Microfluidic technology serves an important role in automating critical
scRNA-seq protocol steps, giving investigators a means to uniformly lyse,
process and amplify single-cell transcriptomes in preparation for subsequent
sequencing [82, 83]. Early approaches integrating these technologies exhib-
ited improved reproducibility but do not address limits on the cell number.

Early on in the development of these technologies it became clear that
low sequencing coverage is sufficient for resolving biologically meaningful
cell types [82, 84]. This revelation motivated technological approaches that
could significantly increase the number of cells at the cost of sequencing cov-
erage. Cellular barcoding techniques allowed technologies such as the 10x
Chromium platform [85] to perform pooled reaction steps, greatly increas-
ing the number of cells that could be extracted and profiled from one sample.

332 LEVERAGING UMIS

There are several biases associated with read-based expression summaries
that complicate their interpretation as expression levels.

First, the number of reads aligning to a transcript can depend on the length
of the gene, particularly for full-length RNA-seq protocols. This may be re-
dressed by methods that normalize read summaries for gene length — an ex-
ample of within-sample normalization — but length normalization approaches
are limited by transcriptome reference accuracy. Furthermore, protocol-specific
coverage bias along the length of transcripts (e. g. preference for 3’ or 5’ ends)
can change the effective length of a transcript.

Second, PCR amplification is known to be biased by sequence GC-content.
This bias worsens with increasing number of PCR cycles, and other sources
of noise may be amplified by PCR as well. These biases can be worse in
scRNA-seq due to the small amounts of starting material.
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Recently, unique molecular identifier (UMI) techniques have been devel-
oped to tag cDNAs with unique molecular sequences shared by all amplified
reads associated with the original molecule. These identifiers allow read data
to be collapsed down to UMI count summaries, counting the number of times
aunique UMI is paired with any read aligning to a specific gene. UMI-based
quantification removes most of the PCR read biases described above, and it
has been implemented on several platforms, including Fluidigm C1 [86] and
10x Chromium [85].

333 MULTI-OMICS

The success of scRNA-seq technology has led to an exciting new area of de-
velopment involving joint measurement of genome, epigenome, proteome or
other omic data with transcriptome measurement [87]. These approaches are
motivated by the same desire to measure biological covariances at the cell-
level. Joint measurements will significantly improve our understanding of
fundamental biology, including gene regulation.

34 CHALLENGES

As scRNA-seq evolves into a mainstream technology, many of the fundamen-
tal issues complicating interpretation of the first scRNA-seq data sets con-
tinue to affect new protocols and platforms. In this section I will highlight
two of these general scRNA-seq challenges: i) missing data issues and ii) cell
quality heterogeneity.

341 MISSING DATA IN RNA-SEQ_

Due to small starting amounts of RNA, scRNA-seq is burdened by a large
number of dropout events, in which an whole class of RNA (e.g. gene prod-
uct) is not detected after sequencing despite being expressed in the cell [88—
90]. In many cases, dropped transcripts have been skipped by RT, degraded
non-specifically, or simply missed by sequencing: dropouts of this kind are
natural consequences of low mean sampling. When degradation or transcript
capture differs across transcripts, these biases fall into a category similar to
the length and GC-content PCR biases described above, modulating the ef-
fective sampling mean.
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In some single-cell data sets (e.g. SMART-seq read counts) the number
of zeros far exceeds predictions from standard low-mean count distributions
[90, 91]. This missing data problem is referred to as zero inflation (ZI) be-
cause missing data cannot be easily distinguished from “legitimate” zero val-
ues. ZI can occur for sampling reasons: a single cDNAs in the amplified
component can produce many reads while a transcript in the non-captured
component will surely have no reads. ZI may also reflect important biologi-
cal heterogeneity: i.e. the sample mixture includes a subpopulation of non-
expressing cells. Distinguishing these two contributions and adjusting data
to account for dropouts falls under the topic of data imputation. Data imputa-
tion in scRINA-seq is still in its infancy; only a handful of methods exist [92,
93] and it is unclear whether their promised advantages outweigh their limi-
tations.

Beyond data imputation, there are other approaches that can account for
ZI. In many statistical analyses there is a natural place for data weights, in this
case reflecting confidence that a zero measurement comes from an amplified
component. These weights can be computed within the context of ZI mix-
ture models (e.g. Zero-inflated Negative Binomial based Wanted Variation
Extraction (ZINB-WaVE) [94] and scVI (SCVI) [95]) and may be used in the
context of various dimensionality reduction techniques.

In this subsection I will develop a simple model for partitioning zeros, de-
scribe inference, and define data weights based on model outputs.

FNRMODELING WITH HOUSEKEEPING GENES.  The probability of dropout
is mainly a function of transcript abundance at cell lysis; empirical observa-
tions suggest that dropout rates and log abundance typically follow a logis-
tic relationship [88, 90]. When determining whether zeros are technical, one
may employ housekeeping genes which are expected to be expressed both highly
and uniformly across cells. Identification of housekeeping genes is not always
easy, especially in the single-cell study contexts where single-cell expression
heterogeneity is often the primary research motivation. However difficult
they may be to define, these genes can serve as powerful negative controls for
aspects of model estimation: model parameters fit using housekeeping genes
may be extended to non-housekeeping genes in which assumptions of homo-
geneity do not hold.

Let y;j denote the log1p transformed read count of gene i € {1,...,m}
incellje{1,...,n}andletZ c {1,...,m} denote a set of 11y housekeep-
ing genes. The housekeeping assumption for these genes allow us to treat
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zeros as technical dropouts rather than biological ZI, hence the interpreta-
tion of Pr(y;j < €[f;.) as a false negative rate (FNR). Here, € > O is a detection
threshold commonly set to 0. For each cell j, we may fit the following logistic
regression model to housekeeping genes only:

logit E[#7;[7:.] = Bjo + Bj17i.r i€y, (5)

where ¥j; = I(yi]- > €) is an indicator variable equal to 1 if gene 7 is detected
and zero otherwise, ¥/;. is the median log-read count of gene 7 across all non
zero cells, and B; = (Bjo, Bj1) € IR? are cell-specific regression parameters.
This model relates the detection rate Pr(y;; > €[7;.) of gene i in cell  to the
baseline expression measure ¥/;. of the gene in a cell-specific manner (i. e. cell-
specific regression parameters ).

Equation (5) yields FNR curves for each cell, where each point on the curve
corresponds to a gene’s dropout rate Pr(yi]' < €|7;.) at a baseline expression

Yi.:
FNR]' (171) =1 - expit (13]0 + 13]1:%) . (6)

For the purpose of QC, it may be informative to examine these character-
istics as they might reveal problematic cells. For instance, cells with an un-
usually high proportion of zero counts for highly-expressed genes might be
uniquely affected by technical bias. Generally, the higher the FNR; curve -
the lower the quality of the cell. Cells may be compared based on the area
under the curve (AUC) of their respective FNR curves (FNR AUC).

FULL BIOLOGICAL ZI MODEL.  In the interest of modeling zeros across
all cells, we consider Z, a hidden binary matrix of the same dimension as
Y encoding the binary expression state of a gene in a cell. 6; is a modeled
expression rate (i. e. % cells that express the gene i),

E[I(zij=1)] =6 (7)

EM INFERENCE  The generalized linear model (GLM) fitting described above
yielded FNR; in Equation 6. These fitted functions may be used to describe
the conditional detection rate in non-housekeeping genes:

Pr(gijlzij = 1) =1-FNR; (7:.),

. (8)
Pr(yi]'|z,-]' = 0) =0.
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Using these equations we can estimate Z and 6; with the expectation-maximization
(EM) algorithm.

As all observations are conditionally independent, the likelihood can be
written as a product:

L(OY, Z) = [ ] Pr(Fijlzij) Pr(z;jl6;) ©
ij

The conditional distribution of the missing value matrix Z, given the ob-
served detection matrix Y and expression rates 6;, is separable due to condi-
tional independence of Z elements given gene-level expression rates 6;.

PI‘(Z|Y,9) = HPI‘ (ZijWijrei) (10)
ij
Each term in this product can be evaluated using Bayes’ theorem:
3 3 3 . FNR;(Y;.)
PI'(ZI']' = 1|y1], 61) = yl] + (1 - yl]) expit 10g 1/9—_1 . (1 1)
1

We can see that as FNR; increases, the probability of an undetected gene’s
hidden expression rises.

EXPECTATION STEP  This step computes the expected value of the log like-
lihood function with respect to the current estimate of parameters 6;. By the
definition of probability, the expected value can be expressed as a simple sum,
with each pair of indices 7, j contributing one term:

Q(',6) = 3 > log Pr(yij, 2167 Pr (2|7, ;) - (12)
ij Zij

It’s helpful to adopt notation for these individual terms Q;;:

QZ](GZI, 91) = log (PI‘ (]?Z]|Zl] = 1) 91’) Pr (Zij = 1|}71],91)
+ log (Pl‘ (]71]|sz = 0) (1 - 91’)) Pr (Zij = 0|]?1], 91) .

MAXIMIZATION STEP.  This step involves finding parameter values that max-
imize the sum of Q;;, by computing the first derivatives with respect to each

01(:

(13)

r (Zij = 1|gij/ 91') B Pr (Zl']' = 0|]71']', 91')

(14)
0! 1-0/

P
aQ{Q(GII 0) = Z
]
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Equating each of these derivatives to zero yields updated estimates for 6;:
~ 1 B
91{2 EZJ:PI‘ (Zij = 1|y1],91) (15)

When all cells have the same characteristic FNR]-, this expression can be solved

A

(9{ = 0;) without iteration.

DATA WEIGHTS  The resulting posterior Z probabilities (the expected z;;
matrix) may be used as a weight matrix w;;, capturing the posterior probabil-
ity that gene 7 did not dropout in cell j, but was, rather, unexpressed.

342 CELL QUALITY HETEROGENEITY

Single-cell RNA-seq data can exhibit strong, transcriptome-wide nuisance ef-
fects (e. g. batch), comparable in magnitude to the biological effects of interest
[96]. Uneven sample quality, e. g. in terms of alignment rates and nucleotide
composition [97] can also induce significant within-batch technical hetero-
geneity, obscuring biological signals.

In this section I illustrate these difficulties using a published SMART-seq
data set, processed on Fluidigm C1 [83] (Appendix A). I will consider the
subset of 337 mouse T 17 T cells harvested after in vitro differentiation of
CD4* naive T cells under 48 hours of pathogenic (IL-1B+IL-6+IL-23) or non-
pathogenic (TGF-B1+IL-6) conditioning. Prior to conditioning, these cells
had been extracted from two strains of mice: wild-type B6 and transgenic B6
mice with an [L-17A green fluorescent protein (GFP) reporter.

[ aligned the publicly available reads to the mouse genome, counting over
RefSeq gene intervals to generate a count matrix. For assessing scRNA-seq
quality at the cell-level, I rely on over a dozen QC metrics evaluated by soft-
ware packages such as FastQC [98], Picard [99], and Cell Ranger [100].
These QC measures summarize various aspects of genome alignment and nu-
cleotide composition (Table 9).

Mouse-specific effects are prominently featured in a PCA of the loglp
transformed data matrix (m =7,590 genes; Figure 7a). In the space defined
by the first two PCs, the distances between cells from mouse 7 and mouse
8 are larger than the distances between pathogenic and non-pathogenic cells
collected from the same mouse. Due to the partially confounded design, these
mouse effects may result from multiple sources, including i) true biological
differences between mice or ii) mouse-specific technical biases. The study
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Figure 7:
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Exploratory data analysis of mouse Ty 17 data set [83]. (a) PCA of the log-
transformed, TC-normalized read count data. Cells are color-coded by
biological condition; shape represents the donor mouse (batch). For two
of the three conditions, samples were extracted from only one mouse (IL-
1B8_IL-6_IL-23-48h-IL-17A/GFP* and TGF-B1_IL-6-48h-1L-17A/GFP*
from mice 7 and 8, respectively), while samples from the third condition
(TGF-B1_IL-6-48h) came from two distinct mice (mice 5 and 6). Cells
cluster by both biological condition and batch, the latter representing un-
wanted variation. (b) Absolute 7 coefficient between the first three PCs of
the expression measures (as computed in (a)) and a set of QC measures (Ta-
ble 9). (c) Heatmap of pairwise Pearson correlation coefficients between
QC measures. (d) PCA of the QC measures for all cells in (a). PCs of
QC measures are labeled “qPCs” to distinguish them from expression PCs.
Single-cell QC profiles cluster by batch, representing important aspects of
batch covariation. (e) Boxplot of the first qPC, stratified by both biological
condition and batch. Note that there are different numbers of cells in each

stratum.
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Name | Description Source
NREADS | Total number of sequenced reads Picard
NALIGNED | Total number of aligned reads Picard
RALIGN | Percentage of mapped reads Picard

TOTAL_DUP | Number of duplicate reads FastQC

PRIMER | Percentage of primer sequence reads FastQC
INSERT_SZ | Average insert size Picard
INSERT_SZ_STD | Insert size variance Picard
COMPLEXITY | Sequence Complexity Picard
NDUPR | Percentage of unique reads Picard
PCT_RIBOSOMAL_BASES | Percentage of ribosomal bases Picard
PCT_CODING_BASES | Percentage of coding bases Picard
PCT_UTR_BASES | Percentage of UTR bases Picard
PCT_INTRONIC_BASES | Percentage of intronic bases Picard
PCT_INTERGENIC_BASES | Percentage of intergenic bases Picard
PCT_MRNA_BASES | Percentage of mRINA bases Picard
MEDIAN_CV_COVERAGE | Median coefficient of variation of coverage | Picard
MEDIAN_5PRIME_BIAS | Mean 5’ coverage bias Picard
MEDIAN_3PRIME_BIAS | Mean 3’ coverage bias Picard
MEDIAN_5PRIME_TO_3PRIME_BIAS | Mean 5’ to 3’ coverage bias Picard

Table 9: Cell-level QC measures for full-length scRINA-seq protocols.

design prevents us from teasing apart these two effects, but we can account
for technical contributions to the read counts by examining the association
of the expression PCs with RNA-seq library QC metrics (Fig. 7b).

The first three expression PCs exhibit large correlations with measures of
genomic alignment rate, primer contamination, intronic alignment rate, and
5’ bias. The correlation structure between these QC measures reflects con-
straints on library quality in the study (Fig. 7c). While some of these pairwise
associations represent natural dependencies between similar QC measures
(e.g. total number of reads and total number of aligned reads are positively
correlated), others reflect mouse-specific technical biases in the study. Apply-
ing PCA to the matrix of QC measures, we can see how these metrics provide
a candidate basis for representing batch (i. e. mouse) effects (Fig. 7d). Inter-
batch QC differences are relatively large as in Figure 7a, while intra-batch dif-
ferences between pathogenic and non-pathogenic cells are noticeably smaller
(Fig. 7e). Mouse 6 libraries are technically similar to mouse 7 libraries, while
cells from mice 5 and 8 are technically distinct; these relationships are sim-
ilar to those observed in the PCA of gene expression measures, suggesting
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3.5 DATA NORMALIZATION

that the corresponding structure in the expression data is artifactual. It is
surely possible that some of the observed associations between read counts
and QC measures result from biological confounding rather than direct tech-
nical bias, i. e. a cell’s biological state may impact transcriptome integrity and
sequencing viability [101, 102]. However, unlike factors such as mouse-of-
origin, there exist simple interpretations for correlations between quantified
expression measures and library alignment statistics.

35 DATA NORMALIZATION

Normalization is a common preprocessing step in the analysis of omic data,
such as high-throughput transcriptome microarray and sequencing data. The
goal of normalization is to account for observed differences in measurements
between observations (e. g. cells) and/or features (e. g. genes) resulting from
technical artifacts or unwanted biological effects (e.g. batch effects) rather
than biological effects of interest. Accordingly, two types of normalization
are often considered: within-sample normalization [103], which adjusts for
gene-specific (and possibly sample-specific) effects, e. g. related to gene length
and GC-content, and between-sample normalization, which adjusts for ef-
fects related to distributional differences in read counts between samples, e. g.
sequencing depth, C1 run, library preparation. This section focuses on the
former. In order to derive gene expression measures from scRNA-seq data
and subsequently compare these measures between cells, analysts must nor-
malize read counts (or other expression measures) to adjust for obvious differ-
ences in sequencing depths. When there are other significant biases in expres-
sion quantification, it may be necessary to further adjust expression measures
for more complex unwanted technical factors related to sample and library
preparation.

As previously discussed [101, 104], normalization of scRNA-seq data is of-
ten accomplished via methods developed for bulk RNA-seq or even microar-
ray data. These methods tend to neglect prominent features of scRNA-seq
data. In particular, widely-used global-scaling methods, such as reads per
million (RPM) [105], trimmed mean of M values (TMM) [106], and relative
log expression (RLE) normalization in DESeq [107], are not well suited to
handle large or complex batch effects and may be biased by low counts and
zero inflation [101]. Other more flexible methods, such as remove unwanted
variation (RUV) [108, 109] and surrogate variable analysis (SVA) [110, 111],
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3.5 DATA NORMALIZATION

depend on tuning parameters (e.g. the number of unknown factors of un-
wanted variation).

A handful of normalization methods specifically designed for scRNA-seq
data have also been proposed. These include scaling methods [112, 113], regression-
based methods for known nuisance factors [114, 115], and methods that rely
on spike-in sequences from the External RNA Controls Consortium (ERCC)[116,
117]. While these methods address some of the problems affecting bulk nor-
malization methods, each suffers from limitations with respect to their ap-
plicability across diverse study designs and experimental protocols. Global-
scaling methods define a single normalization factor per cell and thus are un-
able to account for complex batch effects. Explicit regression on known nui-
sance factors (e. g. batch, number of reads in a library) may miss unknown, yet
unwanted variation, which may still confound the data [109]. Unsupervised
normalization methods that regress gene expression measures on unknown
unwanted factors may perform poorly with default parameters (e. g. number
of factors adjusted for) and require tuning, while ERCC control-based meth-
ods suffer from differences between endogenous and spiked-in transcripts
[101, 109]. Protocols using UMI still require normalization; while UMIs re-
move amplification biases, they are often sensitive to sequencing depth and
differences in capture efficiency before reverse transcription [101].

351 NORMALIZATION PROCEDURES

Most between-sample normalization methods proposed to date are adapta-
tions of methods for bulk RNA-seq and microarrays and range, as described
below, from simple global scaling to regression on gene- and cell-level covari-
ates.

352 GLOBAL-SCALING NORMALIZATION

Only a fraction of a cell’s RNA content can be captured and sequenced by
scRNA-seq technologies. Meaningful comparisons are usually made by in-
specting compositional differences in RNA content between cells, rather than
absolute molecule counts; the total RNA content or number of molecules cap-
tured in a cell are often treated as an uninformative cell size factors. For tech-
nologies without UMIs, an additional library size factor — the total number of
reads sequenced in a cell — adds technical variance to the measurement.

39



3.5 DATA NORMALIZATION

For full-length methods, one may consider the model of Robinson and Osh-
lack [106]:

Lit
E[T,’j] = lS—l]N]
j (16)
Sj = . Linij
1

Where Tij is the read count matrix, Hij is the true gene expression of the cell,
L; is the length of gene i, and N is a size factor quantifying the total number
of reads in cell j. S; is an unknown cell size factor describing the true RNA
content of the cell.

Depending on the application, researchers may be interested in estimating
either yij; or ajj = % from the data. Linear global-scaling normalization pro-
cedures are commonly used for this purpose, scaling gene-level read counts
by a single factor per cell.

TOTAL COUNT (TC).  The scaling factor is the sum of the read counts across
all genes, as in the widely-used reads per million (RPM), counts per million
(CPM), and reads per kilobase of exon model per million mapped reads (RPKM)
[105].

UPPER QUARTILE (UQ).  The scaling factor is the upper-quartile (upper quar-
tile (UQ)) of the gene-level count distribution, [118].

TRIMMED MEAN OF M VALUES (TMM).  The scaling factor is based on a ro-
bust estimate of the overall expression fold change between the sample and a
reference sample [106]. TMM is implemented in the Bioconductor R package
edgeR [119]. The default behavior of this implementation is to select a refer-
ence sample that has an upper quartile closest to the mean upper quartile of
all samples.

RELATIVE LOG-EXPRESSION (DESEQ).  The scaling factor for a given sam-
ple is defined as the median fold change between that sample and a synthetic
reference sample whose counts are defined as the geometric means of the
counts across samples [107]. The method is implemented in the Bioconduc-
tor R packages DESeq and edgeR (as “RLE”) [119, 120]. Note that the method
discards any gene having zero count in at least one sample; as zeros are com-
mon in single-cell data, the scaling factors are often based on only a handful
of genes.
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POOL-BASED SCALING (SCRAN).  To reduce the effect of single-cell noise
onnormalization, the scaling factors are computed on pooled expression mea-
sures and then deconvolved to obtain cell-specific factors [112]. The method
is implemented in the Bioconductor R package scran [121]. Optionally, cells
can be clustered prior to normalization to relax the assumption that the ma-
jority of genes are not differentially expressed across groups of cells.

353 NON-LINEAR SCALING NORMALIZATION

In some cases, a single scaling factor per sample may not be sufficient to cap-
ture the non-linear effects that affect gene expression measures. Hence, some
authors have proposed non-linear normalization methods. Although, these
are not technically “scaling” methods, they are aimed at making the between-
sample distributions of expression measures more similar, rather than explic-
itly correcting for batch or other confounding factors.

FULL QUANTILE (FQ).  All quantiles of the read count distributions are matched
between samples [118]. Specifically, for each sample, the distribution of sorted
read counts is matched to a reference distribution defined in terms of a func-
tion of the sorted counts (e.g. median) across samples. This approach, in-
spired by the microarray literature [122], is implemented in the Bioconductor

R package EDASeq [123].

QUANTILE REGRESSION (SCNORM).  Bacheretal. [115] noted that a single
scaling factor per sample is not enough to account for the systematic varia-
tion in the relationship between gene-specific expression measures and se-
quencing depth. To address this problem, they use quantile regression to
estimate the dependence of gene expression measures on sequencing depth,
group genes with similar dependence, and use a second quantile regression to
estimate scaling factors within each group. In this way, gene expression mea-
sures are normalized differently across the range of expression (i. e. highly-
expressed genes are scaled differently than lowly-expressed genes). The method
is implemented in the Bioconductor R package SCnorm [124]).
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354 REGRESSION-BASED NORMALIZATION

Consider the following GLM which allows adjustment for known and un-
known factors of unwanted variation:

S(E[R|X, U,W]) = BX+yU+aW, (17)

where R is the m x n matrix of gene-level read counts, X is an M x n design
matrix corresponding to the M covariates of interest/factors of wanted vari-
ation (e.g. treatment) and B its associated m x M matrix of parameters of
interest, U is an H x n matrix corresponding to known factors of unwanted
variation (e. g. batch, sample QC measures) and 7y its associated m x H ma-
trix of nuisance parameters, W is an K x 11 matrix corresponding to unknown
factors of unwanted variation and « its associated m x K matrix of nuisance
parameters, and g is a link function, such as the logarithm in Poisson/log-
linear regression.

The yU and aW terms correspond, respectively, to supervised and unsu-
pervised removal of unwanted variation. A fully supervised version of Equa-
tion (17), without W, reduces to a simple GLM fit. The RUV model of Risso et
al. [109] arises as a special case of Equation (17), when one omits the known
unwanted factors U. In many cases, the data-driven unsupervised version
of Equation (17), without U, captures effects related to U; for instance, W
is often associated with QC measures. However, in many cases, U should
still include known batches (e. g. set of samples processed at the same time),
as W could capture effects related to sample quality within batches that are
important to remove in addition to the batch effects captured by U. In prac-
tice, the computationally simpler approach of fitting a linear model to log-
transformed counts, Y, yields good results, relying on a linear model version
of Equation (17) with identity link function (g(x) = x).

As detailed in Risso et al. [109] and implemented in the Bioconductor R
package RUVSeq [125], the unknown, unwanted factors W can be estimated
by singular value decomposition (SVD) using several main approaches, e. g.
RUVg estimates the factors of unwanted variation based on negative control
genes, assumed to have constant expression across all samples (8 = 0).

355 ADJUSTMENT FOR NESTED EXPERIMENTAL DESIGNS

The model of Equation (17) should be applied with caution and only after
a careful examination of the experimental design. In particular, a common
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limitation of scRINA-seq data sets is the nesting of unwanted technical effects
within the biological effects of interest. For instance, the Induced Pluripotent
Stem Cells (iPSC) data set of Tung et al. [86] contains samples derived from
three individuals, each processed in three batches. Regressing read counts on
the batch covariate in U without adjusting for the covariate of interest in X
would then remove the effect of interest (effect of individual donor). Addi-
tionally, to avoid collinearity issues between columns of U and X due to nest-
ing, one could either specify suitable contrasts or use a mixed effect model
where technical effects are viewed as random.

Specifically, to account for nested batch effects, consider the following model
for each gene. For illustration purposes, I will not include the additional
known or unknown covariates allowed in Equation (17). Let yf}’ denote the
transformed expression measure of sample j in condition ¢ and batch b, with
c=1,...,aconditions,b =1,..., b, batches for conditionc,andj = 1,...,ng,
samples for batch b of condition c. Consider a fit for the following model:

B[y IX, U] = a;+ S+ 72, (18)

where a; are gene-specific intercepts, B¢ are biological effects of interest, and
’)ffb are nested batch effects. Given the a + 1 constraints for each i:

a

Y. B =0, (19)
c=1

bc

Sl =0, c=1,...,a,

b=1

the model is identifiable and can be fit using standard R functions such as
1m. The batch-corrected gene expression measures are given by the residu-
als yfb - ’?ld’ . When additional factors of unwanted variation are included in
the model, their effects are similarly subtracted from the original matrix to
produce the normalized matrix.

Note that no adjustment method is able to remove batch effects while pre-
serving biological effects of interest if the experimental design is completely
confounded. For instance, if only one batch had been processed per individ-
ual in the iPSC data set of Tung et al. [86], it would have been impossible to

determine if the differences between cells were due to batch effects or biology
[96].
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3.6  CONCLUSIONS

In this chapter I have introduced scRNA-seq technologies and highlighted
some of the unique and inherited challenges of the RNA-seq based measure-
ment, including dropout events, ZI, sample heterogeneity and batch effects.
I have described some methods that can be used to mitigate these difficul-
ties, including ZI modeling and data normalization. In particular, I discussed
many data normalization solutions without including a detailed discussion of
the trade-offs between different approaches. The problem of normalization
assessment will be discussed in the next chapter.
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SCONE

41 INTRODUCTION

Chapter 3 discusses how systematic measurement biases make data normal-
ization an essential preprocessing step in scRINA-seq analysis. As illustrated
there in Figure 7, simple global scaling alone is insufficient for normalizing
scRNA-seq data and more flexible and aggressive procedures aimed at remov-
ing unwanted variation (UV) (e. g. batch effects) may be generally beneficial.
This example was drawn from one study [83], but the observations are not
unique to this data set and are indeed general features of scRNA-seq. To high-
light this, [ have performed a similar exploratory data analysis (EDA) on a set
of developing human cortical neurons assayed using a 2014 Fluidigm pro-
tocol [82] and a set of peripheral blood mononuclear cells (PBMCs) assayed
using the 10x Chromium platform [85] (Figures 8 and 9). Basic processing
details for these public data sets and others analyzed in this chapter can be
found in Appendix A.

From these examples it appears that there is considerable room for nor-
malization to improve data quality and downstream results - e. g. clustering
and differential expression (DE). On the other hand, depending on the study
design there may be varying, competing considerations behind the assess-
ment of normalization performance. Due to the prevalence of confounding in
single-cell experiments, the lack of a uniformly optimal normalization across
data sets, and the ambiguity in tuning parameter guidelines for commonly-
used normalization methods, it makes sense to try many method combina-
tions, using data-driven metrics to guide the selection of suitable approaches.

Collaborators and I have developed the Single-Cell Overview of Normal-
ized Expression data (scone)! framework for implementing and assessing

This chapter is based on a preprint paper hosted on bioRxiv: “Performance Assessment and
Selection of Normalization Procedures for Single-Cell RNA-seq.” [126] © The Authors 20138,
reproduced with permission.
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Figure 8: Exploratory data analysis of human cortex cells from Pollen et al. [82]. (a) PCA of
the log-transformed, TC-normalized read count data using all genes pass-
ing quality filtering (Subsection 4.2.2). Cells are color-coded by biological
condition. Cells cluster partially by biological condition, with significant
intra-condition heterogeneity. The design of this study is fully confounded
(one batch per biological condition): batch adjustment is not advisable, as
it would remove the biological effects of interest. (b) 75 coefficient magni-
tude between the first three PCs of the expression data (as computed in (a))
and a set of QC measures (Table 9). (c) Heatmap of pairwise Pearson corre-
lation coefficients between QC measures. (d) PCA of the QC measures for
all cells in (a). Single-cell QC profiles cluster by biological condition, sug-
gestive of technical confounding. (e) Boxplot of the first qPC, stratified by
biological condition. QC measures differ significantly between NPCs and
other biological conditions / batches.
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Figure 9: Exploratory data analysis of PBMCs sequenced on the 10x Chromium platform
[85]. (a) tSNE of the first 10 PCs of the log-transformed, TC-normalized
UMI count data for all genes and cells passing quality filtering (Subsec-
tion 4.2.2). Cells are color-coded by a Seurat-based manual annotation of
major PBMC subtypes (Appendix A); shape represents the 10x batch. cells
from both batches (“pbmc4k” and a larger “pbmc8k”) originated from the
same healthy human donor. Cells clearly cluster by data-derived biological
condition, one consequence of being clustered jointly in Seurat. (b) Ab-
solute 7; coefficient magnitude between the first ten PCs of the expression
data (as computed in (a)) and a set of QC measures (Table 10). (c) Heatmap of
pairwise Pearson correlation coefficients between QC measures. (d) PCA
of the QC measures for all cells in (a). Single-cell QC profiles partially clus-
ter by data-derived biology (especially CD14* monocytes), with no clear
clustering by batch. (e) boxplot of the third qPC, stratified by batch. The
third qPC is the qPC with the highest correlation with batch.
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the performance of a range of normalization procedures, each consisting of de-
fined normalization steps, such as scaling and supervised or unsupervised
regression-based adjustments. scone evaluates the performance of each pro-
cedure and ranks them by aggregating over a panel of performance metrics
that consider different aspects of a desired normalization outcome, including
removal of UV and preservation of wanted variation (WV). Through graphi-
cal summaries and quantitative reports, scone summarizes performance trade-
offs and ranks large numbers of normalization methods by aggregate panel
performance. The modularity of the open-source R [33] software package
scone allows researchers to tune and compare a set of default normalizations
as well as to include user-defined methods, providing a useful framework for
both practitioners and method developers.

Below I demonstrate that the scone methodology is generally applicable to
different scRNA-seq protocols and study designs and show that top-performing
normalization methods lead to better agreement with independent validation
data.

42 scone: AN EXPLORATORY FRAMEWORK FOR
SCRNA-SEQ_ NORMALIZATION

The scone workflow consists of five steps: i) Quantifying QC; ii) data fil-
tering; iii) normalization procedures; iv) normalization performance assess-
ment; v) exploratory analysis of normalized data. In this section I will provide
specific details for each of these steps.

421 QUANTIFYING QC

[ have already touched on the utility of QC metrics in Chapter 3, using library-
level metrics (Table 9) to probe confounding in scRNA-seq data. My results in
Chapter 2 demonstrate how low-level QC metrics can also be used to adjust
data and remove UV. scone uses QC metrics for both purposes, and thus an
important first step of the framework is the extraction or definition of cell-
level measures. For the analysis of 10x in this chapter I have considered an
alternative set of metrics (Table 10) tailored to the 10x platform, quantifying
aspects of UMI and barcode processing.

In some cases it may be difficult to obtain low-level (e. g. alignment-based)
QC measures. This can occur if sequence data are filtered or omitted when
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Name | Description source
num_umi | Number of unique UMI sequences Cell Ranger
num_reads | Total number of reads (regardless of mapping) Cell Ranger
mean_reads_per_umi | The average number of reads supporting each UMI Cell Ranger
std_reads_per_umi | Standard deviation of the number of reads supporting each UMI Cell Ranger
mapped_reads | Proportion of reads which confidently mapped to a gene Cell Ranger
genome_not_gene | Proportion of reads mapping to the genome, but not to a gene Cell Ranger
unmapped_reads | Proportion of reads which did not align Cell Ranger
umi_corrected | Proportion of reads whose UMI sequence was corrected by Cell Ranger Cell Ranger
barcode_corrected | Proportion of reads whose barcode sequence was corrected by Cell Ranger | Cell Ranger

Table 10: Cell-level QC measures for 10x Chromium.

uploading data sets to a public-facing repository. QC measures may be de-
rived from count matrices instead of alignments, using summary tools such
as those provided in the scater package [127].

422 DATA FILTERING

The goal of data filtering is to remove problematic or noisy observations from
downstream analysis. This can simplify many aspects of the analyses, includ-
ing normalization. scone uses gene and cell filtering to combat dropouts and
poor data quality. The canonical scone filtering step has three substeps, the
latter two reducing the size of the data set:

1. Define common genes based on read counts: Genes with more than 7,
reads in at least f; of cells, where 71, is the upper-quantile of the non-
zero elements of the count matrix and f; is a user-specified percentage,
with default value 25%.

2. Filter cells based on QC measures: Remove cells with low numbers
of reads, low proportions of mapped reads, low numbers of detected
common genes, or high the FNR AUC as defined in Chapter 3.

Thresholds calculated by scone: :metric sample filter are de-
fined data-adaptively and for each metric: A cell may fail any criterion
if the associated metric under-performs by z,; standard deviations
from the mean metric value or by z.,,; median absolute deviations from
the median metric value. For all cell-filtered data sets described in Ap-
pendix A T have set z.,+ = 2. This substep was not applied to the Pollen
et al. [82] data set due to the small number of cells.
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3. Filter genes based on read counts: Remove genes with fewer than 7,
reads in at least 714 cells, where 7, is the UQ of non-zero count matrix
elements for the submatrix of cells passing the filtering described in the
previous step. I have set a default of 115 = 5 to accommodate markers
of rare populations.

This substep ensures that included genes are detected in a sufficient
number of cells after cell filtering. Due to the small number of negative
control genes in the data set from Gaublomme et al. [83] (Appendix A),
[ had forced inclusion of all detected negative controls.

423 NORMALIZATION PROCEDURES

The two scone steps prior to normalization result in the selection of high-
quality cell gene expression profiles. Following these initial steps, scone uses
a two-part normalization template to define an ensemble of normalization
procedures:

1. Scaling: scaling of the counts to account for between-library differ-
ences in sequencing depth and other parameters of the read count dis-
tributions: e. g. total count (TC) scaling or more robust scaling proce-
dures designed to reduce the effect of outliers, like TMM [106] or RLE
[107].

2. Adustment: regression-based adjustment for known unwanted factors,
such as processing batches, and unknown unwanted factors. Confound-
ing factors can be adjusted for by regressing scaled gene expression
measures on quantities known to influence them (e. g. batches or “qPCs”
like those shown in Figure 7). Alternatively, unsupervised procedures
can estimate hidden unwanted factors and regress them out of the data
(e.g. RUVg[109]).

424 NORMALIZATION PERFORMANCE ASSESSMENT

Different normalization procedures can lead to vastly different distributions
of gene expression measures. In the context of bulk RNA-seq, the choice of
normalization procedure had a greater impact on differential expression re-
sults than the choice of DE test statistic [118]. A natural and essential question
is therefore whether normalization is beneficial and, if so, which method is

51



4.2 scone: AN EXPLORATORY FRAMEWORK FOR SCRNA-SEQ NORMALIZATION

most appropriate for a given data set. In order to address this question, scone
calculates a set of eight performance metrics, aimed at capturing different
aspects of successfully normalized data. These metrics fall into three broad
categories:

1. Clustering properties: clustering of cells according to factors of wanted
and UV;

2. Association with control genes and QC metrics: association of expres-
sion PCs with factors of WV and UV;

3. Global distributional properties: between-cell distributional proper-
ties of the expression measures;

CLUSTERING PROPERTIES.  The following three metrics evaluate normal-
ization procedures based on how well the cells are grouped according to fac-
tors of WV and UV: Clustering by wanted factors is desirable, while cluster-
ing by unwanted factors is undesirable.

[ use silhouette widths (SWs) [128] as clustering quality measures. For any
clustering of 7 cells, the SW of cell 7 is defined as

>y b(i)-a(i)

sil (i) max(a(D), b)) e[-1,1], (20)
where a(i) denotes the average distance between the ith cell and all other cells
in the cluster to which i was assigned and b(7) denotes the minimum average
distance between the ith cell and cells in other clusters. Intuitively, the larger
the SWs, the better the clustering. Thus, the average silhouette width (ASW)
across all 71 cells provides an overall quality measure for a given clustering.
Here I considered Euclidean distance over first three PCs of expression mea-

sures.

+ BIO_SIL: Group the n cells according to the value of a categorical co-
variate of interest (e. g. known cell type, genotype) and compute the
ASW for the resulting clustering.

« BATCH_SIL: Group the 7 cells according to the value of a nuisance cat-
egorical covariate (e. g. batch) and compute the ASW for the resulting
clustering.
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« PAM_SIL: Cluster the 1 cells using Partitioning Around Medoids (PAM)
for a range of user-supplied numbers of clusters and compute the max-
imum ASW for these clusterings. scone provides an option for strat-
ified scoring, computing the PAM_SIL metric in all distinct strata de-
finedjointly by biological and batch classification. The reported PAM_SIL
metric is a weighted average across all strata, weighing by the total
number of cells in each. This option is useful when prior biological
classifications are poor proxies for cell types, i. e. when additional het-
erogeneity is expected. I used this option for all data sets listed in Ap-
pendix A but the 10x Genomics PBMC and cellular indexing of tran-
scriptome and epitopes by sequencing (CITE-seq) cord blood mononu-
clear cells (CBMC) data sets for which the biological classification were
data-derived clusters (Appendix A).

Large values of BIO_SIL and PAM_SIL and low values of BATCH_SIL are
desirable.

ASSOCIATION WITH CONTROL GENES AND QC METRICS. The next
three metrics concern the association of PCs of normalized log—counts with
“evaluation” PCs of wanted or UV.

« EXP_QC_COR: The weighted coefficient of determination R2, defined
below, for the regression of expression PCs on all PCs of scaled QC
measures (qPCs).

« EXP_UV_COR: The weighted coefficient of determination R? for the
regression of expression PCs on factors of UV derived from negative
control genes, preferably different from those used in RUV. The sub-
matrix of log-transformed unnormalized counts for negative control
genes is row-centered and scaled (i. e. for each row/gene, expression
measures are transformed to have mean zero and variance one across
columns/cells) and factors of UV are defined as the right-singular vec-
tors as computed by the rARPACK : : svds function.

« EXP_WV_COR: The weighted coefficient of determination R? for the
regression of log-count PCs on factors of WV derived from positive
control genes. The WV factors are computed in the same way as the
UV factors above, but with positive instead of negative control genes.

Large values of EXP_WV_COR and low values of EXP_QC_COR and EXP_UV_COR
are desirable.

53



4.2 scone: AN EXPLORATORY FRAMEWORK FOR SCRNA-SEQ NORMALIZATION

The weighted coefficients of determination are computed as follows. For
each type of evaluation criterion (i.e. QC, UV, or WV), regress each expres-
sion PC on all supplied evaluation PCs (here, three). Let SST), SSRy, and
SSEj denote, respectively, the total sum of squares, the regression sum of
squares, and the residual sum of squares for the regression for the kth expres-
sion PC. The coefficient of determination is defined as usual as

SSRy _, _ SSE
SST, =~ SST’

2
Rk

and the weighted average coefficient of determination as

Yk SSTYRY ¥, SSRy | _ ZkSSEx

R?= = = :
>k SSTy Y SSTx >k SSTy

21)

GLOBAL DISTRIBUTIONAL PROPERTIES.  When comparing distributions
of expression measures between cells, gene-level RLE measures, defined as
log-ratios of read counts to median read counts across cells, are more infor-
mative than log-counts [129]:

_ Tij .
RLE;j = log W = Yij — Median, y;j, (22)

for gene 7 in cell j. For similar distributions, the RLE distribution should be
centered around zero and have have similar spread across cells.

+ RLE_MED: Mean squared median RLE:

% 3" (Median; RLE;)’, (23)
]

« RLE_IQR: Variance of interquartile range (IQR) of RLE:
n

2
% > (IQRiRLEi]- . > IQRi,RLEi,]-,) , (24)
j /

Low values of RLE_MED and RLE_IQR are desirable.

RANKING AND SELECTING NORMALIZATION PROCEDURES.  Within the

scone framework, expression measures are normalized according many method

combinations and the eight metrics above are computed for each normalized
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4.3 scone REMOVES UV AND PRESERVES WV

data set?. The performance assessment results can be visualized using biplots
[130] and the normalization procedures ranked based on a function of the
performance metrics. In particular, I define a performance score by orienting
the metrics (multiplying by +1) so that large values correspond to good per-
formance, ranking procedures by each metric, and averaging the ranks across
metrics.

Note that a careful, global interpretation of the metrics is recommended, as
some metrics tend to favor certain methods over others, e.g. EXP_UV_COR
naturally favors RUVg, especially when the same set of negative control genes
are used for normalization and evaluation. I have used non-overlapping sets
of control genes for all of the analyses discussed below.

Overall, these metrics capture the trade-offs between the ability of a nor-
malization procedure to remove UV, preserve biological variation of interest,
and maintain minimum global technical expression variability. These trade-
offs are rooted in the confounding commonly encountered in single-cell as-
says; scone provides a reproducible basis for managing those trade-offs via
normalization.

425 EXPLORATORY ANALYSIS OF NORMALIZED DATA

The multidimensional aspect of normalization performance is lost in a sim-
ple ranking of normalization procedures, even the two-dimensional biplot
representation. Furthermore, the metrics do not necessarily capture all ef-
fects of normalization on the data. In order to address this I have developed
the scone report browser (Figure 10) for inspecting effects on normalization
performance.

43 scone REMOVES UV AND PRESERVES WV

Below I draw on evidence from multiple single-cell data sets (Appendix A),
generated from various technological platforms, to show how no single nor-
malization method is uniformly optimal: insights from the scone framework
will highlight how performance depends on the design of the experiment and
other characteristics of the data.

In order to avoid an evaluation dominated by zero value handling, I force to zero all values
that are initially zeros as well as any negative values produced by a normalization procedure.
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4.3 scone REMOVES UV AND PRESERVES WV

a. c.

Dra 10 skt st = SCONE Report Browser

b.

SCONE Report Browser

Tree of Methods.

Figure 10: Report Browser Shiny interface. (a) Selecting normalization procedures
of interest using the interactive biplot function biplot_interactive
and its drag-and-drop window selection tool. This tool is useful for ex-
ploring performance clusters and selecting procedures that perform simi-
larly across the eight performance metrics. (b) Browsing normalized prod-
ucts. The scone Report Browser presents an interactive tree represen-
tation (top-right panel) of selected procedures. Procedures may be fur-
ther selected via a sortable performance table (bottom-right panel) or a
drop-down menu (side panel). The report will then produce plots corre-
sponding to various analyses of the normalized data. (c) Report Browser
“Silhouette” tab: For the selected procedure, the SW of each normalized
cell is computed, grouping cells by biological condition, batch, or PAM
clustering. The drop-down menu in the left bar allows the user to switch
between the three categorical labels; the slider in the left panel allows the
user to select the number of clusters for PAM, recomputed for each nor-
malization procedure. (d) Report Browser “Control Gene” tab: If the user
provides positive and negative control genes, the gene-level expression
measures for these genes are visualized using silhouette-sorted heatmaps,
including annotations for biological condition, batch, and PAM clustering.
(e) Report Browser “Relative log-Expression” tab: A boxplot of RLE mea-
sures is shown for the selected normalization procedure. Boxes (per-cell)
are color-coded by biological condition, batch, or PAM clustering (drop-
down selection in the left panel). If the majority of genes are not expected
to be differentially expressed, the RLE distributions of the cells should be
similar and centered around zero.
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4.3 scone REMOVES UV AND PRESERVES WV

A useful representation of the normalization performance landscape is the
biplot [130], mentioned above, in which each point corresponds to a normal-
ization procedure and the dimensions of variation, represented by red arrows,
correspond to scone performance metrics (Figure 11a-c). The scone biplot
naturally represents trade-offs between these metrics, as illustrated in Fig-
ure 11 for three data sets. For the cortical neuron data set of Pollen et al.
[82] (Figure 11a), there are two major bundles of red arrows, representing i)
preservation of biological heterogeneity and ii) distributional uniformity irre-
spective of library quality. The existence of this trade-off suggests that WV is
confounded by measurement artifacts. The top-ranked procedure according
to scone involves full quantile (FQ) normalization followed by adjustment
for 6 qPCs. Tracing a path from the performance coordinates of unnormal-
ized data to those of the top-ranked normalization, notice that FQ without
adjustment also performs very well according to scone, occupying a middle
position between these two trade-offs. Both procedures may reasonably be
carried to downstream analysis, but the scone biplot highlights an important
tension in this decision.

The scone biplot for the SMART-seq data set of Gaublomme et al. [83]
demonstrates a more complex “fan” of trade-offs between batch effect re-
moval and preservation of WV (Figure 11b). Compared to no normalization,
global-scaling and FQ normalization primarily improve distributional prop-
erties of the data, reducing the amount of global expression variability be-
tween cells (captured by the RLE metrics). Regression-based normalization,
including batch regression and RUV, remove UV at the expense of WV; the
biplot can help identifying those normalization that balance the trade-off be-
tween removing too much biological variation and too little technical varia-
tion. Unlike the biplot for Pollen et al. [82], the arrows corresponding to asso-
ciations with QC metrics or negative control genes are closely aligned. How-
ever, the factors of UV computed from negative control genes (RUVg) and the
QC measures are not always correlated (Figure 12), suggesting that regression
normalizations based on these factors are complementary approaches.

I observe similar trade-offs between removal of technical variation and
preservation of biological variation in the 10x Genomics data set (Figure 11c).
Unique to this case is the relatively good performance of no normalization:
most normalization procedures scored worse than doing nothing. Neverthe-
less, scone identifies a procedure that balances the trade-offs between the
different metrics, involving the RLE scale factor and regression-based adjust-
ment for all 8 PCs of the QC matrix.
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4.3 scone REMOVES UV AND PRESERVES WV
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Figure 11: Normalization performance assessment for three scRNA-seq data sets [82, 83,
85]. (a-c) Biplot [130] showing the first two PCs of eight rank-transformed
scone performance metrics, or fewer if some are undefined or invari-
ant: Preservation of biological clustering (“BIO_SIL”), batch effect re-
moval (“‘BATCH_SIL"), cluster heterogeneity (‘PAM_SIL”), preservation
of association with positive control genes (“EXP_WV_COR”), removal of
unwanted associations (negative control genes, “EXP_UV_COR”, or cell-
level QC measures, “EXP_WC_COR”), and global distributional unifor-
mity (‘RLE_MED” and “RLE_IQR”). Each point corresponds to a normal-
ization procedure and is color-coded by the rank of the scone perfor-
mance score (mean of eight scone performance metric ranks). The red
arrows correspond to the PCA loadings for the eight performance metric
ranks. The direction and length of a red arrow can be interpreted as a
measure of how much each metric contributes to the first two PCs. Red
circles mark the best normalization (w/ double circle), no normalization,
and other normalization procedures relating the two. Key: “No-Op” = No
normalization, “DESeq” = RLE scaling [107], “Batch” = Regression-based
batch normalization, “kqPCs” = Regression-based adjustment for first k
qPCs. (d-f) Boxplot of scone performance score, stratified by scaling
normalization method, for the three scRNA-seq data sets presented in the
same order as in (a-c). (g-i) Boxplot of scone performance score, strati-
fied by regression-based normalization method (batch, QC, and RUV), for
the three scRNA-seq data sets presented in the same order as in (a-c).
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4.4 DATA-ADAPTIVE PERFORMANCE RANKING
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Figure 12: Factors of UV in Gaublomme et al. [83]. (a) Heatmap of Pearson correlation
coefficients between RUVg-derived factors of UV [109] and qPCs. Row
and column clustering is generated from the R hclust function with de-
fault parameters. (b) Scatter plot of one anticorrelated pair of RUVg factor
and qPCs, selected based on their high correlation magnitude displayed in

(a).

44  DATA-ADAPTIVE PERFORMANCE RANKING

Global-scaling normalization methods are ranked similarly for both C1 data
sets (Figure 11d-e), under-performing the more aggressive FQ normalization.
Importantly, for the data set of Pollen et al., globally-scaled data do not show
improved performance when compared to unscaled data (Figure 11b). Con-
versely, scaling by RLE size factors outperforms other scaling normalizations
and FQ normalization for the 10x Genomics PBMC data set (Figure 11f). For
all of these data sets, single-cell-specific methods, such as those implemented
in the R packages scran and SCnorm, do not outperform methods developed
for bulk RNA-seq.

The inclusion of a batch regression step in the normalization strategy is
desirable for the SMART-seq data set; procedures including QC or RUV fac-
tors without batch normalization perform poorly (Figure 11h). This result
indicates that, for this study, preexisting batch classifications are better prox-
ies of inter-batch effects than QC or RUVg factors, despite their problematic
associations with biological condition. In contrast, QC-based regression nor-
malization outperforms RUVg for the Pollen et al. data set (Figure 11g), as
well as in the 10x data set when paired with batch adjustment (Figure 11i).
Taken together, these observations suggest that there is no single normaliza-
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4.5 SUBSAMPLED PERFORMANCE RANKING

tion method that uniformly outperforms the others and that scone is able to
identify appropriate normalization procedures in a data-dependent fashion.

45 SUBSAMPLED PERFORMANCE RANKING

One potential drawback of scone is its computational complexity, imple-
menting and ranking hundreds of normalization procedures per data set. This
can be especially problematic when applying scone to large data sets. In such
cases, an efficient strategy is to use a random subset of the cells for the purpose
of ranking normalizations, applying only the best performing normalization
procedure to the full data set. For the 10x PBMC data set, this subsampling
strategy leads to a ranking that is highly consistent with the ranking based
on the full data, as illustrated in Figure 13. Importantly, as little as 10% of
the cells is enough to yield more than 80% correlation with the full ranking
(Figure 13d).

46 EXTERNAL MEASURES OF DE

[ validate scone’s performance assessment by relating normalized expres-
sion measures to controls derived from external DE studies. For Pollen et
al. [82], I consider a set of positive and negative control genes for DE be-
tween CP+SP (cortical plate and subplate) and SZ+VZ (subventricular zone
and ventricular zone) tissues an independent bulk microarray data set Miller
et al. [131], available from the BrainSpan atlas (http://brainspan.org/
static/download.html). Iselect the 1,000 most significant DE genes from
that study as positive controls, ranking by 1imma P-values [132] (all 1,000 had
P-value < 0.01). As negative controls, I took the 1,000 least significantly DE
genes. | assess my ability to discriminate these two sets of genes in a com-
parison of GW16 (gestational week 16) and GW21+3 (gestational week 21,
cultured for 3 weeks) cells based on normalized Pollen et al. [82] expression.
DE analysis was performed using 1imma with voom weights [133], generat-
ing receiver operating characteristic (ROC) curves parametrized by P-value
threshold. My approach identifies two clusters of procedures, including one
cluster with low ROC AUC and low-to-moderate scone performance and
another cluster with high ROC AUC and moderate-to-high scone perfor-
mance (Figure 14a). The latter includes all FQ procedures as well as a subset
of UQ procedures paired with QC adjustment. This example may suggest an
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Figure 13: scone analyses for subsamples of 10x PBMC data set [85]. (a-c) Average sub-
sample performance score v. full-sample performance score. I randomly
extracted 10 subsamples from the full data set corresponding to a fixed
percentage of the original sample size, applied scone independently for
each subsample, and averaged the 10 performance scores to obtain a fi-
nal performance score per procedure. Plots are shown for subsamples
comprising (a) 1% (b) 10%, and (c) 25% of the original sample. (d) Pear-
son correlation coefficient between average subsample performance score
and full-sample performance score for different subsample percentages.
When sampling at least 10% of the cells, I observed correlations greater
than 0.8 with scores for the full data.
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Figure 14: Relationship between scone performance scores and external differential ex-
pression validation in three scRNA-seq data sets [82, 83, 85]. (a-c) ROC AUC
v. scone performance score. Normalization procedures in the top-right
corner are deemed best both by scone and by independent differential
expression DE validation. (a) Comparing GW16 (gestational week 16)
and GW21+3 (gestational week 21, cultured for 3 weeks) cells in [82],
highlighting performance differences between scaling methods and the
type of regression-based adjustment. (b) Comparing pathogenic and non-
pathogenic cells in [83], performance differs between scaling methods and
regression-based batch adjustment. () Comparing B cells and dendritic
cells in 10x data set [85]; performance differs between scaling methods
but not by batch adjustment. (d-f) Boxplots of ROC AUC for the bottom
10 (bot10) and top 10 (top10) procedures as ranked by scone and for pro-
cedures with RUV, QC adjustment, and neither (“‘No_UV”). Boxplots are
further stratified by batch adjustment, when appropriate. Data sets are
presented in the same order as in (a-c).
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4.6 EXTERNAL MEASURES OF DE

advantage in considering method classes rather than individual procedures,
as in Figure 11d: while there is a spread in scone performance scores for any
one scaling method, FQ performs well on average and this performance is
validated by external comparisons.

For the SMART-seq data set of Gaublomme et al. [83], I utilize a separate
bulk study to define two more control sets of genes in DE and no-DE between
pathogenic and non-pathogenic T 17 cells [134], available on Gene Expres-
sion Omnibus (GEO) with accession GSE39820. For each scRNA-seq nor-
malization procedure, I tested for differences in expression between T}, 17-
positive pathogenic cells and unsorted non-pathogenic cells and generated
ROC curves for the control set classification. I observe a relatively low corre-
lation between the ROC AUC and the scone performance scores (Figure 14b;
rs = 0.4). However, the improved performances of the FQ method (Fig-
ure 11e) and batch adjustment method (Figure 11h) are validated by external
DE data.

For the PBMC data set [85], [ process an independent bulk microarray data
set of Nakaya et al. [135], available on GEO with accession GSE29618. I com-
puted sets of positive and negative control genes by comparing baseline B
cell and baseline dendritic cell dendritic cell (DC) microarray samples. For
each normalization procedure, I use these sets to evaluate DE between the
single-cell clusters of B cells and dendritic cells, as defined by Seurat’s clus-
tering procedure [136] (Appendix A). RLE scaling performs well on average,
as suggested by the scone performance score (Figure 11f).

While the scone ranking is not necessarily correlated with the AUC-based
ranking across the whole performance range, I find an overall high level of
agreement between the two rankings at the level of method classes, with the
exception of RUV and QC methods. When considering many normalization
procedures, users may also rely on top-ranking procedures to provide a basis
for further exploration and downstream analysis. I found that the top ten nor-
malizations as ranked by scone consistently performed well in terms of ROC
AUC and better than procedures that consisted of scaling only (Figure 14d-f).
Taken together, these results indicate that the scone performance ranking is
a good way of identifying suitable normalization procedures for a given data
set.
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4.7 IMPROVED REPRESENTATION OF CELL-CELL SIMILARITY

47 IMPROVED REPRESENTATION OF CELL-CELL SIM-
ILARITY

My validation of the scone performance scoring in the previous section as-
sumes that there were different cell populations to compare. In many scRNA-seq
studies, however, the goal is to identify novel cell subpopulations via cluster-
ing analysis. Here, I aim to assess the ability of scone to identify normal-
ization procedures or classes thereof that will lead to the best clustering of a
given data set, using some notion of ground truth for cell clusters.

I simulate 10 independent data sets (20,000 genes in 1,000 cells) using the
Bioconductor R package splatter [137] (Figure 15a). Simulation param-
eters are inferred from a subset of 100 cells from the 10x Genomics [85]
“pbmc4k” data set, setting the DE probability to 0.3 and adding five cell popu-
lations (or “groups”) of different sizes: one population comprising 50% of the
cells, one comprising 20%, and the remaining three populations comprising
10% of cells each. I include dropouts in the simulation and add a batch effect
(two batches of 500 cells) to make normalization more challenging.

[ run scone on each simulated UMI data set, using a cell filtering scheme
similar to the one above with the requirements of at least 1,000 UMIs, greater
than 80% of common genes detected, below 0.65 AUC, and using a z¢,; of
3 for greater data-adaptive leniency. Negative control genes (200 for evalua-
tion) are ideal and extracted from the simulation. 200 positive control genes
are selected based on maximum absolute average log fold change (Ifc) as re-
ported by the simulation.

The scater package [127] is used to compute the QC measures per sim-
ulated library, including: log10 total UMIs, log10 total UMI features, and
percent UMIs in top 50, 100, 200, and 500 features. Batch information — not
group information — was extracted from the simulation. scone assesses pro-
cedures with zero to three factors of QC or RUVg. PCA is used to decompose
the log-normalized count matrix following each normalization, followed by
k-means clustering on the space of the first 10 PCs. The correct number of
clusters (k = 5) are used for every k-means clustering. I compute the adjusted
Rand index (ARI) between the true simulated clusters and the clusters inferred
by k-means clustering, reporting the average ARI across the 10 simulated data
sets. The scone performance score is highly correlated with the ARI calcu-
lated between the simulated clusters and the clusters identified by k-means
on the normalized data (Figure 15b-c).
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Figure 15: Validating scone performance with simulated data and external cell-level data.
(a) tSNE of the first 10 PCs of the log-transformed, TC-normalized UMI
counts for a data set simulated using splatter, with parameters inferred
from the 10x PBMC data set [85]. (b) Average ARI between the true simu-
lated clusters and k-means clusters (k = 5) for normalized data v. scone
performance score (without BIO_SIL score), across 10 splatter simu-
lations. A Pearson correlation of 0.73 between the two metrics highlights
the ability of scone to select procedures that optimize aspects of cluster-
ing that are not explicitly accounted for in the performance panel. The
top-performing procedure was FQ with adjustment for batch and 1 qPC.
(c) Boxplot of average ARI for the bottom 10 (bot10) and top 10 (top10)
procedures as ranked by scone and for procedures with RUV, QC adjust-
ment, and neither (“No_UV”). The boxplot is stratified by batch adjust-
ment for the latter 3 categories. (d) Jaccard score between k-NN graph of
protein abundance measures and k-NN graph of normalized expression
measures (k = 792, 10% of cells) v. scone performance score. A Pearson
correlation of 0.60 between these metrics demonstrates how scone se-
lects procedures that improve local representations of cell-cell similarity.
(e) Boxplot of Jaccard score for the bottom 10 (bot10) and top 10 (top10)
procedures as ranked by scone, procedures with no non-batch UV nor-
malization (“No_UV”), and procedures with RUV or QC adjustment.
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4.8 USING CONTRASTS TO ADJUST FOR BATCH

[ also apply scone to the recent CITE-seq data set of Stoeckius et al. [87],
in which gene expression and antibody levels for 13 cell-surface proteins had
been jointly measured for the same cells. Specifically,  use scone to normal-
ize the transcriptome measures and then examine manner in which their con-
sistency with protein measures varies with normalization. Antibody-associated
CITE-seq UMI counts are extracted from GEO entry GSE100866, correspond-
ing to a sample of human CBMCs and mouse cells [87]. Cell UMI profiles are
transformed using the centered log-ratio. Means and SDs for each of the 13
antibody measures are computed across all mouse cells (< 0.1 human RNA
UMI fraction; Appendix A) and the mean plus SD is subtracted from all abun-
dances, as described in Stoeckius et al. [87]. For human cells (mouse cells were
not utilized beyond preprocessing; Appendix A), I constructed a k-nearest
neighbors (k-NN) graph using the Euclidean metric in 13-dimensional anti-
body space (k = 792 or 10% of all human cells). For each normalization pro-
cedure, I apply PCA to log-transformed scRINA-seq data, selecting the top 10
PCs, and using them to construct a k-NN graph with the same choice of k.
The ranking of normalization procedures by scone is compared to the rank-
ing by the Jaccard similarity score of the RNA and protein k-NN adjacency
matrices. I have considered other values for k (e. g. k = 8 or 1% of cells; data
not shown), but found that the mean and range of Jaccard similarity scores
decreased considerably for smaller neighborhood sizes. Computing k-NN
graphs (k = 792, 10% of cells) for the two spaces, namely, protein abundance
and transcript abundance (10 PCs), I observe an increase in overlap between
the two graphs as the scone performance score increased (Figure 15d-e), re-
flecting how procedures ranked highly by scone are better at representing
surface marker expression similarity.

48 USING CONTRASTS TO ADJUST FOR BATCH

The scone analysis of the T}, 17 data set (Figure 11) demonstrates the impor-
tance of correcting for batch effects in single-cell RNA-seq data. However,
depending on the experimental design, simply including a batch variable in
the model is not always a viable option. As an extreme case, imagine a com-
pletely confounded design, in which each biological condition is assayed in a
distinct batch. In such a case, regressing out the batch indicator from the ex-
pression measures will result in the removal of biological effects; conversely,
not accounting for batch will make it impossible to attribute the observed
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differences in expression measures to biological differences between condi-
tions or technical differences between batches. Note that this is not just a
thought experiment; several examples of data sets with suboptimal designs
are discussed in Hicks et al. [96].

On the opposite end of the spectrum are experiments designed in such a
way that each batch contains cells from each biological condition. Such facto-
rial designs are the optimal choice, when possible. Hicks et al. [96] and Tung
et al. [86] discuss practical aspects of designing factorial experiments in the
context of scRNA-seq.

Although optimal, factorial experiments are not always possible or practi-
cal. An alternative strategy is to collect multiple batches of cells from each
biological condition of interest — a nested design, as exemplified by the iPSC
data set from Tung et al. [86] (Chapter 3; Figure 16). After scaling normaliza-
tion, the cells clearly cluster by individual, but the cells for each individual are
further clustered by batch (Figure 16a). Blindly removing these batch effects
with a standard batch correction method, such as ComBat [39], removes the
biological effects of interest along with the batch effects. Moreover, the QC
measures collected as part of the scone pipeline are not able to completely
capture the batch effects (Figure 16b), as the space of the first two PCs of the
QC measures is dominated by the difference between a subset of low-quality
cells and the rest of the cells. Explicitly accounting for the nested nature of
the design while adjusting for batch effects is the only strategy that effectively
removes the unwanted technical variation and preserves the biological signal
of interest (Figure 16¢).

The scone package is able to detect nested designs by examining the cross-
tabulation of the biological and batch factors. Given a nested design, the
nested batch effect adjustment based on Equations (18) and (19) is automati-
cally applied as one of the different normalization strategies to be compared.
Nested designs are common in single-cell studies due to various practical
constraints (e. g. processing material from different tissues separately). The
scone performance scores (Figure 16d) show how only procedures that re-
move the nested batch effects rank high in the evaluation step.

49  USER INTERFACE

As part of the Bioconductor R package scone, I have developed a Shiny app
[138] that allows users to interactively explore the data at various stages of the
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Figure 16: scone results for human iPSC data set with nested study design [86]. (a) PCA
of the log-transformed, TC-normalized UMI counts for all genes and
cells passing quality filtering, with points coded by donor (color) and batch
(shade). The cells cluster by batch, indicating substantial batch effects. (b)
PCA of QC measures, with points coded by donor and batch. The QC
measures do not appear to capture batch effects, but rather intra-batch
technical variation. (c) PCA of log-transformed expression measures af-
ter FQ normalization followed by normalization for nested batch effects
(top-performing procedure in scone), with points coded by donor and
batch. As desired, cells cluster by donor, but not by batch. (d) Boxplot of
scone performance score, stratified by regression-based normalization.
Normalization procedures including a nested batch correction performed
better than those without that step.
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4.10 DISCUSSION

scone workflow. In Figure 10, I use the cortical neurons data set of Pollen
et al. [82] to illustrate the app’s functionality.

The scone package provides a function to display an interactive version
of the biplot, allowing the user to select a group of normalizations for further
exploration (Figure 10a).

The app also provides a hierarchical overview of all the compared normal-
ization strategies (Figure 10b). The hierarchy is based on the series of algo-
rithmic choices that constitute a given normalization strategy: In the example,
the first level of the hierarchy represents scaling (e. g. FQ, TMM), while the
second represents regression-based methods (QC or RUVg). In general, ad-
ditional levels are present for the optional imputation and batch correction
steps. Alternatively, the user can select a normalization strategy using the
drop-down menu in the left panel of the app or using the interactive table at
the bottom of the screen; this table can be sorted by the scone performance
score or by any individual performance metric, making it easy to select, for
instance, the procedure that maximizes the preservation of WV (as measured
by the EXP_WV_COR metric).

Once a normalization approach has been selected for inspection, the Shiny
app provides six exploratory tabs for an extended view of the normalized data,
that should guide the selection of the final procedure. Here, I focus on three
example tabs. The “Silhouette” tab (Figure 10c) shows the SW for each cell,
for clustering based on PAM, clustering by batch, or clustering by biological
condition (if available). If the user provides a set of positive and negative con-
trol genes, these are visualized in the “Control Genes” panel (Figure 10d) in a
heatmap that includes batch, biology, and PAM clustering information. Simi-
larly, the “Relative log-Expression” tab displays boxplots of the RLE measures
for the normalized data (Figure 10e).

410  DISCUSSION

Many different normalization schemes are available, either specifically de-
signed for scRNA-seq or borrowed from the bulk RNA-seq and microarray
literatures. Here, | have demonstrated that simple global-scaling normaliza-
tion is not always sufficient to correctly normalize the data and that more
sophisticated strategies may be needed. However, different normalization
strategies may perform differently across data sets, depending on the experi-
mental design, protocol, and platform.
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4.10 DISCUSSION

The main idea behind scone is to use a data-driven approach to select an
appropriate normalization strategy for the data at hand. Although it may be
infeasible to select a “best” normalization, as this would depend on a some-
what subjective definition of optimality, scone provides a set of performance
metrics (and clustering via the biplot) that can be used to reduce the number
of normalization procedures to further explore in the selection of a suitable
strategy. One advantage of a panel-based normalization selection framework
is that it can be communicated and reproduced by other investigators. I have
shown using real data spanning different labs and technologies that scone is
able to reliably rank normalizations by summarizing multiple dimensions of
data quality.

Although scone has demonstrated its usefulness in published studies (e. g.
Fletcher et al. [139], Afik et al. [140], Gadye et al. [141], and Martin-Gayo et al.
[142]) and normalization can help remove UV from the data, a careful experi-
mental design is the most important aspect of a successful use of scRNA-seq.
In fact, if the biological effects of interest are completely confounded by un-
wanted technical effects, no statistical method will be able to extract mean-
ingful signal from the data [96].

My discussion here surrounds normalization, but the scone framework
is more general, facilitating the comparison of imputation methods [92, 93],
dimensionality reduction techniques [94, 143, 144], and additional prepro-
cessing steps such as gene and cell filtering. An alternative approach to impu-
tation is to model the zeros as part of dimensionality reduction. An example
of such a method, ZINB-WaVE [94], has the ability to include additional co-
variates to produce a low-dimensional representation of the data that is not
influenced by UV. The covariates (e. g. QC or RUV factors) selected by scone
as important for normalization can be included in ZINB-WaVE to provide a
more robust projection of the data. Performance analyses of normalization
as a preprocessing step can also aid such methods, for instance, by informing
them on which covariates to include to adjust for unwanted technical effects.

This methodology and software are general and applicable to other types
of non-scRNA-seq assays, including microarray, bulk RNA-seq, adductomic,
and metabolomic assays. In particular, the user could extend the package by
adding different metrics for scRNA-seq, as well as metrics specific to other as-
says. The scone package implementation leverages core Bioconductor pack-
ages for efficient parallel computation and on-disk data representation, both
essential when analyzing large data sets [145-147].
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The computational complexity of scone is directly related to the complex-
ity of the normalization methods included in the comparisons. In particular,
all scaling methods, RUV, and regression-based methods are very efficient,
leading to reasonable computing time (e. g. 60 hours with 1 central process-
ing unit (CPU) for the 10x Genomics PBMC data set of 12,039 cells). With
parallelization, this computation can be sped up considerably (e.g. 11 hours
with 10 processors). For very large data sets, subsampling can be used to de-
crease computation: One or more random subsets of the cells can be used to
evaluate a set of normalization procedures using the scone metrics and only
the selected normalization can be subsequently applied to the full data set.

411 CONCLUSIONS

Overall, scone provides a flexible and modular framework for the prepro-
cessing of scRNA-seq data that can be used by practitioners to evaluate the
impact of the statistical design of a given study and select an appropriate
normalization, as well as by method developers to systematically compare
a proposed strategy to state-of-the art approaches. Normalization can im-
prove data representation and statistical analyses (i.e. regression analysis),
but the performance metrics discussed in this chapter are articulated in terms
of prior biological or technical assumptions (e. g. controls). Another way to
monitor the quality of scRNA-seq analysis is to assess the replicability of find-
ings across replicate single-cell experiments. Modeling the reproducibility of
scRNA-seq signals is the subject of the next chapter.
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SINGLE-CELL REPRODUCIBILITY ACROSS
DONORS (scRAD)

51 INTRODUCTION

As single-cell technologies mature and push the boundaries of study resolu-
tion and scale, they promise to enrich our understanding of human disease, fa-
cilitating the development of new and exciting biological signals. Single-cell
studies of a single donor’s tissue may already prove very fruitful in the char-
acterization and cataloging of diverse cell types; in some cases these single-
donor observations may lead to bold hypotheses. Of course these approaches
do not guarantee results which generalize to other individuals. When consid-
ering samples from human donors, differences in genetics, behavior, expo-
sure, environment, and/or collection point, can produce uncontrolled axes
of experimental variation and confound computational analyses that seek to
identify and prioritize putative shared features. If the goal of an analysis is to
predict phenomena linked to a specific phenotype or disease state, it is natural
to consider reproducibility of signals across multiple sources. In this chapter I
motivate and describe single-cell Reproducibility Across Donors (scRAD) — a
generally applicable framework based on irreproducible discovery rate (IDR)
analysis [1] — for charactering reproducibility of within-donor and between-
donor signals.

In Section 5.2, I discuss coarse-grained structures in the single-cell expres-
sion data and the problem of clustering cells across multiple donors. In Sec-
tion 5.3, [ describe how scRAD leverages donor information in order to iden-
tify reproducible gene modules: axes of expression variation that are com-
mon to all (or most) individuals. Section 5.4 introduces quantitative tools
built from the Li et al. [1] framework for assessing cross-donor reproducibil-
ity of within-donor signals. Section 5.5 summarizes additional tools for IDR-
based and IDR-free meta-analysis applicable to multi-donor studies. Finally,
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5.2 CLUSTERING ACROSS DONORS

Section 5.6 describes lower-level utilities for monitoring reproducibility across
donors.

52 CLUSTERING ACROSS DONORS

Quantifying the heterogeneity of gene expression in individual cells is often
the initial focus of single-cell analyses, but understanding describing the data
in terms of cell type distributions and modeling the response of that distri-
bution to perturbation is an important downstream analysis priority. When
performing single-cell analyses of multiple donors, it is important to compare
cells between donors - i. e. to quantify the extent to which samples from dif-
ferent donors contain cells that are representative of the same cell state. There
may be biologically meaningful differences in gene expression between simi-
lar cells collected from different subjects, but modeling and estimating those
differences is a challenging task, especially when cells are viewed on a high-
dimensional expression manifold. As discussed in Chapter 3, there may be
subtle, transcriptome-wide batch effects due to technical differences in ex-
traction and/or sample processing. Efforts to remove or adjust for these ef-
fects (Chapter 4) may be burdened by the fact that some cell types are repre-
sented in greater or lesser numbers across donors and others are unique to
specific donors.

If either i) cell profiles are properly normalized and jointly clustered across
biological conditions or ii) clusterings are harmonized using sophisticated
computational techniques [148], the compositional differences between sam-
ples can be decoupled from other effects of interest. Furthermore, donor
differences in cell cluster memberships can provide important insights into
the differences between biological conditions (e. g. disease-affected tissue v.
control tissue). Therefore, clustering analysis is a critical step in many multi-
donor analyses of single-cell data, accounting for important between-donor
variability. Below, I discuss a tool for clustering normalized scRNA-seq-based
expression estimates. In addition to clustering, this tool selects an intrinsic
dimensionality for the clustering, facilitating visualization.

521  PAM CLUSTERING AND DIMENSION SELECTION

Once expression data from multiple batches has been properly normalized
and variance has been appropriately stabilized, I may attempt to relate cell
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5.2 CLUSTERING ACROSS DONORS

expression profiles to each other based on their pairwise Euclidean distance.
In high-dimensional scRNA-seq data, many axes of variation are random and
noisy: they may misinform us of the underlying cell type. Dimensionality re-
duction techniques, such as PCA, allow us to represent the data using a smaller
number of features with high signal-to-noise ratios (SNRs). Distances com-
puted on these features may be used to partition or cluster cells by cell type.

PAM is a clustering algorithm that searches for a set of k medoids spanning
the data set, associating each cell with the closest cluster medoid. Because
the number of clusters, k, is unspecified at the beginning of an analysis, it is
common to choose a value of k that maximizes the ASW — that is, the average
over all cell SWs, quantifying the extent to which cells cluster with their own
cluster over others. This procedure is implemented by fpc : pamk.

The scRAD: : pamkd function, introduced in the scRAD package!, performs
PAM clustering over a range of clusters, similar to fpc : pamk, but it examines
arange of PCs, varying the dimension over which distances are computed. Af-
ter clustering over a range of PC dimensions, this function selects a dimension
for the data that maximizes the cluster number.

Let 5 (k,d) represent the ASW of a PAM k-clustering on d dimensions. I
define k(d) as the unique choice of k that maximizes s (k,d) for any choice
of d. I selected d so as to maximize cluster number and tightness:

k(d) > k(d")V {d'|d' +d}

S (k(d), d) > 5 (K(d'), d') ¥ {d'k(d") = k(d)) 29

The maximal cluster criterion biases the analysis to a representation with the
largest possible number of clusters constrained by the conditional fpc: pamk
objective; scRAD : : pamkd fails in the absence of tight clusters, spuriously se-
lecting large or maximal values of k. Therefore, the results of this method
should only be applied when its selections are robust with respect to varying
the maximum k or maximum d.

One advantage of the simultaneous k and d selection above is that I are
left with a small number of PCs that are well-suited for downstream analyses
such as non-linear dimensionality reduction (e.g. t-Distributed Stochastic
Neighbor Embedding (tSNE)).

1 scRAD is available for download at https://github.com/YosefLab/scRAD
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5.3 REPRODUCIBLE GENE MODULES

53 REPRODUCIBLE GENE MODULES

Given access to multiple samples of homologous single-cell populations, it
may be important to identify and prioritize common axes of variation. Clus-
tering analysis accounts for the distribution of cell types across donors, but
the covariance structures these clusters reflect are not necessarily shared across
donors. One way to prioritize these covariances is to ignore clusters that
are biased toward any one donor. An alternative and complementary unsu-
pervised approach aims to identify transcripts serving as reliable proxies of
reproducible gene expression patterns. Reproducibly correlated gene mod-
ules may inform us of novel biological mechanisms that drive these systems.
These genes should form genes modules that are consistently co-regulated
across donor samples. If cell populations are heterogeneous, this kind of anal-
ysis may naturally follow a clustering step, uncovering reproducible modes of
intra-cluster variation. Alternatively, reproducible correlation analysis may
be done separately from clustering analysis altogether; reproducible modules
can then serve as a basis for reproducible inter-cluster comparisons.

The scRAD package facilitates a three-step reproducible gene module anal-
ysis. The first step involves identifying gene-gene pairs that are reproducibly
correlated, generating a gene-gene adjacency matrix. The second step is hub-
identification in the reproducible gene-gene graph. The goal of this step is to
identify genes that play critical roles in the reproducible covariance structure.
The third step involves clustering hub genes into reproducible modules.

531 DEFINING A REPRODUCIBLE GENE-GENE ADJACENCY MATRIX

Normalized log-expression data is pooled for each donor and for each I sepa-

rately compute the gene-gene Pearson correlation matrix. Correlation values

are Fisher-transformed and subsequently centered and scaled resulting in ro-

bust Z-values with zero median and unit MAD over the upper triangle of the

correlation matrix. A pair is called “reproducible” if its Z-value corresponds

to a two-tailed P-value below a threshold (e. g. P < 0.01) in all donors. I build

a gene-gene adjacency matrix by drawing undirected edges between any two

genes in such a pair. This step is implemented by the scRAD: : get .repro.thresh.adjacency
function.
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5.4 REPRODUCIBILITY-BASED DIFFERENTIAL EXPRESSION AND SIGNATURE ANALYSES

532 HUB IDENTIFICATION

For each gene, I tally the number of reproducible gene pairs to which it be-
longs. I considered whether I could find genes with significantly more pairs
than would be expected by a Poisson model of vertex degree; these genes
could serve as reliable proxies of reproducible correlations. The distribution
of pair counts was modeled as a zero-inflated Poisson process, using an un-
connected zero-component to model noisy genes with correlations consis-
tently below threshold Under this null model, [ computed upper-tail P-values
using the scRAD: :pzipdegree function, As these genes are connected to a
large number of reproducible gene pairs, I called these proxy genes “repro-
ducible module genes.”

533 HUB CLUSTERING AND REPRODUCIBLE MODULE ANNOTATION

In the last step of our reproducible module analysis, I aim to cluster hub genes
into reproducible modules. scRAD provides no tools for this step, but I may
rely on other common libraries as there are many ways to cluster genes based
on their correlation submatrix. Several igraph functions could then be used
with the resulting graph in order to identify communities of hubs.

54 REPRODUCIBILITY-BASED DIFFERENTIAL EXPRES-
SION AND SIGNATURE ANALYSES

In this section I discuss new tools for supervised tasks such as gene-level DE,
quantifying the extent to which transcripts are up- or down-regulated in one
cell type vs all other cells.

Any DE analysis downstream of de novo clustering analysis demands care-
ful consideration. Traditional DE analysis aims at identifying transcripts that
vary markedly by cell class; a common goal is to rank the relative impor-
tance of transcripts in characterizing underlying expression states. Within
the single-cell context, cell class is frequently defined based on low-dimensional
representations of expression data. Therefore, the assumption that most genes
are not differentially expressed between classes may not hold. Null models
based on this assumption are ill-suited to the data, and will naturally yield
uncalibrated probabilistic-based scores, e. g. artificially deflated P-value dis-
tributions.
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5.4 REPRODUCIBILITY-BASED DIFFERENTIAL EXPRESSION AND SIGNATURE ANALYSES

In addition to biological factors, library intrinsic technical factors and batch-
level features can drive broad expression covariance in scRNA-seq data. While
some of these effects are random, others can confound DE analyses by sys-
tematically distorting transcriptome-wide differences between biologically
distinct cell types. As discussed in Chapter 4, without sufficient modeling
efforts batch specific biases can skew cluster classifications and reorder the
ranks of DE genes.

A natural way to calibrate DE scores and avoid batch-specific effects is to
apply meta-analysis to replicate experiments. Unfortunately, there is no nat-
ural analog for biological replicates in the single-cell context; I do not yet
wield the necessary experimental controls to reproduce a specific sample of
a transcriptional state. At the very least, I can map clusters from replicate
experiments so that cluster contrasts are made comparable (Section 5.2).

541 DR

The meta-analytical DE approach implemented in scRAD relies on a repro-
ducibility metric known as IDR [1]. Rather than using hypothesis testing to
identify genes showing “significant” evidence of DE, the IDR framework sup-
ports DE ranking based on reproducible across donors.

This metric evaluates a matched set of signals measured in two or more
replicate experiments. The scRAD: : kruskalIDRm tool performs DE analy-
sis within each replicate sample using KW tests; for each single-cell compari-
son and for each donor sample, this yielded a list of Ifcs and a list of P-values.
The two-component IDR mixture model is used to fit the joint distribution of
—log (P)-values obtained from these tests. For each gene, I estimate a prob-
ability that the gene is a member of an irreproducible component for which P-
values are high and uncorrelated rather than a member of an reproducible com-
ponent for which P-values are low and correlated. Sorting genes by increasing
probability of irreproducibility, one can compute the cumulative probability
of membership for all genes of same or lower rank, defining the IDR. Genes
can then be reported as differentially expressed after placing a threshold on
cumulative irreproducible component membership probability

542 IDR WITH MANY REPLICATES

The scRAD package modifies the EM algorithm from the idr package to han-
dle three or more replicates, as prescribed in the authors’ original manuscript.
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5.4 REPRODUCIBILITY-BASED DIFFERENTIAL EXPRESSION AND SIGNATURE ANALYSES

The many-replicate scRAD: :est . IDRm function is adapted from the two-
replicate idr: :est . IDR, including some new error messages.

COPULA MIXTURE MODEL.  In Li et al. [1], the authors describe a model
generating M matched lists of [ signals: x;,,,, where i € {1,---, I} and m €
{1,--,M}. Each signal i is drawn from a two-component mixture model.
Membership to the reproducible component is indicated by a random vari-
able K; ~ Bernoulli (771 ). Conditioned on membership K;, M replicate latent
variables, z;,,, are drawn from a multivariate normal: Z;|K; = k ~ N (jig, Zg).
For each component, k = 0,1, the m-dimensional mean vector and covari-
ance matrix can be written:

jik =yl
T =0p [(1-p) I +pgl]

Wherey0=0,]/t1>O,0’§=1,p0=0,0<p1<1.

Consider the marginal cumulative distribution function (CDF) of each sig-

(26)

nal under this model:

_ Mg (2" M
G(z)-aqu( = )+n0<1>(z) 27)

The true observations are generated in terms of continuous and unknown
replicate-specific marginal CDFs F;;:

Xim = Fn_11 (G (Zim)) (28)

ESTIMATION.  The estimation algorithm for this mixture model involves
two major iterative steps that repeat until convergence [1]. The first step com-
putes pseudo-data from observations using the empirical CDFs F,, and current
parameter estimates 6 = (719, pi1, 01, 01):

m = G_l (ﬁm (xim) |9) (29)

The second step is application of an EM algorithm for the M-dimensional
normal mixture model, maximizing likelihood of the pseudo-data and the
hidden K variables. Derivations relevant to the M-dimensional extension
can be found below.

COVARIANCE MATRIX DETERMINANT AND INVERSE ~ The matrix deter-
minant of X can be computed via Sylvester’s determinant theorem:

2 = M (1 - o)™ (1 (M-1) o) (30)
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5.4 REPRODUCIBILITY-BASED DIFFERENTIAL EXPRESSION AND SIGNATURE ANALYSES

The matrix inverse can be computed via the Sherman-Morrison formula:

- 1 Pk )
rol- I- 1 31
¢ a,%(l—m( T+ (M-1)py G

MAXIMUM LOG-LIKELIHOOD OF PSEUDO-DATA.  Considering the gen-
eral model above, I can extend Equation (1.5) from Section 1 of the Sup-
plementary Materials for Li et al. [1], “Estimation algorithm for the copula
mixture model.” This equation represents the second term of the expected
log-likelihood Q(6,0())), the only term that varies by pq, 07, or p1:

1

VEOMeM (1 - )M (14 (M-1)p1)
1 M

1

E[ZZ|9(t)] -y EKl{log
=1

202(1-p1) $7
(32)

[ can obtain estimates for model parameters (}/1, 07, and p1) by maximizing
the expected likelihood.

M1 MLE  Taking a derivative with respect to the mean parameter, 1, set-
ting it to zero, and solving for y1 (assuming o7 > 0, p; < 1, and M > 0), I
can express the maximum likelihood estimation (MLE) estimate in terms of
7Ti(t+1) =E [Ki|2i, G(t)] as a weighted mean of replicate means z;.:
n (t+1)
(t+1)  2is1 TG Zi
1 - n (t+1)

i1 7T

(33)

MLE FOR 071 AND p1.  Taking derivatives with respect to 07 and p; yields
a system of equations for these parameters that can be solved and expressed
in terms of the following quantities:

n
Cl(gzu) _ Z; ni(t+1) (Zi,p ~ ygtu)) (Zi,q B ]/[§t+1)> ’
1=

n
1) _ (t+1)
Wi =% 1jnl.+ :
1=
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5.5 BIOMARKER AND SIGNATURE ANALYSES

The trace and sum of C**1) are important data summaries:

£+1)
g 1

(t+1) M (
T = ZCP pqs
pA

" (35)
S =S el ,.
P4
The solutions for our variance and correlation estimates are:
(1) S(t+1) _ T(t+1)
1 ©OT(t+1) (M—l)' (36)

o(te1) T
71 - WED M

543 APPLICATIONS BEYOND REPRODUCTION

The IDR model was built to quantify reproducibility, but the mixture model
has other applications. Consider three populations of cells, A, B, and C. If T as-
sume the difference between A and B is small compared to their common dif-
ferences with cluster C, I may claim that greater DE in A v. C will correspond
to greater chance of reproducible DE in B v. C. By this assumption, IDR anal-
ysis can be applied to multiple lists of IDR values from similar experiments
in order to identify genes for which signals obtained from both comparisons
are correlated. Genes passing this threshold and having common sign of DE
across multiple comparisons may be called “shared” genes.

55 BIOMARKER AND SIGNATURE ANALYSES

Before diving into low-level IDR analysis methods in the last section, I discuss
additional high-level analyses that can be implemented using scRAD tools, in-
cluding new examples of general IDR-based analyses and meta-analysis.

551 MARKER PREDICTION
One may consider multiple criteria when selecting candidate markers based

on DE analysis, especially when a search is targeting surface marker proteins.
The scRAD: : getMarkers tool nominates potential biomarkers for subpop-
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5.5 BIOMARKER AND SIGNATURE ANALYSES

ulations by synthesizing multiple analyses. The tool reports the intersection
of three gene sets:

1. genes reproducibly differentially expressed between two conditions
(e.g. target cluster v. all). This criterion is based on the IDR-based
DE analysis output of scRAD: :kruskalIDRm. This differential ex-
pression condition requires specificity.

2. reproducible module hub genes identified using the procedure described
above (Section 5.3). The hub condition requires that selected transcripts
show robust and reproducible co-expression with many other genes.

3. external list of known candidate gene products (e.g. predicted mem-
brane molecules from the Human Protein Atlas: http://www.proteinatlas.

org)

552 OTHER IDR APPLICATIONS: IDENTIFICATION OF UPSTREAM REGU-
LATORS

In Section 5.4, I applied the IDR framework to differential expression. In this
subsection we explore how these methods can be applied to other kinds of
signals, such as gene signatures defined from related data sets.

E.g. in the short hairpin RNA (shRNA)-knockdown study of Chevrier et al.
[149] investigators considered the effect of knocking down signaling regula-
tors, transcriptional regulators, and phosphoproteins on the mRINA expres-
sion of mouse bone marrow-derived dendritic cells (BMDCs). Correlating
single-cell gene expression profiles of similar cells (i.e. DCs) with bulk ex-
pression profiles of these knockdowns, one may identify potential upstream
regulators mediating measured single-cell responses.
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5.5 BIOMARKER AND SIGNATURE ANALYSES

As discussed in Chapter 3, observations of zeros in scRNA-seq are both
plentiful and unreliable. I can therefore use a weighted correlation of cells in
terms of the FNR weight matrix wgj:

G
(W) _ 2.g-1 Wil

]/[,
] Zgil Wej
G (W) (W)
CovW) Lg-1 WejWgjt (ygj ~H )(ygj’ ~H; )
2 = C (37)
. ¥ g1 WejWgj
(W)
Cov:,
Cor](.].lf\/) _ ji
(W) (W)
\/ COV]- j Cov].,].,

where weights of population data are set to unity. In this case, the oppo-
site of the correlation can be referred to as an “upstream regulatory score,”
as it measures the extent to which a single-cell response is anticorrelated
with an expression profile in which specific regulators have been inhibited.
These scores may not be too meaningful in absolute terms, but differences
in these signatures could hint at specific regulatory activity differences be-
tween cell populations. Testing for differences in many signatures between
cell population is conceptually similar to differential expression: therefore
scRAD: :kruskalIDRm supports this type of differential signature analysis.

553 NON-IDR SIGNATURE META-ANALYSIS UTILITIES

IDR mixture model estimation may not feasible in some cases, including sit-
uations in which the number of genes and/or signatures is small. For exam-
ple, a fit may quickly converge to a point where all tests are called irrepro-
ducible with 100% probability. In these cases it is more straightforward to
consider an alternative meta-analysis approach, such as Stouffer’s z-method
for P-value aggregation. The scRAD: : kruskalMeta function implements a
routine similar to scRAD: : kruskalIDRm except that it applies P-value ag-
gregation rather than estimating IDR values. While this method does not
quantify reproducibility, it is not fit based, requiring no choices of initial pa-
rameters.
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5.6 OTHER EXTENSIONS TO IDR ANALYSIS

554 |IDR-BASED REPRODUCIBLE MODULE ANALYSIS

In this subsection I introduce one more IDR-based analysis in scRAD. In
the previous section, I have discussed multiple steps for reproducible module
analysis. In the first step of this analysis, I define a gene-gene graph by identi-
fying pairs with reproducibly high levels of correlation. The scRAD: : get .repro.thresh.adjacency
function identifies these pairs by calling correlation below a modeled P-value
threshold. I offer a second function, scRAD: : get .repro.idr.adjacency,
that selects these pairs by running IDR analysis on the same matrix of P-
values, calling pairs below a modeled IDR threshold. Unfortunately, infer-
ence is slow enough to prohibit its application to full scRNA-seq expression
matrices, but it may be applied to much smaller sets of genes, or even sig-
nature scores. The latter, “reproducible signature module” analysis may be
useful in predicting relationships between the regulators within the context
of any single-cell study.

56 OTHER EXTENSIONS TO IDR ANALYSIS

In addition to high-level functions such as scRAD: : kruskalIDRm, scRAD
implements new tools for probing lower-level IDR analysis. It was mentioned
above that scRAD: :est . IDRm is the underlying function behind IDR analy-
sis in scRAD. The arguments to this function include a matrix of signals (e. g.
log-transformed P-values from gene-level KW tests) and initialized parame-
ter values for the underlying fit.

561 SUBSAMPLING TESTS

scRAD offers another low-level function, scRAD: : est . IDRm. sample, which
runs IDR analysis over various subsamples of tests. By running the analysis
many times, I can evaluate the stability of our outputs and compare the range
of fit parameters values after [ vary our initial parameter estimates. These fits
should robustly converges on the same final values. Another element of the
output allows us to monitor the relationship between the mean probability
of membership of a test to the irreproducible component and its relation to
the standard deviation of those estimate across samples. Extreme member-
ship probabilities should be quite robust, while intermediate estimates may
be noisy and unreliable.
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562 PAIRWISE CORRELATION METRIC

At times, it may be useful to consider pairwise signal correlations between M
replicates signal vectors. scRAD offers a scRAD: : cor IDR function that runs
pairwise IDR analysis between all replicate pairs, returning the correlation
parameter from the fit. This parameter translates to the correlation of signals
in the reproducible component of the signals (01). These results can be useful
in discriminating outlier replicate pools: samples that exhibit lower signal
correlation (e.g. < 0.5) with most replicates are reproducing signals poorly
and may be candidates for removal.

57 CONCLUSIONS

In this chapter I introduced a number of tools in scRAD that can be used
to monitor the reproducibility of signals across replicate scRNA-seq exper-
iments. In the next section I will describe applications of methods and con-
cepts from both scRAD and scone, illustrating their usefulness in the context
of human studies.
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APPLICATIONS TO HUMAN IMMUNOLOGQY
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DONORS WITH COMMON PHENOTYPE

61 INTRODUCTION

Human immunity relies on the coordinated responses of many cellular sub-
sets and functional states. Inter-individual variation in cellular composition
and communication could thus potentially alter host protection. Work on
ECs has demonstrated enhanced cytotoxic CD8* T cell responses [6, 7] and
improved crosstalk between the innate and adaptive immune systems [150-
152]. Collaborators recently reported that enhanced cell-intrinsic responses
to HIV-1in primary myeloid dendritic cells (mDCs) from ECs lead to effective
priming of HIV-1-specific CD8* T cell responses in vitro [151]. Nevertheless,
the master regulators driving this mDC functional state, the fraction of EC
mDCs that assume it, its biomarkers, and how to potentially enrich for it are
unknown. Here! [ analyze scRNA-seq data to examine viral responses among
the DCs of three ECs of HIV-1 infection.

[used the scRAD toolset to overcome the confounding effects of donor vari-
ability and identify reproducible patterns in gene expression across donors
who share the EC classification. My analysis highlights a functional antivi-
ral DC state in ECs. Integrating existing genomic databases into my repro-
ducibility modeling framework, I identify immunomodulators that increase
the fractional abundance of this state in primary PBMCs from healthy indi-
viduals in vitro.

My results demonstrate how single-cell approaches can reveal previously
unappreciated, yet important, immune behaviors and empower rational frame-
works for modulating systems-level immune responses that may prove ther-
apeutically and prophylactically useful.

This chapter is based on a published paper in BMC Genome Biology: “A Reproducibility-
Based Computational Framework Identifies an Inducible, Enhanced Antiviral State in Den-
dritic Cells from HIV-1 Elite Controllers.” [81] © The Authors 2018, reproduced with per-
mission.
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62 STUDY OVERVIEW

My collaborators and I have applied scRNA-seq to evaluate heterogeneity of
transcriptional responses of mDCs (CD14-, CD1 1cHi HLA-DRY) from three
EC individuals after in vitro exposure to a vesicular stomatitis virus G gly-
coprotein (VSV-G) pseudotyped HIV-1 virus or media control. We devel-
oped a broadly applicable strategy combining reproducibility-based compu-
tational analyses with targeted experimentation in order to resolve, charac-
terize, and modulate common response states across multiple donors (Fig-
ure 17). [ utilized tools developed by my group for single-cell data analysis, in-
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Across Samples/Patients Between Subsets Patterns Across Patients
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Figure 17: A generally applicable framework used to resolve, characterize and then
modulate response states across multiple donor sources. (I) Resolve the in-
dividual mDC subtypes and states that comprise the system under study.
(IT) Define putative functions for each and identify biologically meaning-
ful contrasts using existing databases. (III) Characterize patterns of dif-
ferential expression that are common across donors. (IV) Nominate po-
tential biomarkers and relevant cellular circuitry based on accumulated
knowledge. (V) Isolate and characterize interesting subsets. (VI) Validate
inferred regulators.

cluding FastProject [153] and my own scone [126] (Chapter 4) and scRAD
(Chapter 5) to identify reproducible response states, pathways, and biomark-
ers across multiple donors who share the EC classification.
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63 SHARED SUBSETS

In order to identify features of mDC innate immune responses to HIV-1 shared
across ECs, my collaborators performed scRNA-seq on PBMCs from three
ECs (“p1”, “p2”, and “p3”) exposed in vitro to either a VSV-G pseudotyped
HIV-1 virus or a media control for 48 hours (Figure 18). Stimulating PBMCs
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Figure 18: EC-only scRNA-seq study design. Left: Schematic representation of ex-
perimental system. After incubation with virus or a media control for
48 hours, mDCs were isolated from PBMCs by FACS and profiled by
scRNA-seq. Right: Violin plots of single-cell expression levels for ten
select genes for each EC donor (p1, p2, p3). Vertical lines represent indi-
vidual cellular values; the upper (gray) half of the violin shows the distribu-
tion of values for the media control and the bottom (red) shows the same

for virus-exposed cells.

mimics some of the critical physiological interactions that occur between mDCs
and other immune cell types, while the use of a VSV-G pseudotyped HIV-1
particles enhances mDC infection efficiency [154]. Given the potential bias
of viability sorting, which may discard dying DC undergoing viral stress re-
sponses, my collaborators sequenced two sets of plates, sorted and unsorted
based on LIVE/DEAD blue viability dye (Invitrogen, Carlsbad, CA, USA). Fol-
lowing incubation, collaborators sorted single mDCs and performed a SMART-

seq2 based scRNA-seq protocol [155].
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631 SINGLE-CELL EXPRESSION QUANTIFICATION

RNA-seq reads were aligned to the RefSeq hg38 transcriptome (GRCh38.2)
using Bowtie2[156]. The resulting transcriptomic alignments were processed
by RSEM to estimate the abundance (expected counts and transcripts per mil-
lion (TPM)) of RefSeq transcripts [78]. Several genes were quantified multiple
times due to alternative isoforms unrelated by RefSeq annotation. Before ex-
pression data normalization, these TPM estimates were summed to produce
a single TPM estimate per RefSeq gene symbol.

After estimating gene expression levels, I applied the scone [126] pipeline
to filter out single-cell libraries with poor alignment characteristics (“in silico
cell filtering”) and normalize the remaining data to minimize the impacts of
these characteristics on expression quantification.

632 DATA FILTERING

For each single-cell library, I computed transcriptome alignment and QC
metrics analogous to the oneslisted in Table 9. [usedthe scone: :metric_sample filter
function to flag libraries with

1. low numbers of aligned reads (< 28,840; Figure 19a)
2. low percentages of aligned reads (< 15%; Figure 19b)

3. low percentages of detected transcripts (< 33.4% of Ensembl GRCh38.80
protein-coding genes expressed at > 100 TPM in at least 10% of cells,
or “common genes”; Figure 19¢),

[ further identified 99 genes of candidate constitutive expression by fit-
ting a population-wide Fano factor as a linear function of mean TPV, select-
ing the 99 common genes with minimal fit residual. These genes covered
a range of 50.0-35,000 TPM. For each cell, we modeled a FNR curve, and
used the AUC to distinguish cells with poor detection properties (Figure 19d).
Viability-sorted mDC data exhibited only a two- to three-fold enrichment in
high-quality cells compared to unsorted cells, suggesting that incubated pri-
mary cells from HIV-1 infected donors represent a fragile source material
(Figure 20). Out of 2489 initial cells, only 393 (318 at 48 hours and 75 at 24
hours) cells passed this primary filter. Following cell filtering, genes were re-
tained for downstream analysis if they were annotated as protein-coding and
expressed at levels > 100 TPM in at least five high-quality cells.
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Figure 19: Distributions of single-cell sample (24 and 48 h) filtering metrics. Red lines rep-
resent adaptive threshold below which all cells (n = 2489) were removed
from further analysis. (a) Distribution of number of paired-end reads per
library. (b) Distribution of transcriptome read alignment ratio per library.
(c) Distribution of the fraction of common genes detected per library. (d)
Distribution of fit FNR AUC per library.

633 DATA NORMALIZATION

In order to normalize TPM data between cells, I applied the FQ normaliza-
tion method, restoring original zero values to zero following normalization.
This restoration step was necessary due to widespread zero-ties. I used nor-
malization metrics of the scone [126] package to assess performance of this
strategy.

The first three scores measure the correlation between the first three PCs
of the TPM matrix and the first three PCs of: i) the matrix of library-level
QC metrics, ii) the unnormalized matrix of TPM estimates for the negative
control, MSigDB “HSIAO-HOUSEKEEPING-GENES” gene set, and iii) the
un-normalized matrix of TPM estimates for the positive control, MSigDB
“REACTOME-INNATE-IMMUNE-SYSTEM” gene set. Following normal-
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Figure 20: In silico cell filtering. tSNE plots of (un-normalized) log(TPM + 1) expres-
sion, including all cells from 24 hours and 48 hours, HIV-1 and media ex-
posures, with or without viability gating. Points are colored according to
a 48 hour cells’ membership to clusters c1-c5. Various subsets are plotted
independently, including (a) All single-cell samples. (b) Cells that were
not sorted on viability. (c) Cells passing viability sorting. (d) Cells passing
in silico cell filter. Viability sorting tends to exclude cells from low-quality
clusters, enriching the fraction of cells passing the quality filter.

ization, the first two scores decreased while the third increased slightly, sug-
gesting that technical structure has been removed from the data while retain-
ing structure associated with the biological processes at hand (Figure 21a).

The three ASW scores were defined for i) biological class = donor ID x ex-
posure x time point x viability, ii) batch class = well plate batch, and iii) strat-
ified PAM clustering. Following normalization, the first two scores decrease,
suggesting that confounding by biological and batch factors could not be ad-
dressed by this normalization. However, the rise of the third score suggests
greater intra-stratum clusterability following normalization (Figure 21b).

The last two scores i) the median absolute RLE and ii) the variance of the
RLE IQR both decreased, implying reduced global DE following normaliza-
tion (Figure 21¢).

634 CLUSTERING ANALYSIS AND VISUALIZATION

PCA was applied to all filtered and normalized single-cell log-TPM data col-
lected at the 48 hour time point; consequent analysis was limited to the first
50 PC values explaining 32% of expression variance. Unsupervised k-medoids
clustering with the scRAD: : pamkd function revealed five distinct transcrip-
tional response states (clusters c1-c5; Figure 22a). Due to the high-dimensionality
of the underlying expression space, clustering was visualized using a two-
dimensional tSNE projection applied to the d = 7 Euclidean distance metric.
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Figure 21: Differences in scone metrics before and after FQ normalization. (a) Correla-
tion between the first three expression PCs and the first three PCs com-
puted across negative controls (Alignment QC metrics and housekeeping
genes) tend to decrease while correlations with the first three PCs across
positive controls (innate immune system genes) tends to increase. (b) The
ASW of biological condition (donor x exposure x time point x viability
sort) and the ASW of batch both decrease. However, the ASW of de novo
PAM clustering tends to increase. (c) The mean of cell-median RLEs de-
creases, as does the variance of the cell-IQR RLE decrease: both global
differential expression and differential expression variability is reduced.

Low-dimensional representation of normalized expression estimates with tSINE
illustrates how cells from each of the three EC donors span a common expres-
sion state-space: cells from different donors often share similar expression
profiles, forming mixed clusters; all but one state (c5) is observed in all three
donors.

After clustering, I applied linear regression to model each gene i’s log-expression
in cell j as a function of donor, exposure, and cell type:

E [log ]/ij] =+ ,Bf X donor]- + ‘Bf X EXposurej + ‘BIC x Cluster]' (38)

donor features were coded pl v. p3 and pl v. p2, exposure coded hiv v.
media, and cluster coded c1 v. c2-c5. Two-sided t-tests identified 131 and
14 genes that were significantly associated with donor and exposure, respec-
tively (Bonferroni-adjusted P-value < 0.01), while 1170 genes were signifi-
cantly associated with cluster contrasts. These numbers suggest that cluster
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Figure 22: scRNA-seq identifies five response clusters among EC mDCs. (a) tSNE of all
FACS sorted mDCs across three EC subjects passing quality filters (p1:
circles, p2: triangles, p3: squares). Virus exposed cells are outlined in red;
media exposed cells have no outline. Cells separate into five distinct clus-
ters (c1-5). (b) Stacked bar plot depicting the percentage of total mDCs in
each cluster for each donor under media and viral exposure conditions

identity is far more determinant of global gene expression than donor or ex-
posure.

Cluster proportions are themselves associated with donor and exposure
condition: for c1-c4, I modeled the relative abundance of cluster k as a logistic
model of donor and exposure:

logit (E [I (cj = k)]) = ag + bP x donor; + b° x Exposure; (39)

The fractional abundance of c1-c4 varied significantly (P < 0.05) across the
three donors and two exposure conditions. Among these, the c1 response
state was consistently enriched among virally exposed mDCs (P-value=8.5 x
10-°, logistic regression, Wald test) while ¢3 and c4 were more common among
media-exposed cells (P-value= 1.3 x 107# and 1.1 x 1075, respectively, logis-
tic regression, Wald test) (Figure 22b).

Donor p1 cells at 24 hours were assigned partial cluster identities by pro-
jecting their profiles into the first seven PCs of the 48 hours data. Follow-
ing projection, the 30 nearest 48 hours neighbors by Euclidean distance were
identified and used to assign partial memberships proportional to the mem-
berships of the neighbors. Similar, though less pronounced, fractional abun-
dance shifts were observed in these cells (Figure 23).
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Figure 23: Single-cell distribution at 24 hours in donor p1. Stacked bar plot depicting
expected percentage of total mDCs in each cluster for p1 at 24 hours under

media and viral exposure conditions.

635 QUANTIFYING VIRAL ABUNDANCE

Within the virus-exposed pl mDCs, I detected viral product primed from
adenine-rich regions in the pseudotyped HIV-1, allowing me to consider as-
sociations between cell intrinsic responses and viral sequences (Figure 24).
For each cell, viral abundance was quantified as a mean of RSEM TPM es-
timates for Gag and Pol gene segments?, given the even coverage observed
across those segments. I applied FETs to compare HIV-1 detection across
virally exposed subpopulations (excluding p1-specific cluster 5), but found
no significant trends: viral product was observed at comparable frequencies
across the four universal clusters c1-c4. Similarly, KW tests comparing gene
expression in HIV-1 positive and negative groups (all exposed cells) found no
significant intra-cluster variation. These findings as well as those in the last
subsection suggest that average virus-induced expression changes in the DC
compartment are well explained by shifts in the frequencies of invariant cell

types.

2 GenBank accession AF324493.
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Figure 24: Intracellular viral products can be captured with scRNA-seq. Alignment of
reads (reads in grey; histogram of reads in green) from pooled media or
virus-exposed p1 cells at 24 and 48 hours (top) to the viral sequence be-
tween the 5" and 3’ LTRs of the pseudotyped viral plasmid (bar at top, col-
ored by gene). Representative single cells are shown at bottom. Vertical
bars mark positions in the plasmid sequence where there are at least 18
adenines in a 30-base pair window.

64 REPRODUCIBILITY-BASED FUNCTIONAL ANAL-
YSIS

To further examine these five EC mDC response states, [ utilized FastProject
[153]: a software package for visualization and interpretation of scRNA-seq
data with reference to prior biological knowledge (Figure 25). I searched
GEO (https://www.ncbinlm.nih.gov/geo/) for all study entries matching the
query 11, utilizing the results to identify relevant expression signatures from
the MSigDB C7 collection. Signature inputs include the selected MSigDB
signatures, a curated signature of 28 [FN-response genes [151], and a pre-
computed cluster signature. I selected a few of the top signatures from my
FastProject analysis, considering the cumulative distribution of signatures

95



6.4 REPRODUCIBILITY-BASED FUNCTIONAL ANALYSIS

[Organism] AND [Data Set Type] AND [Sample Source]

“homo sapiens” “expression profiling by array” “dendritic cell”

NOT “mus musculus”  OR “expression profiling by’ OR “dendritic cells”
high throughput sequencing”

Table 11: GEO query parameters.
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Figure 25: Characterization of transcriptional single-cell response groups.  Left:
Schematic of signature database. The expression of a bulk sample of sim-
ulated DCs (S;) is compared to the expression of a mock control (M;).
Highly ranked up-regulated and down-regulated genes comprise the sig-
nature 0;. Middle: 0; is applied to all cells in the study and FastProject
identifies pairs of expression data projections and ¢; for which ¢; varies
coherently across the projection. Right: Coherent 0; values are binned by
cluster to nominate specific cluster contrasts as biologically meaningful.

across each of the five clusters. Two-sided Kolmogorov—Smirnov (KS) tests
were performed between the signature distributions of clusters in order to
monitor the extent to which these signatures discriminate the populations.
Coherently varying gene expression signatures identified by FastProject
frequently implicated c1 and c2 - but not ¢3-c5 - as responses associated
with elevated DC activation (Figure 26). The transcriptional behavior of c1
mDCs appeared more consistent with elevated innate antiviral activity, dis-
playing greater signature values for DCs exposed to viruses such as HIV-1 or
Newecastle virus. c2 was well distinguished by signatures of DCs stimulated
through alternative pathogen associated molecular patterns (PAMPs), such as
lipopolysaccharide (LPS) and R848, or by specific bacteria or parasites (Fig-
ure 26).
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Figure 26: CDF comparisons for single cells from each cluster identified in Figure 17
with FastProject gene signatures derived from MSigDB records of
GSE360 [157], GSE14000 [158], GSE22589 [154], GSE18791 [159], and
GSE2706 [160]. The single-cell signature value quantifies the extent to
which each cell is polarized toward a stimulated instead of unstimulated
expression state. Clusters with gene expression signatures more closely
mapping to the stimulated condition shift right, while clusters character-
istic of unstimulated shift left. Two-sided KS test P-values highlight sig-
nificant differences in these signatures between the first three clusters (c1,

n =220; c2,n = 26;c3,n = 35).
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641 DE ANALYSIS

Motivated by the biological relevance of signatures contrasting c1 and c2
against the remaining clusters, I tested each gene for DE between these two
populations and the pool of ¢3, c4, and c5 cells (“c3-5”). As in most experi-
ments involving non-model organisms, inter-subject biological and technical
variability poses a substantial confounding risk by systematically distorting
or exaggerating transcriptome-wide differences between groups. To address
this, I applied the KW-based DE module of scRAD (Section 5.4). I pooled
cells from donors p1 and p2 together because they had the fewest high-quality
cells: pooling them together increased average stratum power. IDR tools im-
plemented in the CRAN IDR package are designed to analyze only two repli-
cates, a limitation addressed by scRAD.

I compared this approach to DE effects estimated according to a more stan-
dard linear batch adjustment of log-expression in gene 7 in cell j:

E [log yi]'] =+ ﬁf X donor]- + ,Bf X CelITypej (40)

For each gene, I can estimate a separate offset, cluster effect (c1 v. ¢3-5), and
donor effects (p1 or p2 v. p3) to model the expression of that gene across all
cells in the study occupying the extreme clusters. 29% of the genes that are
called as significantly differentially expressed (adjusted P-value < 0.01) are
not reproducibly so (IDR < 0.01; Figure 27b). These genes are differentially
expressed, but they do not vary consistently across the two cell pools —i.e. a
gene may be differentially expressed in one but not the other. A gene could
also be differentially expressed in both pools, but the rank of the difference
varies substantially between pools.

On the other hand, only 8% of genes that exhibit reproducible P-value rank
fall below my significance threshold. The presence of more tests like this (i.e.,
a higher fraction) could suggest that the significance threshold is too stringent
or that there is an issue with the underlying null model used for computing P-
values. Beyond the small number of insignificant reproducible tests, the IDR
criterion appears to be stricter than the batch-adjusted significance criterion,
selecting a smaller set of tests with uniform results across replicate pools. The
IDR approach also appears to better emphasize aspects of clustering that are
reproduced over multiple donors (Figure 27b). In order to partition differ-
entially expressed genes (IDR < 0.01) into a “common” set from both clusters
(c1 and c2) and two cluster-specific sets, I used scRAD again, this time per-
forming meta-analysis to aggregate the DE results obtained independently
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Differential Expression: ¢1 v. c3-5 Impact of IDR filtering on PCA Clustering
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Figure 27: Batch effects in IDR analysis. (a) For each gene, comparison of IDR KW dif-
ferential expression criterion to linear regression f-test criterion, the lat-
ter adjusting for batch (donor) effect. Blue genes meet both criteria, while
green genes meet only the traditional criterion; IDR selection is generally
more conservative than the alternative. (b) Each point corresponds to a
subsampled PCA analysis. Low IDR (blue) and high IDR (green) genes
from (a) are subsampled 1000 times to maintain comparable expression
means across sets. An Euclidean cell distance metric is computed over
each set, filtering expression data to the top third of PC variance. ASWs
are computed for donor condition and cell type cluster condition; while
donor effects decline upon IDR selection, cell type differences improve.

clv. c3-5and c2 v. ¢3-5. In line with known pathway elements shared be-
tween the DC antiviral and bacterial and parasitic response pathways [149,
161], T uncovered 121 genes that were commonly up-regulated when com-
paring either c1 or c2 compared to ¢3-5 (Figure 28). Some of the remaining
differentially expressed genes from these two comparisons were partitioned
into three additional groups: i) c1-specific, for which a gene is called differ-
entially expressed in both c1 v. ¢3-5 AND ¢l v. ¢2 comparisons, but not
c2 v. ¢3-5; ii) c2-specific, which is analogously defined; and (3) “discordant”
for which genes are called differentially expressed in all three comparisons.
[ identified 103 genes that were uniquely called as up- or down-regulated in
cl or c2 relative to the remaining clusters (Figure 28). Genes preferentially
expressed by c1 include the interferon-stimulated gene (ISG) IFIT3, whereas
genes preferentially expressed by c2 encode molecules associated with endo-
cytosis and antigen presentation (e.g. LAMP3 [162], Figure 28), suggesting
different levels of activation or polarization between c1 and c2.
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Figure 28: Potential genes specific for c1 (cyan), c2 (orange), shared between c1 and c2
(white) or inconsistent across individuals (gray). Individual volcano plots
of negative —log, , (IDR) v. mean Ifc between clusters c1 and ¢3-5 (right)
and c2 v. c3-5 (left).
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6.4 REPRODUCIBILITY-BASED FUNCTIONAL ANALYSIS

A targeted analysis of the expression of 28 ISGs regulated by HIV-1 [151,
163] suggested that c1 displayed the most potent and coherent interferon-
induced transcriptional signatures (P-value=2.5 x 1077, two-sided KS test c1
v. ¢2; cl, n=220; c2, n=26; Figure 29). Given the large number of c1 cells
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Figure 29: CDF plot for an unsigned FastProject signature of (n = 28) ISGs. As
in Figure 26, clusters with stronger IFN stimulated gene signatures are
shifted right. KS tests show c1 has a significantly higher IFN signature
than c2 or ¢3.

at 48 hours, I additionally considered the expression modulating effects of
viral exposure on cells from that cluster. Due to the small number of cells
tested I imposed an additional reporting criterion of two-fold difference to
call genes in DE. Several canonical antiviral response genes were differen-
tially expressed between virus- and media-exposed c1 cells, highlighting that
stimulation-induced changes also contribute modestly to measured transcrip-
tional variation (Figure 30).

642 IPA

For each of the main three DE comparisons, I applied Ingenuity pathway anal-
ysis (IPA)3 [164] to the list of Ifc (pool mean) and IDR, setting a less restric-
tive cutoff of IDR < 0.05. The data set was used as the reference background
for P-value calculation and all experimentally verified mammalian associa-
tions were included in the analysis. IPA reported BH Q-values for canoni-
cal pathways enrichments and I performed my own Bonferroni P-value ad-
justment for all reported upstream analysis P-values. The analysis revealed

QIAGEN Inc,,
https://www.qiagenbioinformatics.com/products/
ingenuity-pathway-analysis
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6.5 REPRODUCIBLE BIOMARKER ANALYSIS
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Figure 30: Impact of HIV-1 condition on c1 cells. Volcano plot representing genes en-
riched in VSV-G pseudotyped HIV-1 v. media exposure conditions across
cells from c1: —log,, (IDR) is plotted against mean Ifc across the donor
pools. Genes differentially up-regulated in HIV-1 (right) or media control
condition (left) are highlighted in red and labeled.

that the gene set reproducibly differentiating c1 from c¢3-5 is enriched for
pathways related to DC maturation (BH Q-value=4 x 10-°), innate recog-
nition of microbes by pattern recognition receptor (PRR) (Q=8 x 1075), in-
terferon (Q=3 x 10~3) and toll-like receptors (TLR) signaling (Q=0.03, Fig-
ure 31). These pathway enrichments do not reach significance for c2. Several
molecules were associated with antiviral responses with enhanced activity in
cl (IFNG, IFNA, STAT1). Significant TLR activation (TLR3, TLR4) enrich-
ments were observed for c1 but not c2 (Figure 32). Overall, these observations
suggest that cl represents a subset of mDCs in an activated viral response
state that could potentially inform the effective innate antiviral immune re-
sponses observed in bulk mDC from ECs [151].

6.5 REPRODUCIBLE BIOMARKER ANALYSIS

To further study the c1 response state, I sought to identify putative markers
for prospectively isolating c1 cells after exposure to HIV-1 across ECs. [ used
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Figure 31: IPA Canonical Pathways analysis. Selected results for canonical pathways
significantly (BH QQ-value < 0.01) deactivated (blue), neutral (white: with
IPA z score; black: without z score), or activated (orange) in (a) c1 versus
c3-5. (b) c2 versus c3-5. (c) c1 versus c2.
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Figure 32: IPA Upstream Regulators analysis. Selected results for upstream regulators
significantly (Bonferroni-adjusted P-value < 0.05) deactivated (blue), neu-
tral (white: with z score; black: without z score), or activated (orange) in
(a) c1 versus ¢3-5. (b) c2 versus c3-5. (c) c1 versus c2.

the two reproducibility-based criteria for surface marker candidacy imple-
mented in the biomarker selection module of scRAD:

1. The surface marker must be encoded by a transcript that is reproducibly
up-regulated in c1 v. ¢3-5 (IDR < 0.01).

2. The transcript encoding the surface marker should be correlated with
sufficiently many genes, in a reproducible manner, across all donors
(Figure 33)

I generated a list of 74 candidate c1 mDC markers using this procedure
(Figure 34). Based on antibody availability, my collaborators selected five
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Figure 33: Reproducible gene modules across three ECs. Correlations were scaled to
Z-values with 0 median and MAD equal to 0.67. Only gene pairs with
|Z| > 2.4 in all three donor matrices were considered reproducible. 263
reproducible hub genes were called at P-values < 0.01 following Bonfer-
roni adjustment. (a) Hierarchical clusterings of the gene-gene correlation
matrix for hub genes across all three EC donors. Genes are clustered
by complete-linkage clustering on correlation distance. (b) Hierarchical
clustering of the median gene-gene correlation matrix. Reproducible hub
genes may be clustered into three modules (m1-m3).

104
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Putative c1 Markers
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Figure 34: Marker selection for cI-like cells. 74 genes (listed in box) were: i) differ-
entially expressed between c1 and c3-5, ii) reproducibly correlated with
other c1 genes across all three ECs profiled, and iii) predicted membrane
proteins. Candidate markers shown in green were selected for validation
by FACS.

proteins (FCGR3, FCGR1, CD274, ICAM1, SLAMES) to profile in mDCs by
flow cytometry 24 hours after infection with pseudotyped HIV-1. Among
these, both CD64 (FCGR1A) and PD-L1 (CD274) exhibited the most dramatic
and consistent virus-induced up-regulation among mDCs isolated from the
PBMC:s of the three ECs characterized by scRNA-seq, as well as those from
five additional EC donors (Figure 35a; P-value=7.8 x 10-3; two-tailed Wilcoxon
signed-rank test; n=8).

CD64 is an Fc-receptor for IgG [165], while PD-L1 has been implicated
in mediating the balance between T cell activation and immunopathology,
as well as immediate effector differentiation and long-term memory forma-
tion in T cells [166]. Importantly, high expression of PD-L1 has also been
found on tolerogenic murine mDCs in chronic lymphocytic choriomeningi-
tis virus (LCMV) infection [167] and in inflammatory lymph node-resident
mDCs from HIV-1 infected individuals [168]. Nevertheless, high expression
of [FN and inflammatory cytokines identified in my pathway analysis of c1
(Figure 31) and high CD86 expression levels on CD64H! and PD-L1H! cells
indicates that these cells are highly activated inflammatory DCs.

When collaborators analyzed mDCs based on surface expression levels of
CD64 and PD-L1 following viral stimulation, they observed two dominant
mDC populations: one CD64M PD-L1Hi and the other CD64°,PD-L1%° (Fig-
ure 35b).
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Figure 35: CD64 and PD-L1 enriched for highly functional cI-like mDCs. (a) Flow cy-
tometry analysis of either CD64 (y-axis, left panel) or PD-L1 (y-axis, right
panel) v. CD86 (x-axis) expression in mDCs from EC donor 1 (p1). Num-
bers above represent the percentage of CD64/PD-L1! cells (top right
gate; light blue) at 24 hours in media (gray) and VSV-G pseudotyped HIV-1
virus exposure (red) conditions. (b) Flow cytometry plots showing analy-
sis of CD64 v. PD-L1 expression on mDCs exposed to VSV-G pseudo-
typed HIV-1 for 24 hours, defining two populations: CDé64™ PD-L1M
(Hi; blue) and CD64% PD-L1M (Lo; green). Percentage in each gate is
listed above. (c) Radar plots representing relative similarities of each sub-
set (c1-c5) to population-level RNA-seq data from cells in the Hi and Lo
PD-L1, CD64 gates 48 hours after viral (solid line) or media exposure
(dashed line).

651 VALIDATION OF C1 POPULATION

We next applied population-level transcriptional profiling to mDCs sorted
on CD64Hi PD-L1Hi or CD640 PD-L1M° at both 24 and 48 hours post-viral
stimulation. As with the scRNA-seq data, I applied RSEM alignment and
sample-filtering procedures to population RNA-seq samples. Expression val-
ues for 6557 genes were normalized using RLE scaling normalization [169],
followed by a one factor qPC adjustment. A total of 576 of the DE gene sym-
bols from the c1 v. ¢3-5 comparison, were detected in population experi-
ments. Correlations were computed between sorted populations and FNR-
weighted means after 1oglp-transforming both data sets. Radar plot cycles
representing these correlations are presented on a min-max scale per bulk
condition (Figure 35c¢), revealing CD64Hi PD-L1H! gene expression profiles
dominated by the signature of the c1 and, to alesser extent, c2 response states.
mDCs sorted on CD645° PD-L1L° matched a mixture of ¢3-5, supporting our
conclusion that CD64 and PD-L1 co-expression enriches for c1 cells. Im-
portantly, while these two markers are predominantly associated with c1 re-
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sponses, they are not necessarily causally involved in inducing either pheno-
type.

6.6 FUNCTIONAL CHARACTERIZATION

Given the ties between strong antiviral activation and immune control of
HIV-1, my collaborators and I wondered whether the CD64Hi PD-L1Hi mDC
phenotype, common to ECs, was uniquely enriched within these individuals
and might be linked to common features of immune control against HIV-1.
While this phenotype was consistently and efficiently induced in HIV-1 ex-
posed mDCs from ECs, markedly lower proportions of it were observed in
HIV-1 exposed mDCs from chronic progressors (CPs) and healthy donors
(HDs) (Figure 36a). Correlating the fractional abundance of CD64Hi PD-L1Hi
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Figure 36: (a) Proportions of CD64M PD-L1M mDCs induced from multiple ECs
(n = 8), untreated CPs (n = 8), and HDs (n = 7) after 24 hours of cul-
ture in media or VSV-G pseudotyped HIV-1 (¥, P < 0.05; **, P < 0.01;
two-tailed Wilcoxon signed-rank test). (b) Left: Correlation between
the proportions of CD64" PD-L1M mDCs induced and clinical CD4" T
cell count. ECs (n=8) and untreated CPs (n=8) were pooled together (P-
value=8 x 1073, two-sided permutation-based P-value on Spearman cor-
relation). CPs were also considered separately (P-value=2 x 1072 (one-
sided)). (b) Right: Correlation between the proportions of CD64M pPD-
L1" mDCs induced and HIV-1 viral load P=3 x 1072 (two-sided) for
ECs and untreated CPs. P=6 x 1072 (one-sided) for just CPs. Diamond
and square points represent indeterminate viral loads of < 20 and < 50
copies/mL, respectively.

mDCs after HIV-1 exposure against clinical phenotypes, | observed a signifi-

cant positive association with CD4* T cell count across both CPs (one-sided)
and ECs+CPs (two-sided; P-value=2 x 102 and 8 x 1073, respectively; two-
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sided permutation-based P-value on Spearman correlation). Plasma HIV-1

viral loads, meanwhile, were negatively associated with percentages of CD64Hi PD-
L1Hi mDCs across all donors (P-value=3 x 1072, Spearman correlation two-
sided permutation P-value), with insignificant association in CPs alone (P-
value=6 x 1072, one-sided P-value, Figure 36b). These associations show that

a donor’s CD64Hi PD-L1Hi mDC fraction after viral stimulation tracks tradi-
tional biomarkers along a spectrum of HIV-1 control, suggesting that the abil-

ity to induce c1-like cells might be a useful biomarker of enhanced protective
immune responses against HIV-1.

Our collaborators sought to directly probe the association between the
induction of c1 responses and the enhanced functionality observed in bulk
mDCs from EC. They first examined the putative enhanced antigen presen-
tation and T cell activation abilities of the c1-like subset of mDCs by per-
forming mixed leukocyte reactions to compare my CD64,PD-L1 high and low
mDC subpopulations. In these experiments, the c1-enriched/CD64Hi PD-
L1Hi mDC population demonstrated superior ability to stimulate CD4* and
CD8* T cell proliferation relative to CD64°,PD-L1M mDCs across multi-
ple ECs (Figure 37a, P-value=1.6 x 10~2 and P-value=3.1 x 102, respec-
tively; two-tailed Wilcoxon signed-rank test; n=6). Similar results were ob-
served in assays conducted with T cells from ECs, where CDe64Hi PD-1,1Hi
mDCs were capable of efficiently stimulating the production of IFNy* in a
significantly higher proportion of autologous CD8* T cells as compared to
CDé64L0 PD-L1L mDCs (Figure 37b; P-value=3 x 10~2; two-tailed Wilcoxon
signed-rank test; n=5). Further, IFNy* CD8* T cells primed in the pres-
ence of c1-enriched/CD64Hi PD-L1Hi mDCs expressed significantly higher
levels of both the degranulation markers CD107a and TNFa (Figure 37¢; P-
value=1.5 x 1072; two-tailed Wilcoxon signed-rank test; n=7), mirroring the
polyfunctional cytotoxic T cell (CTL) responses observed in ECs [6, 7].

6.7 ADJUVANT SIGNATURE META-ANALYSIS

Given the possible therapeutic and prophylactic potential of c1-like DCs for
studies in non-EC populations with less efficient responses to in vitro viral
stimulation (Figure 36a), I sought to predict the common signaling pathways
involved in the acquisition of the c1-enriched/CD64H PD-L1Hi mDC phe-
notype. IPA results for c1 had highlighted several signatures of human DC
stimulation, including multiple components of several TLR signaling path-
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Figure 37: (a) Proportion of proliferating CD4" (left) and CD8* (right) T cells co-
cultured with the Hi and Lo sorted virus-exposed mDCs populations
(n = 6 donors). (b) Proportion of total [IFNy* CD8" T cells cultured with
the Hi and Lo sorted virus-exposed mDCs populations (1 = 7 donors). (c)
Scatter plots of proportions of CD107a*, TNF* (left) and CD107a*, TNF
(right) CD8" T cells cultured with Hi and Lo mDCs (n = 7 donors). Statis-
tical significance was evaluated using a two-tailed Wilcoxon signed-rank

test (¥, P < 0.05).

ways (Figures 31 and 32); thus, [ aimed to compare my single-cell expression
profiles to perturbed bulk expression data in order to determine which TLR
pathways were most compatible with the c1 signature v. ¢3-5.

RSEM and sample-filtering procedures were applied to population RNA-seq
data collected from DCs incubated for 48 hours with or without various TLR
ligands (no TLR, TLR2/3/4/8). Expression values for 18,482 genes were nor-
malized using RLE scaling normalization [169]. I used weighted correlation
to define, for every cell and every TLR ligand I tested, a stimulation score
which reflects the similarity between the a cell’s transcriptional profile and
the one induced by the ligand. I then scored each ligand by the extent to which
its respective stimulation scores in c1 cells are higher than in clusters ¢3-5
(using a KW test). Finally, using the differential signature analysis module in
scRAD, I combine the resulting P-values across donors. Notably, for this anal-
ysis [ used the Stouffer-Z P-value combination method since the number of
hypotheses (i. e. TLR ligands) is small, leading to instabilities in the IDR infer-
ence. My meta-analysis showed that c1 cells correlated most positively with
TLR3 stimulation via Poly I:C compared to the ¢3-5 (FDR < 0.01; Figure 38a),
generating the actionable hypothesis that triggering the endosomal double-
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Figure 38: (a) Volcano plot of meta-analysis —log (FDR) v. mean difference in
TLR stimulation score between c1 and ¢3-5. Scores are computed from
weighted correlations between single-cell profiles and transcriptional pat-
terns from human DCs after 48 hours of stimulation with media con-
trol (black) or agonists for either TLR2 (Pam, dark blue), TLR3 (Poly I.C,
green), TLR4 (LPS, orange), TLR7/8 (Gard, purple), or TLR9 (CpG, light
blue). Tests reproduced with FDR < 0.01 in both stratified analyses are
highlighted in blue. (b) Proportion of CD64™" PDL1! cells among mDCs
from PBMCs isolated from HIV-1-negative individuals cultured in the ab-
sence or the presence of VSV-G pseudotyped HIV-1, alone or in combina-
tion with TLR ligands (TLRL: TLR2L, PGNA, n = 11; TLR3L, Poly I:C,
n = 11; TLRA4L, LPS, n=8; TLR8L, CL097, n = 11). Statistical significance
was calculated using KW and Dunn’s tests (**, P < 0.01).

stranded (ds)RNA sensor TLR3 might selectively activate downstream path-
ways that synergize with innate viral sensing mechanisms to increase the frac-
tion of mDCs maturing towards a c1-enriched/CD64H PD-L1Hi phenotype.
To directly test this hypothesis, collaborators incubated PBMCs from sev-
eral HDs (n=7) — which do not spontaneously generate significant numbers of
cl-enriched/CD64" PD-L1Hi cells in vitro in the presence of VSV-G pseudo-
typed HIV-1 (Figure 36a) — with virus and different TLR agonists for 24 hours.
In contrast to the other TLR ligands tested, I observed that co-incubation
of mDCs with virus and Poly I:C led to a significant increase in the propor-
tion of c1-enriched/CD64H PD-L1Hi mDCs in PBMCs from healthy individ-
uals (TLR3L: P-value=0.0091, n=11; KW and post-hoc Dunn’s test; TLR2L,
TLRA4L, and TLR8L, not significant; n=11, 8, 11, respectively) (Figure 38Db).
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To explore the generality and therapeutic applicability of this adjuvant strat-
egy, we next examined whether we could couple the same TLR3 activation
with direct DNA-based targeting of the cytosolic innate immune recognition
machinery that senses viral DNA products [170] rather than use the virus it-
self. To address this, my collaborators incubated PBMCs from HDs or ECs
simultaneously with a TLR3 agonist (Poly I:C) and single-stranded (ss)- or
ds HIV-1 Gag DNA (ssDNA or dsDNA, respectively) encapsulated in poly-
meric nanoparticles. A similar delivery vehicle has previously been shown to
selectively activate cGAS- and STING-dependent immune recognition path-
ways, which are involved in innate immune sensing of HIV-1 during natu-
ral infection [171]. When we analyzed the fraction of mDCs differentiating
into c1-enriched/CD64Hi PD-L1Hi cells, we found that activation with either
ss/dsDNA or Poly I:C (TLR3 agonist) alone in PBMCs from HDs was less effi-
cient at inducing c1-enriched responses (P-value=7 x 1072, nano v. Poly I:C
alone; P-value=5 x 1072, nano v. ssDNA; P-value=1 x 1072, nano v. dsDNA;
two-tailed Wilcoxon signed-rank test; n=8; Figure 39, comparisons not high-
lighted).
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Figure 39: Proportions of CD64, PD-L1 cells among mDCs from healthy indi-
viduals (indigo) and elite controllers (olive) cultured in the absence or the
presence of Poly I:C and polymer nanoparticles loaded with ss or ds 100
nucleotide HIV-1 DNA (n = 8, HIV-1 negative individuals; n = 7, ECs).
Statistical significance was calculated using either two-tailed Wilcoxon
signed-rank test (black) or two-tailed MWW test (red) to compare dif-
ferences within or between donor groups, respectively (**, P < 0.01; ¥,

P <0.05).
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Combining both stimuli, however, significantly increased the proportion
of c1-enriched/CD64Hi PD-L1Hi mDCs in PBMCs isolated from HDs (P-value=1.6 x
1072 and P-value=3.1 x 1072 for ss- and dsDNA, respectively; two-tailed
Wilcoxon signed-rank test; n=8; Figure 39). Similar results were obtained
with cells from ECs (P-value=0.0469 for both ss- and dsDNA; two-tailed
Wilcoxon signed-rank test; n=7; Figure 39), with the notable exception that,
in ECs, exposure to dsDNA alone led to significantly higher levels of c1-like/ CD64Hi PD-
L1H mDCs relative to cells cultured only in media (P-value=3 x 10-2; Wilcoxon
signed-rank test; n=7; Figure 39, comparison not highlighted), suggesting a
heightened baseline predisposition of EC to respond to intracellular DNA.

In mixed leukocyte reactions, the CD64Hi PD-L1Hi mDCs generated from
HDs incubated with TLRL3 and nanoparticles containing gag dsDINA stimu-
lated greater proliferation in CD4* and CD8* T cells compared to the CD64-°,PD-
L1 mDCs from the same assay (P-value=3.5 x 10~2 and P-value=3.1 x 1072,
respectively; two-tailed Wilcoxon signed-rank test; n=6), suggesting that ad-
juvant induced CD64Hi PD-L1Hi mDCs in HDs are highly functional antigen
presenting cells like their EC counterparts (Figure 40).
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Figure 40: Proportion of proliferating CD4* or CD8" T cells after culture with Hi or
Lo mDC from a HD stimulated with TLRL3 and nanoparticles containing
gag ssDNA (*, P < 0.05; two-tailed Wilcoxon signed-rank test, n = 6).
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6.8 REPRODUCIBLE DIFFERENTIAL SIGNATURE ANAL-
YSIS

To identify additional nodes for rationally modulating the acquisition of the
cl functional state, as well as to examine the general applicability of the IDR-
framework for uncovering putative regulators of c1’s (or any other state’s) in-
duction, [ again applied the differential signature module of scRAD; in this in-
stance, due to limited public availability of human perturbation data, I turned
to a published data set of the transcriptional effect of ~200 transcription fac-
tor and signaling molecule perturbations in LPS-stimulated mouse DCs — a
pathway that is highly conserved with humans [149, 161].

Publicly available and normalized nCounter population data were mapped
to unique human homologs, log-scaled and centered. Correlation-based sig-
nature scores were computed as in the TLR analysis above for each shRNA
experiment. [ applied the scRAD: : kruskalIDRm analysis as in the DE anal-
ysis, defining IDR < 0.05 as my threshold for calling differential signatures. I
ranked the perturbations by the degree to which they reproducibly favored
the generation of one or more (here, c1) responses over others (here, c3-5).
The resulting meta-analysis nominated several putative regulators for modu-
lating the fractional abundance of c1 mDCs in response to a virus or virus-like
stimulation (Figure 41a).

Among my top positive regulators of c1 was TBK1, a recognized signal me-
diator that is activated downstream of multiple innate immune sensing path-
ways at the convergence of the organelle-associated adaptors MAVS, TRIF
(downstream effector of TLR3, TLR4), and STING (effector of the intracellu-
lar DNA sensor cGAS) [172-174], some of which were previously detected in
my IPA Upstream Analysis (Figure 32). Notably, the cGAS-STING pathway
is known to play a key role in the recognition of cytoplasmic HIV-1 DNA in
myeloid cells, including those from ECs [151, 170], and cGAS itself (MB21D1)
was up-regulated in c1 cells (Ifc=1.9, IDR < 0.05). To evaluate whether sig-
naling through TBK1 significantly contributes to the maturation of mDCs
into the c1-enriched/CD64Hi PD-L1Hi subset in ECs, my collaborator added
BX795, a TBK-1 antagonist, to PBMCs from ECs at the time of viral addi-
tion and examined the impact on mDC responses. As shown in Figure 41b,
inhibition of TBK1 during viral exposure led to a dramatic and significant
abrogation of the induction of the c1-enriched/CD64Hi PD-L1Hi mDC pop-
ulation in ECs (P-value=2.0 x 1073; two-tailed Wilcoxon signed-rank test;
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a. shRNA Analysis: b Elite Controllers
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Figure 41: (a) Volcano plot of —log (IDR) in upstream regulatory score between
cl and ¢3-5 based on single-cell correlations with shRNA-perturbation
profiles from mouse DCs stimulated with LPS for 6 hours (adapted from
Chevrier et al. [149]). The net effect (activate, inhibit, both) of each pertur-
bation is denoted by color (red, blue, gray, respectively), as is its breadth
(size). (b) Proportions of CD64M PD-L1H cells among EC mDCs cul-
tured in the presence or absence of virus and DMSO (control, magenta)
or BX795 TBKI1 inhibitor (cyan; 1 = 10). Statistical significance was cal-
culated using a two-tailed Wilcoxon signed-rank test (*, P < 0.05)

n=10), suggesting that TBK1 is a key driver of the acquisition of the c1 phe-
notype in mDCs and validating the promise of my computational framework.

69 CONCLUSIONS

In summary, by studying elite immune control of HIV-1 infection across donors
that are linked by a common enhanced immunity, I identified an mDC re-
sponse state that displays gene expression features consistent with profound
functional activation and heightened antiviral activity. This subset of mDCs,
enriched among cells expressing the surface molecules PD-L1 and CD64, is:

1. induced more efficiently in ECs than in HIV-1 CPs or HDs after in vitro
viral exposure

2. associated with both higher CD4* T cell counts and lower HIV-1 viral
loads
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3. more effective at stimulating T cell proliferation in vitro

4. more efficient atinducing HIV-1-specific polyfunctional cytotoxic CD8*
T cells

All of these are canonical correlates of antiviral immunity in EC [175]. By
leveraging scRAD to re-examine publicly available transcriptome data sets, |
identified key regulatory molecules and adjuvants for modulating the acqui-
sition of this functional mDC response state in the general population, with
potential therapeutic and prophylactic implications. This example illustrates
how scRAD tools can be applied to a wide variety of common scRNA-seq anal-
yses and derive robustness from a reliance on multiple donors.

The heterogeneity of mDC responses identified in my study should invoke
recent work by Villani et al. [71] that describes at least four subsets of circu-
lating mDC in HDs. Interestingly, my c1-mDC response state shares impor-
tant characteristics with the DC4 (CD11c*tMHC-II*CD1C-CD141-CD16%)
subset described in that work, exhibiting its characteristic antiviral signature
as well as reproducible up-regulation of all five published marker genes [71].
Given the dissimilarities between cohorts and experimental conditions, fu-
ture studies will be required to fully elucidate the functional and transcrip-
tional relationships between these mDC groups and their ontogeny.
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DONORS WITH HETEROGENOUS PHENOTYPES

/1 INTRODUCTION

To conclude my dissertation I will summarize findings from an ongoing anal-
ysis in partnership with collaborators!. My collaborators have performed
scRNA-seq on tot<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>