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A B S T R A C T 

Functional chunks can not only reveal the structure of a sentence and the relation among chunks but also 
play an important role in understanding the meaning of a sentence. Therefore recognizing functional 
chunks is a sub-field of Natural Language Processing, which can effectively improve the performance of 
syntactic parsing. This paper proposes a Tibetan functional chunk classification that provides the 
foundation for functional chunk recognition. To test the feasibility of the proposed theory, we observe the 
distribution of Tibetan functional chunks in our corpus. Statistics reveals that our classification is 
satisfactory; it is able to describe sentence structure comprehensively. Then we establish a functional 
chunking model based on Conditional Random Fields (CRFs). After selecting appropriate features, a 
couple of experiments have been conducted. The F1 score achieves 82.30 by employing extended features. 
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Tibetan functional chunk recognition 
using statistical based methods 

Lin Li 
Qinghai Normal University 

Congjun Long 
Chinese Academy of Social Sciences 

Weina Zhao 
Qinghai Normal University 

 

1   Introduction 

Syntactic parsing has been a goal of Natural Language Process (NLP) for a long time. To 
reduce the difficulty of syntactic parsing, chunking (shallow parsing) is widely applied in various 
NLP systems such as information retrieval and machine translation. Early on Abney (Abney 1991) 
designed and implemented an English chunk recognition system, and proposed a chunk 
classification as well. CoNLL-2000 set chunking as a shared task, which has significantly promoted 
research on chunking (Sang 2000). To acquire more useful information, functional chunk recognition 
has been proposed (Drabek & Zhou 2001).  

Functional chunk recognition aims to reveal sentence structure and acquire semantic 
information by recognizing the main functional chunks in a sentence. In the past decade, functional 
chunking has attracted much interest. Most previous work adopts machine-learning methods 
including HMMs (hidden Markov models) (Freitag & MacCallum 2000), CRFs (conditioned 
random fields) (Sha & Pereira 2003; Li 2000; Li et al. 2013; Kang et al. 2015; Wang et al. 2015), 
SVM (support vector machines) (Bie et al. 2008). To improve the performance of statistical methods, 
increasing linguistic features are applied in chunk recognition (Yao et al. 2007). However, the study 
of Tibetan functional chunking is not as prosperous as English or Chinese. 

In this work, we defined a Tibetan functional chunk classification in the view of 
computational linguistics, and propose a CRFs based model, which can identify functional chunks 
effectively. The overall F1 score reaches 82.30.  

2   Tibetan functional chunking 

2.1 Classif ication of Tibetan functional chunks 

Although there is a well-established categorization of English chunks as a CoNLL-2000 
shared task, the functional chunks discussed in the present work are different. We distinguish ‘chunks’ 



Li et al.: Tibetan functional chunk recognition using statistical based methods 

 69

per se from ‘functional chunks’. Without the consideration of a larger context, a word sequence may 
be recognized as a ‘chunk’ on the basis of its internal structure. In other words, chunks are defined by 
a bottom-up method; however, ‘functional chunks’ are defined by a top-down method. A word 
sequence qualifies as a functional chunk on the basis of its position in context, with its category 
determined by grammatical relations. Functional chunks are normally longer than chunks and their 
structure is normally more complex. 

We focus on building up a functional chunk classification that is beneficial to further Tibetan 
functional chunking. We believe that a functional chunk should satisfy two conditions: (1) finiteness, 
each word of a sentence should be classified into a functional chunk; (2) linearity, each functional 
chunk of a sentence should be non-overlapping. According to these two principles, we define 7 types 
of Tibetan functional chunks (Li et al. 2013). A Tibetan corpus is annotated according to our 
classification, and the distribution of functional chunks is shown in Table1. Furthermore, the 
annotated corpus will be used to test our functional chunk recognition method later in this paper. 
The corpus consists of Tibetan simple sentences chosen from textbooks, technical books, and novels.  

 

Functional Chunk Label Count Percentage

Subject S 3934 18.32%
Predicate P 5336 24.86%
Object O 2836 13.21%

Adverbial D 2689 12.53%
Complement C 908 4.23%

Syntax Marker M 4745 22.10%
Independent I 1020 4.75%

Total 21468 100%
Table1. Distribution of Tibetan functional chunk in our corpus 

 
Because all the following work in this paper is based on this classification, we discuss the 

distribution of functional chunks a bit more. Our corpus consists of 4,611 sentences (39,824 words) 
and the distribution of functional chunks in this corpus shown in table1. These statistics show that 
our classification is able to cover most of the functional chunks found in Tibetan text, and their 
distribution is as follow: (1) subject, predicate, and syntax marker account to as much as 65%; (2) the 
proportion of object and adverbial is 25%; (3) the proportion of complement and independent 
element is relatively small, which is less than 9%. For instance, the following Tibetan sentence is 
annotated by our classification. In this work, we adopt the Tibetan POS and TAG system developed 
by Long and Liu (Long & Liu 2016). For instance: 
 
Tibetan:[ཁྱོད་/rh]{S}[ཀྱིས་/wa]{M}[འདི་Ȩར་/rd]{D}[Ɏས་/vo]{P}[ན་/c]{X}[རང་/rhགི་/wgགནས་བབ་/ng]{S}[ཇེ་ȱག

ས་/a]{C}[ལ་/ub]{M}[གཏོང་/voʁིད/va]{P}[།/xp]1 

 

                                                 
1 In the example sentence, meaning of POS tag is as follow: rh is pronoun, rd is adverb, vo is verb, c is conjunction, ng 
is noun, a is adjective, ub is auxiliary. 
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English: [you]{S}[like this]{D}[do]{P}[if]{X}[your situation]{S}[worse]{C}[may get]{P} 

If you do something like this, your situation may get worse. 

2.2 Tibetan functional chunking annotation system 

We take functional chunking as a sequence labeling task, therefore we adopt an improved 
start/end label collection named T, T={B-S, I-S, E-S, B-O, I-O, E-O, B-D, I-D, E-D, B-C, I-C, E-
C, B-P, I-P, E-P, B-M, I-M, E-M, B-X, I-X, E-X, XP}. The first part of a tag means the location of 
a word, and the second part is the functional chunk type of this word. For instance, B-S means that 
this word is the first word of the subject chunk.  
 
Tibetan: [ཁྱེད་རང་/rhགི་/wgཁང་པ་/ngདེ་/rd]{S}[ཐོག་ས་/ngགʀམ་པ/mའི་/wgགʀམ་ཀླད་Ȉོར་གཉིས་/m]{O}[རེད/vl]{P}[།/xp] 
 
English: [Your room number]{S}[302]{O}[is]{P} 

Your room number is 302. 
 
For the convenience of functional chunking, a sentence can be labeled as shown in Table 2. 
 

No. Word POS Label
1 ཁེྱད་རང་ rh B-S
2 གི་ wg I-S
3 ཁང་པ་ ng I-S
4 དེ་ rd E-S
5 ཐོག་ས་ ng B-O
6 གʀམ་པ m I-O
7 འི་ wg I-O
8 གʀམ་ཀླད་Ȉོར་གཉིས་ m E-O
9 རེད vl B-P
10 ། xp XP

Table2. Tibetan functional chunking sample 

3   Tibetan functional chunking model 

3.1 Statistical based functional chunking model 

Conditional Random Fields (CRFs) (Lafferty 2001) are a class of conditional probability 
models, which can overcome the labeling bias problem of MEMM (maximum-entropy Markov 
models). CRFs have been widely used in Natural Language Processing tasks such as word 
segmentation and part of speech (POS) tagging, named entity recognition, chunking, etc. A number 
of practices have proved that CRFs are an excellent choice for sequence-tagging (Blaheta 2004), 
therefore we build up a functional chunking model using CRFs. 

CRFs define conditional probability distributions p(Y|X) of label sequences given input 
sequences. Given an input sequence X=x1x2x3…xn (xi presents a word and its POS tag) and a label 
sequence Y=y1y2y3…yn (yi∈T, T is the set of functional chunk tags), a CRF of (X,Y) is specified by a 
local feature vector f and a corresponding weight vector λ. Each local feature is composed of a state 
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feature s(y,x,i) or an edge feature t(yj-1,yj,x,i), yj-1 and yj are labels, x is an input sequence, and i is an 
input position. Hence, a CRF defines the conditional distribution as follow: 

(ݔ│ݕ) ߣ_݌  = exp (ߣ ∙ ,ܻ)ܨ  ( (ܺ) ߣ_ܼ)/( (ܺ
where                       ఒܼ(ݔ) = ෍(ߣ ∙ ,ݕ)ܨ ௬((ݔ  
 
,ܻ)ܨ  ܺ) = ෍ ௝݂(ݕ௝ିଵ, ,௜ݕ ,ݔ ݅)௡௜ୀଵ  
 
F(Y,X) is a global feature vector, f is a local feature vector, and Z(x) is a normalization factor. As a 
result, recognition of all functional chunk of X is a process of seeking for the optimal output sequence 
Y, which can be expressed as the following equation: 
 ŷ = (ݔ|ݕ)ఒ݌ݔܽ݉݃ݎܽ = ,ݕ)ܨߣݔܽ݉݃ݎܽ  (ݔ

3.2 Features 

Theoretically, CRFs could achieve better performance with plentiful features. However, 
experiments show that too many features could not only increase the complexity but also prolong the 
training and testing process of CRFs (Sha & Pereira 2003). Therefore it is an important step of 
functional chunking to build up an optimal feature template. We classify the features that could be 
applied in functional chunking into two categories: conventional features and extended features.  

3.2.1 Conventional features 

The conventional feature set contains lexical words and their POS tag only. wi donates the 
input token and pi is its POS tag, i is the relative position, for instance, w0 is the current token, w-1 is 
the left word of wo and w1 is the right word of wo.  

3.2.2 Extended features 
We introduce three types of extended features into our chunking model. They are number of 

syllables, predicate verbs, and word position (Huang & Zhao 2006). The feature of number of 
syllables can provide the chunking model with rich information about functional chunk internal 
structure. Also, the predicate verb of a sentence can comprehensively reflect the sentence structure 
and grammatically framework in Tibetan. Jiang ( Jiang 2005) proposes that Tibetan verbs can be 
divided into 12 categories and establishes correspondence rules between predicate verb and sentence 
structure. Therefore, we provide the chunking model with the predicate verb as information. 

Word position originally refers to the relative position of a character that forms a word in 
Chinese. Instead, here word position means the relative position of a word in a functional chunk. The 
feature of word position is a quantitative feature that contributes to identifying functional chunk 
boundaries. 

We represent word position with the annotation set T2={B, I, E, U}, B denotes the first word 
of a functional chunk, E donates the last word, I is a word internal to the functional chunk, and U 
refers to the one unique word constituting a functional chunk by itself. The word position ݐ௝ ∈ ܶ2 of 
word wi is defined as follow. 



Himalayan Linguistics, Vol 15(1) 

 72

௪ܲ೔൫ݐ௝൯ = ,௜ݓ൫ݐ݊ݑ݋ܿ ∑௝൯ݐ ,௜ݓ) ௝)௧ೕ∈்ଶݐ  

,௜ݓ)ݐ݊ݑ݋ܿ  (௝ݐ)௝)  denotes how many times the word wi occurs at the position tj. We specify that if ௪ܲ೔ݐ > 0.7, then tj is its main word position; otherwise we consider wi to not have a main word 
position. We count ௪ܲ೔(ݐ௝) of each word in our corpus and the result is shown in Table3. 
 

Word Position Amount Percentage

B 911 22.05%

I 311 7.53%

E 538 13.02%

U 1444 34.96%

Total 3204 77.56%

Table3. Word position distribution 

 
The feature of word position can provide the model with effective information, due to the 

statistics show that as much as 78% words have a main word position. An annotation set T32 is 
adopted in our work to provide our chunking model with word position information.  

Take [ཉིན་མཚན་/ngགྱི་/wgȮོད་ཚད་/ng]{S}[ཁྱད་པར་/ngཆེན་པོ་/a][འȭག/ve] as an example to illustrate our 
features. When we apply both conventional and extended features into functional chunking, the 
annotation result is shown in Table4.  
 

Word POS NOS WP1 WP2 WP3 WP4 PV TOPV Label 

ཉིན་མཚན་ ng 2 BL IL EL UH འȭག ve B-S 

གིྱ་ wg 1 BL IH EL UL འȭག ve I-S 

Ȯོད་ཚད་ ng 2 TT TT TT TT འȭག ve E-S 

ཁྱད་པར་ ng 2 BL IL EL UM འȭག ve B-C 

ཆེན་པོ་ a 2 BL IL EM UL འȭག ve E-C 

འȭག ve 1 BL IL EM UL འȭག ve B-P 
Table4. Functional chunking annotation Sample 

 
In table4, NOS means ‘number of syllables’, WP means ‘word position’, PV means ‘predicate verb’, 
and TOPV means ‘type of predicate verb’.  

                                                 
2 A tag of T3 contains two parts: one is the word position, and the other is the probability of the word position. For 
instance, BH means a word has a high probability (100%, 70%) applied at the beginning of a functional chunk, BM 
means a medium probability (69%, 50%) within a functional chunk, and BL means a low probability (49%, 0%) 
locating at the ends of a chunk. And if a word does not have a main word position it will be labeled as TT. 
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4   Experiment and results 

4.1 Data and evaluation measures 

The CRF++ package3 allows us to apply a large number of features in functional chunking. 
We manually build up a Tibetan corpus based on the functional chunk classification discussed in 
Section 2. We conduct a couple of functional chunking experiments using these language resources. 
Our corpus contains 4611 sentences (39824 words) that can be divided into 21468 functional chunks. 
In the experiments, we randomly choose 4000 sentences as training data from the corpus, and we 
use the remaining 611 sentences as a test set. As the CoNLL-2000 shared task did, we evaluate the 
performance of the Tibetan functional chunking model we proposed using precision (P), recall (R), 
and F1 measure. These evaluation measures are defined as follow: 

 ܲ = ௥௘௧௨௥௡݇݊ݑℎܥ௖௢௥௥௘௖௧݇݊ݑℎܥ × 100% 

 ܴ = ௔௟௟݇݊ݑℎܥ௖௢௥௥௘௖௧݇݊ݑℎܥ × 100% 

1ܨ  = 2 × ܲ × ܴܲ + ܴ  

 

Chunkall is the total number of functional chunks in the test set, Chunkcorrect is the number of functional 
chunks correctly recognized by our model, and Chunkreturn is the number of functional chunks 
recognized by our model. 

4.2 Results 

4.2.1 Baseline experiment 
We take the model based on conventional features as a baseline in our work. The result of the 

baseline experiment offers an evaluation criterion for further experiments. The result of the baseline 
experiment is shown in Table5. 

 
Functional 

Chunk 
P R F1 

Functional 
Chunk

P R F1 

C 70.77% 66.19% 68.40% D 72.78% 78.95% 75.74% 
M 94.50% 95.72% 95.11% O 61.95% 78.01% 69.06% 
P 82.50% 87.82% 85.08% S 71.25% 83.65% 76.95% 
I 68.42% 48.45% 56.73% Overall 74.60% 76.97% 75.30% 

Table5. Result of baseline experiment 

 

                                                 
3 http://cefpp.sourceforge.net 
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 The overall F1 on test set is 75.30%, which proves that our choice of CRFs to identify 
Tibetan functional is practical. The result shows that the F1 of syntax marker (M) chunk substantially 
exceeds the overall F1. The reason why our model recognizes M well is that the structure of M is 
simple and Tibetan syntax markers form a closed set. The model performed worst in recognizing 
independent (I) chunks, because of their low frequency and the structural complexity of complements 
in our corpus. 

4.2.2 Combined conventional feature experiment 
We only employ word and POS as unigram features in the baseline experiment. We propose 

Template A that adds bigram features and combined features into the Template Baseline in this 
experiment. The bigram features bring state transition information into our model. The combined 
feature refers to the feature composed of word and POS together. We believe that the combined 
feature can provide our model with rich information.  

 

 
Figure1. Result of baseline experiment and combined feature experiment 

 
According to the result in Figure1, we find that the overall F1 of Combined conventional 

feature experiment has been improved to 81.50%. Yet, combined features bring too many features 
into our model, which leads to the experiment becoming time-consuming. Therefore, we only keep 
the bigram feature in the remaining experiments, leaving aside the combined feature. 

4.2.3 Extended feature experiment 
We incorporate each extended feature to our model separately, and observe its effects on the 

model performance. The results are shown in Table6. 
 

Extended feature P R F1
Baseline 74.60% 76.97% 75.30

Number of Syllable 80.47% 80.47% 80.47
Word Position 83.91% 81.58% 82.53
Predicate Verb 84.31% 80.91% 82.30

Table6. Results of extended feature experiment 
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By applying the extended features to the model, the model has achieved varying degrees of 
improvement. The F1 has been improved 6% on average; the results are listed in Table7 in detail. 

 
Functional 

Chunk 
Baseline 

Simple 
Features

Word 
Position

Number of 
Syllable

Predicate 
Verb 

C 68.4 70.99 70.77 73.59 72.31 
D 75.74 85.84 89.16 85.92 85.26 
M 95.11 96.01 95.09 95.64 95.74 
O 69.06 83.97 83.61 84.58 87.65 
P 85.08 87.73 88.51 87.76 87.83 
S 76.95 86.95 87.37 87.79 88.475 
I 56.73 59.04 63.22 59.6 58.82 

Total 75.3 81.5 82.53 80.47 82.30 
Table7. Results of experiments adopting extended features 

4.3 Analysis of results 

Functional chunking based on CRFs has advantages in recognition speed and precision, yet 
it still commits some mistakes. In this section, we summarize and analyze these mistakes, which can 
benefit future research. Almost all mistakes fall into the following categories: 

4.3.1 Subject and object boundary and type recognition mistakes 
The basic word order of Tibetan is subject, object and verb. In most cases, the subject is 

immediately adjacent to the object in a sentence. Furthermore, normally there is no obvious syntax 
mark between subject and object.  

 
Our recognition result: [མར་/ng Ȱོག་/q འདི་/rd Ȅ་མ་/q གʀམ་/m]{S}[ཏག་ཏག་/d]{D}[རེད་/vl]{P} 
 
Standard recognition result: [མར་/ngȰོག་/q འདི་/rd]{S}[Ȅ་མ་/q གʀམ་/m ཏག་ཏག་/d]{O}[རེད་/vl]{P} 
English:Have just 10 jin ghee. 
 
The recognition result is a typical type of mistake of our model. The model does not 

distinguish the object from the subject. We speculate that this kind of mistake can be attributed to 
two causes: (1) the similarity of subject and object structures; (2) the lack of an obvious mark between 
these two functional chunks. 

4.3.2 Complement chunk recognition mistakes 

The proportion of complement chunks is comparatively small in our corpus. Moreover, the 
constituents of the complement chunks are similar to adverbial chunks. As a consequence, the model 
is inclined to identify complement chunks as adverbial chunks, like the result of example.2. 

 
Our recognition result: [ʈ་ས/ns འི་/wg བོད་ཟས་/ng]{S}[ཧ་ཅང་/d ཞིམ་མོ་/a]{C}[འȭག/ve]{P} 
 
Standard recognition result: [ʈ་ས/ns འི་/wg བོད་ཟས་/ng]{S}[ཧ་ཅང་/d]{D}[ཞིམ་མོ་/a]{C}[འȭག/ve]{P} 
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English: The Tibetan food in Lhasa is very yummy. 

5   Conclusions 

One solution for Tibetan functional chunking is presented in this paper, which mainly 
includes the following: (1) proposal for a Tibetan functional chunk classification; (2) establishing a 
functional chunking based on CRFs; (3) explore and introduce effective extended information into 
the model. We conduct a couple of experiments, and acquire an overall F1 of 82.30.  

Comparing with similar work in Chinese or English, the recognition performance shown in 
this paper is still weak. On the one hand, the disadvantage is caused by the limitation of corpus size. 
Therefore, we plan to accumulate more Tibetan text with annotation in the future. On the other 
hand, introducing more useful features could be helpful to improve the model. 
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