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' EXPERIMENTAL TEST OF THE AS = AQ RULE IN
LEPTONIC DECAYS OF NEUTRAL K MESONS*

Bryén R Webber, Frank T. Solmitz, Frank S. Cf-awfbrd, Jr.,
. and Margaret Alston-Garnjost )

Lawrence Radiation Laboratory
University of California’
Berkeley, California 94720

June 4970

We report the final results of a study of the time distribution of de-

cays of neutral K mesons produced in the reaction K+ p ~ K% + n. We

present independent results based on 81 electronic. and 38 muonic decays.

Combining these with 133 ambiguous events, we find for the AS= -AQ

parameter x the value Re(x) = 0.25

+0.07
-0.09"

Im(x) =0.00+0.08. This value

lies about.2.5 standard deviations away from the point. x=0, and to this

extent our experiment suggests a violation of the AS = AQ rule. In the

course of ‘an investigation of background processes, we identify and mea-

sure the rate of the radiative decay KS-> 11'+1r"y.

I. INTRODUCTION
In 41958, Feynman and Crelil-Mai'ln1 proposed
an empirical rule for weak interactions which
has become known as the "AQ = AQ" rule. They
considered a weak interaction Hamiltonian vﬁt'h
a current-current form
H .= ._THJ-::+ Jl 1, (1)
and split the current up into no‘nstrange had-
ronic, strange hadronic, and léptonic parts:
JH:NH+ SH+ LM. (2)
The rule is cohcerned, then, only with the
strange hadronic current Sp.” and statesvthatfhe
strangeness of this current is equal to its-
charge, which is +1. Thus the operators_S“ and
S;E can connect only hadronic states whose
strangeness and charge differ by the same
amount; that is, YSM({OI‘ SL) induces AS=AQ=+1

(or -1) transitions.

The rule was originally proposed to account
for the observation of the cascade decay
E__-’An—, A~ ¥, _ (3)
instead of the direct transition

B ~oar (4)
for if there existed a current S! with S=-0Q=-1,
then the term S'TS would induce the transition

(4), for example, via a A\’ intermediate state:
v <vn1r—|S'TH!A) (AIS;IET) # 0. (5)

Study of the hadron currents in nonleptonic

processes such as (4), however, is complicated

by our ignorance of strong-interaction dynam-
ics. 2 This compliéation is greatly reduced in
the leptonic decays of strange particles, inwhich
the relevanttermsof H are S LJr and ST L,
' weak R T
since the leptonic current is very well under-

stood. Thus good quantitative tests of the



AS=AQ rule did not become possible until the
acquisition of large numbers of strange-par-
ticle leptonic decays. Table I shows the status
of the rule in these processes, prior to our ex-

periment.

Table I. Tests of the AS = AQ rule.

Process AS/AQ lg's/gsl " Current
=t . n£+v_ -1 1'<0'20 Y and A .
=" > nf v 1.

Kt oafete v -1 A

+ + - +- <0.23 i
K -7 mewv +1 ) dominates

0 + - _

K “_ﬁv -1 0.24%+0.07 pure V
K »ng"y +1

Inthis ’tab'lve, frepresentsa 1epto§1;(e_ or p)and gg
and ggarethe coupling constants ofthe AS=AQ
current SH and the AS= -AQ current S'p.‘ respec-
tively.. One may separate-these currents into
their: vecdtor and axial vector parts; and the .
last-column of the table shows which' part .con-
tributes in each p’r'ol_éess.; The K°£3 decays pro-
vide the only test of the AS = AQ rule for a- .
pure vector current. .
Since 1963, when the Cabibbo theory4 was
' introdﬁced, the AS=AQ rule has been a basic
tenet of weak interaction theory. Cabibbo
proposed that the hadronic weé.k currents are
the charged members of an octet representa-
tion of the higher symrﬁetry group SU(3).
Then the strange currents transform .under
SU(3) like K+ and K~ mesons, and, in partic-
ular, they have S =Q=%1. We see from the

Gell-Mann-Nishijima formula
Q=1 +45, - (6
where I, is the th.ir‘d component of the isospin,

~ that a current with S=-0Q =%1, on the other '

hand, has I3 =+3%/2, and cannot he a member

of an octet. Thus a violation of the AS = AQ
rule would be evidence of currents belongiﬁg
to other SU(3) multiplets. In view of this,
suggestions by previous experirnen’cs5 of a v
violatiqh in the Koﬂ3 decay.s, as indicated in
Table I, are of great interest. Our exper-
iment was undertaken in order to shed more
light onthe validity ofthe rule in these decays.

We obtained Ko mesons by. exposing the
25-inch Lawrence Radiation Laboratéry hydro-
geh bubble.chamiber to a K~ beam with momenta
in the r.ange 310-to 430 MeV/c. In a total of.
1.3 million pictures, we found about 18000 re-
actions of the ‘Eype Kp—~ R’n followed by a
viéible'decay of the neutral K meson. Most of
these are 1r+1r- decays, but we have found 252
events in which ‘t‘he' decay is leptonic or radi-
ative: neutral K - Trie¢v'v, niva, or min Y-
In 119 of these events the decay is definitely
leptonic, and we regard the remaining 133 as
completely ambiguous between the leptonic and
radiative decay hypvotheses. Using these 252
events, we are able to test the AS = AQ rule
with an vaccuracy comparable to that of any
previous individual experiment. Our results
may be ‘ivnterpreted as .giving a value of
l‘g”s.'/gsl of 025?88; . Although we do not
regard this result as conclusive evidence of a
violation of the rule, it does provide support
for previous indications of a violation.

Our test of the AS=AQ rule was based on
a study of the time distributions of the leptonic
decays. .If f is the amplitude for K’> ™ + ety
(AS = AQ) and g'.is that for ROovrn +etdw
( AS = -AQ), for a particular fiﬁal- state con-

figuration, then the time distribution of elec-

tronic decayjs of an initial K’ state is given by7
2 2. -\
Te(x;q,t);%lfl,[|1+x| e st

+ !1-xlze-)\Lt

-2 {2Im(x) sin &t
+q(1~|x|2) cos 6t} e-%()\S+)\L)t], (7)

where q is the charge of the electron, x is the

ratio g/f, g and \1, arc the Kg and K, total

~y




-,

{

decay rateé,' and & is fhe mass diffex_'ehce
m(Ks)-m(KL). 8 If the amplitude ratio x is
approximately independent of the final-state
configuration, we may take E.qv. (7) to expr.ess.
the time distribution sﬁmmed over all config-

urations, with £ |2 now r‘epr‘eséntingb an inte-

" grated intensity, weighted by our detection ef-

ficiency for each configuration.

After further éssurnptions, which are dis-
cussed in full in Ref.:9, the time distribution
of the muonic decays may also be shown tovbe
of the form given in Eq (7), with new param-
eters f''and x' corresponding to f and x. If
there is no significant induced scalar interac-
tion in the muonic decay process, then x' = x.

Clearly, the AS = AQ rule.requires.

x = x' = 0. Conservation of CP in the decay

process would imply Im(x) = Im(x') = 0.

II. EXPERIMENTAL PROCEDURE
A. Scanning and Selection of Candidates

The 400—MeV/c K~ beamvat the Bevatron,

whichwas used for this experiment, has beenfully
described elsewher_e;io By'movemenfof our tar-
get, and by use of a beryllium beam degrader, we
were able to obtaindata inthe K™ momentum
range 310 to 430 MeV/c.; However, 75% of the
data were takenin the range 370 to 410 MeV/c.
Typically, our bubble chamber pictures con-
tained about six K~ and two background tracks.
The background consisted of pions, muons, and
some electrons. Sincethe backgroundtracks had
practically minhimum ionization, they were easyto
distinguish from ;che_'K-tracks, whichhad 2.6

times minimum ionization.

The appearance of & leptonic neutral K de-
cay in our phqtogfaphs is characterized by a
zero-prong and a V. The pictures were there-

fore scanned for V's. If both a V and a zero- _

- prong were found, the event was measured on

a Spiral Reader or Franckenstein automatic
measuring machine, and we used the kinemat-

ics fitting program SIOUX to attempt four-

constraint (4C) fits to K° a_nd A production, and
two-body decay. If the confideﬁéfa level for the
K° ‘fit was less than 5% 10_4 and the V was not -
identified as a A décay during scanning, fits to
all three-body K-decay hypotheses were tried.
If the confidence level for any of these was
greater than 0.02, thé event was called a three-
body K° decay candidate and was remeasured .
oﬁ a Franckenstein measi_n.ljing machine.

Pictures in which the scanner recorded a

V but no zero-prong, and did not definitely

identify the V as a A decay by ionization or
stopping of the posiﬁve track, were carefully
rescanned for zero-prongs and measured if
one was found. _

Ir} about 99, of dur pictures, there was a
A% and: two or more zero-prongs, nof_le of which

was clearly associated with another event.

. After measuring a sample of these, we found

that in 43% of them we could thain more than
one R® production énd three-hbody-decay fit, in
Whicﬁ the same V was associated with differént
zero-prongs. Since the resolution of such am-
biguities is likely to depend on the distance of
the V from the various zero-prongs, this could
give rise to a bias iﬁ the decéy-time distribu-
tions. = We avoided this possibility by rejecting
from our set of candidates all those in pictures
containing extra zero-prongs not clearly as-
sociated with othér events. In this way we ob-
tained those K°'s which were associated with

a unique production vertex, but fitted only the
1Cc K° production and three-body-decay hypo-

theses.

B. Geometrical Cuts _

In o_fder to eliminate time-dependent B
biases from our sample of tbree-body decay
/candidates, we applied the following geometri-
cal selection criteria. Complete discussion of
these criteria and their effects may be found .
in Ref. 9. ‘

We removed time-dependent biases asso-

ciated with the finite size of the visible region



of the bubble chamber by placing the boundaries
of the fiducial vohﬁn_e 8.5 cm from the top and
bottom windows of the chamber, and at least 6
- em_from the other limits of the visible region.
The most serious bias of this kind arises from
a loss of momentum resolution for short decay
tracks, 1 and we fpund from Mo;ite Carlo
studies that such an effect becomesv significant
only when the projected length of a decay track
is limited to less tﬁan 5 cm by the finite size of
the chamber. We therefore required the dip
angles of the decay tracks to be less than 55
deg_; in conjunction with the fiducial \}olurne,
this criterion ensured that the projected lengths
were not limited to ‘less than 8.5 cot{55 deg) =6
cm. ’

To refnove the scanning bias against events
with short neutral tracks, we rejected a candi-
date if the decay vertex, projected onto the av-
eragé plane of thé' camera views, lay inside a
rectangular region extending 3.5 mm ahead of
the productibn vertex, 2.5 mm behind it, and
1.75 mm to each si_de.‘ These dimensions were
based on a stﬁdy of the same bias in a sample
of 5000 decays of the type Kg — 7 1 .. '

We rejected events in which the opening
angle of the V was less than 2 deg or gre‘ater
than 170 deg. This cut removed a large num-
ber of conversion electron pairs, and also
most ofthose pictﬁres in which the V was nof
the decay of a .r'xeufljal particle, but rather the
decay or small- angle scattering of an incoming
charged particle: . .

C. Elimination of. Background

Very large numbers of potential back-’
ground events were eliminated by the prelim-
inary selection criteria and geometrical cuts
discussed in Secs. I A and B, for reasons that
should be clear from that discussion. Never-
theless, at this stage of the analysis we had
758 leptonic decay candidates, of which less
than half were expected to be true leptonic de-

Most of the other events were Ks—’ TT+TT—

cays.

decays which for _séme reason failed the 4C K°
production and two-body decay fit. We removed
nearly all this background by means of the fol-
lowing three cuts. We discuss later the effects
of our cuts on leptonic decays.

{(a) We made 1C fits to K° production and
two-pion decay, .in which first one and then the
other pion wés considered unmeasured. Clearly,
an otherwise good two -body decay with one bad
pion track shéuld'gﬁe_ a good fit when the bad
trackis not used. f.-r Furfhermore, in sucha fit the
initial momentum and direction of the 'unmea-
sured pion are ré(I:.onstructed by __;pomenfum con-
servation from the other track»s,\ and, if the bad
track had a small decay or scattering kink, it
should still lie close to this reconstructed di-

v The apprﬁpriatg criterioh,of ""close-
AB, where

rection.
"o : =
ness'' is the quantity F Pt ﬁ.fit
Pgit is the reconstructed momentumi, Cﬁfiﬂt is
the corre5ponding velocity, and A0 is the space
angle between the measured and reconstructed

initial directions of the track. 12

In our exper-
iment all except 0.5 of the Coulomb scatterings,
and all the decays, on the f)ion tracks should
give values of F less than 2200 (MeV/c) deg.
We therefore rejected all events giving a fit of
this kind with confidence level greater. than
1.5% 10" > and ‘F‘les:s than 2200 (MeV/c) deg.

(b) To remove most of the radiation de-
cays, we made a 1C fit to K° production and
1r+*'rr—y decay. Unfortunately, muonic decay
events have a tendency to fit this hypothesis,
because of the similarity of the pion and muon
masses, so we could not simply reject all
events for which a fit was ébtained. However,
the great majority of radiative decays produce
a photon of Vexjy‘ low momentum in the center-
of-mass frame, Whéreas‘the neutrino spectru.rn. '
in muonic decay is expecte_d to appfoach zero
at low momenta. We therefore compromised
by rejecting events of which this fit had a con-
and a c.m.

This

fidence level greater than 1.5X 10-3

photon momentum less than 50 MeV/c.

[




left a small numbér"c;f fadiati_ve decays with
photons of higher momentum, for. which we had
to correct our leptonic decay distributionvs.
The calculation of this correction is discussed
in Sec. IIIA. -

(¢) A significant number of t{avb-pion de-
cays failed the normal fit for rn‘ore‘than éne
reason, giving rise to '"second-order' back-
ground. Tfle principél sourcés .offhese events
were (i) 1r+_1r_ decays in which both decay pions
Coulomb scattered, (ii) K°'s. produced radi-
atively o% after K~ scattering and decaying to
TT+TT'—Y or to min followed by pion scattering,

(iii) 'rr+7r-y decays followed by pion scattering,

and (iv) 'rr+'rr_yy decays. We expect less than

three events of these‘types to have decay pho-
tons with c.m. momenta greater than 10 MeV/e,
or pion scattering -With F[sée/(a)vabove] greater
than 376 (MeV/c)__deg. We therefore made a
special fit in which we increased the errors on
the tracks of the V, to take into account the
possible emission of 10-MeV/c photons in the
decay and a subsequent scattering with F =376
(MeV/c) deg. This 3C fit was to the two-pion
decay of a neutral K ébming from the direction
of the zero-prong;v we did not use the momen-
tum or direction of the beam track, so second-
order background events with a bad beam track
or radiative production vertex should also gi‘}e
a good fit. We rejécted all events giving a con-
fidence level greeater than 0.1 for this special
fit. In view of the large kinematic overlap be-
tween this cut and the preceding two, we es-
timate that less than 1.5 second-order back-
ground events should remain after the applica-
tion of all three cuts. '

. Having made the above éu’cs, we were left
with 452 candidates;, which we éxamined on a
scanning table. 4We could thén make a number
of cuts which depended in part on the results
of this examination. .

(d) Ohe-_constrain_t fits were madeto the two-

bodydecayofall or neutral K of unknown origin.

An event was rejected if it gave a confidence
level greater than 5X 10—4 and the appearance
of the V was consistent §vith the corresponding
interpretation. This cut eliminated two-body '
decays in which the beam track measurement
was bad, the prodﬁétion process was radiative,
or the ﬁeutral particle scattered or interacted
in flight. It also eliminated two-body ''wall -
Vs, " that is, de‘cays of neutral particlés
produced outs.id_e. the visible region which were
mistakenly associated Qvith a zero-prong in the
picture. ’ ) :

(e) The tracks of the V were interpreted
as electrons, if thi‘s was consistent with their ‘
ionization, and the in'variant mass of the pair
was calculated. Iftiﬁ.s was less than 140 MeYV, the
event was rejected.: This cut removed y-ray
conversion pairs, and also vdecays of the forms
0

0 0 + - o, t -
K= °m®, %> e’e’yand A= nn®, %> e ey,

' s_ (f) In some events, it could not be def-
initely established by inspection that both par-
ticles in the V were moving out from the ver-
tex. This raised the possibility that the V was
the decay of an incoming muon, or the decay or
elastic séa’ctering of ‘an incoming charged pion.
When a V appeared to be consistent with one of
these hypotheses, we calculated the missing
mass at the vertex with the appropriate track
reversed, and, for the v and p decays, re-
jected the event if the square of this lay within
four standard deviations of a correct value

[0 for the pion decay and the range 0 to (105
MeV)2 for the mu'Qn decay]. For the pion scat-
tering hypothesis, we also required the re-
coiling proton to be invisible [missing momen-
tum squared within four standard deviations of
the range 0 to (80 MeV/c)Z] before rejecting
an event. ‘

We bélieve that cuts (a) through (f) cover
all significant sources of backgrouhd in our
experiment. 13 The decay mode neutral
K- 'n'+'n'_1r° is kinématiéally quite distinct from

the leptonic decays and gives rise to no back-



ground. In a sample of 1.6X 105 pictures, we
made a search for three-body wall V's, which
miéht give spurious leptonic fits with unasso-
ciated zero-prongs. in the same picture. In
this. sample, there were 29 wall V's inside our
decay fiducial volume. For each wﬁll V, we
simulated an unassociated zero-prong by mea-
suring a beam track associated with a real
event in the same picture. None of the com-
binations of zero-prong plus wall V é'urvived
our selection criteria for leptonic decayé.

We have studied the effects of cuts similar
to those discussed nabov.e on 3616 simulated

leptonic decays, generated by the Lawrence
14

Radiation Laboratory program PHONY.
This program reduces Monte Carlo events to
sets of coordinate points, simulating the out-
The K~ and

K° distributions of the Monte Carlo events

put from a measuring machine.

were deduced from the real KS—>1r+1r‘ events
at the beam momenturn setting at which we
took most of our-data. For the decay distri-
butions, we assumed AS = AQ and used the
standard current-current interaction matrix
element, setting the form factor ratio £ equal
to zero for the n'.luoni_c' decays. We found that
about 50% of the simulated events were re-
jected. Those remaining showed no biases in
their decay-time distributions, and gave good
agreement with the AS= AQ rule when anal-

yzed By the methods discussed in Sec. III B.

D. Identification'of Leptons

We have been able to identify the lepton in
119 of the 252 events remaining after the se-
lection procedures described in the previous.
section. Of the identified leptons, 32 were
e+, 49 e, 14 p+, and 24 p . .‘ v
' We identified 78 of the 81 electrons aﬁd
25 of the 38.r/ﬁ'.;10ns by comparison 6f»tvrav.ck
densities during scanning-table inspection of
the events. A corvhput'er program was used to
predict the projected relative ionization for

each mass hypothesis for each track, at the

beginniﬁg and end of the measured.track seg-
ment in each of the three camera views. If
these predictions were judged to be consistent
with the obseerved event for only one decay
hypothesis, the event was considered to be
identified.

If a lepton could not be positively identified
by inspection, we considered the event to be
completeiy ambiguous between the leptonic and
nmy decay hypothéses. We made no use of
kinematic confidence levels in identifying
ev_ents, ‘b_ecause we: found evidence from sim- v
ulated events that the resolution of kinematic-
ally similar hypotheses, such as -rr+p_v,v L p+v,
and 1r+-rr—y, depénds on fhe distance between the
zero-prong and the V, and ‘hence on the time
of flight of the neutral K.. We therefore chose
tg.méke no fesolutions on the basis of kine-
matics, rather than to introdﬁce a time- ‘
dependent resolution function based entirely on
a Monte Carlo simulation. .

It is clear that leptonic tracks of small
projected length cannot be identified, because
their ionization cannot be oBserved with suffi;
cient precision. We believe, however, that the
minimum projected length of 6 cm (4 cm on the
sc.a.nning table) provided by our fiducial-volume

and dip~angle cuts is sufficient to eliminate aﬁy

significant bias of this kind, and, indeed, the

results of our analysis are not significantly af-
fected if we make these cuts more restrictive.
In 3 electronic and 13 muonic decays,
identification was made with the help. of infor-
mation other than track density. Sources of
and decays and comparison with curvature tem-
plates for mudhs, The probability of obtaining

information of these kinds does depend on the

position of the decay vertex in the bubble cham-

ber. However, in view of the small number of
events identified in these ways, we do not be-
lieve that this effect gives rise to a significant

bias in the time distributions. Indeed, if we

. o 15
information were 6-ray momenta for electrons,

-




make no use of i.nfcfma;tion other than track
density, and treat tthe 16 events as unidenti-
fied, the results of our‘analysis are not signi-
ficantly affected.

As a final check that our lepton 1dent1f1ca-
tion procedures do not introduce biases, we
héve performed an én_‘alysis in which we treat
The re-

sults are consistent with those of the full aﬁal—

all 252 of our events as unidentified.

ysis discussed in Sec. IIIB.

An important feature of our selection cri-
teria and methods of lepton identification is
that they are all char.ge symmetric. The num-
bers of identified pcsitive and negative leptonic
decays therefore i)rovidé infcrmation, as well
as the shapes of the decay-time distributions.
Furthermore, the pr4ed1cted time distribution of
the amb1guous events.is: .proportional.te. .the sum
of the positive and, negative-leptonic- decay -time
distributions, corrected for the expected ‘n'+1r Y
contamination, wh1chwe dlscuss in Sec. IIIA In
Sec. III' B, we describe howtheseifacts are used.

inthe maximu.tn-likelihood analysis of our data.

IIT. ANALYSIS AND RESULTS

A. Correction for Remaining Background

. As discussed in Sec. II C, the principal
background remainiﬁ'g after our cuts consists
of radiative two-pion decays with c¢.m. photon
momenta greater than 50 MeV/c. ' These events
cannot be satisfactorily removed from our
sample of ambiguous events because they are
kinematically very s_.imilar to muonic decays,
so we have had tc apply a correction based on
theoretical predictions of the number and dis-
tributions of radiative decays. We estimate
that other sources of background contribute
less than two events with the KS lifetime and
about 0.5 with the K

lifetime. We have not

L

~corrected for these events.

To compute the correction for radiative
two-pion decay, we assume that this process

occurs only though inner bremsstrahlung of

the mode KS—> s

ported by earlier experimental data

This hypothesis is sup-
6 and by
our own, which we discuss at the end of this
se‘cﬁon. The inner bremsstrahlung spectrum
has been calculatéd‘, 17 and leads to the pfedic;

tion

T(Kg—>m ta v k) 50 MeV/c)
= (2. 56 10° ) T(Kg > 27y, (8)

where k is the_photon momentum in the overall
c.m. system. _

- Since the 1r+'rr__Y decays should ha\}e the
same time distribution as the 'rr+1'r— decays, the

predicted number of 1r+1r_y decays is given by

€
-3
= (2.56%X10° )e—l n,. - (9)
27 ‘
Here €,  is the efficiency of any set of cuts

that r_emo{res all background and scanning
biases from our sample of nin decays, and

n 'isbthe observed number o6f such decays

A

after these cuts; € "is the efficiency of our se-.

lection criteria for leptonic decays when ap- 4
plied to 1T+1T—Y decays, that is, the probability
that a ‘IT+TT_Y decay will satisfy all these criteria
and be included in our sample of 252 events.

' 2 and €2
real and simulated 7 n decays to a set of cuts

To evaluate n , we subjected
designed to climinate all background and scan-
ning biases:. For uniformity, we rejected
events having a decay-track dip angle greater
than 55 deg or less than -55 deg, as we did
with the leptonic decays. We found n, = 12 833
o 66%. This low ef-

ficiency was due almost entirely to the dip-

after these cuts, and €

angle cut, which removed 34%. of the simulated

wta” decays. o ,
We_lapplied selection criteria similar to

those described in Sec. II to simulated -rr+-rr~y

= 0.65.

ably higher than the estimate‘d‘ efficiency for

decays, and foAuhd € This is consider-

true leptonic decaYs (about 0.50), since the

- high photon momentum makes T|'+1T~Y decays

with k »50 MeV/c less likely to be rejected as

_possible 1r+11_ background.



Sinée some of our selection criteria in-
volve scanning-table examination of the event,
we were unable to estimate € with great pre-
cision from simulatéd events, which could not,
of course, be so examined. Howeyer, after
varying our as sumptidns about the importance
of scanning information within reasonable
limits, we are confident that our estimate of
€, is accurate within 5%; which is more than
adequate for calculating the required correc-
tion to our data. e

The predictea number of background TT+1T-Y
decays in our sample of 133 ambiguous events

is now given by Eq. (9):

ny =.34.4 events. (10)

In Sec. III B we discuss how this number is
used to make a correction to the likelihood
function in thé maximum-likelihood anal‘ysis.
We expect a small but significant nurnbe‘r
of kinematically unémbiguo’us 1r+11_-y decays in
our experiment, since we find, from further
_analysis of simulated evénts, a probability
Cu = 0.457 that a‘ﬁ,+1r_y decay will satisfy all
our selection criteria, have only three-body
'decay fits, and have a confidence level for the
w e vy fit that is greater than 2% and more than
50 times that of the second-best fit. - This
leads to a predlcted: number nyu of unambigu-

ous n+1r-y decays, where

.- €
= (2.56X 10 2) Y n =7.6 events. (11)
e 2T
: 2%
The background of leptonic decays in this
sample should be'less than 0.3 event.  In fact,

we find 10 events which are.unambiguous, ac-
Both their c.m.

photon momentum and decay-time distributions

cording to the above criteria.

are in good agreement with those of simulated
Ko~ 'n'+1r-y decays, generated with an inner
: bremsstrahlung distribution and subjected to
'the same cuts. These 10 events therefore pro-
vide additional exper1mental support for our °

: hypothe51s that oo Y decay occurs only through

“in Eq. (8).

this process.’ 'They.giVe a value for the decay

rate for k> 50 MéV/-jc,I
. + - v
T(Kg=>m 7 y; k>50 MeV/c)

- (3321.2)x 107> (12) -

which is in agreeméht with the prediction given

. + -
T(KS-’TT T ),

e

The error includes an estlmated
20% uncertalnty in EYu.

B. Max1rnu1n—L1ke11hood' Analysis

1,2, and 3 show

The histograms in Figs.
the time distributions of the positive leptonic,

negative leptvonic,. and arﬁbi_guous decays in the
9 .

sec.  There were 12
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interval from 0 to 10
additional decays at times greater than 410
séc. We have made a maximum-likelihood
analysis of the electronic, muonic, and ambi-
guous decay-time distributions in terms of the
parameters x and x' defined in Sec. I In
this analysis we have used events at all decay
times, but our results are in fact completely
ihsensitive to the distribution of the 12 events
not shown in_the'his_tograrns. The solid and
broken curves in Figs.
e,

Consider first the identified electronic de-

1, 2, and 3 are ex-
plained in Sec. '
cays. The likeliticod of a given value of

x,gie(x) is simply the probability that, if x

truly had this value, the distributions of these

events would be as we observed them. Sup-

‘pose that in ’che 1th event we looked at an inter-

val of proper t1me from t to t ax’ and ob-

served a decay with electron charge q1 at time
tl, For every event in our sample, the un-

w4

cértainty in the decay time is less than 12%,
and we neglect it. -First, given that the elec- Y
tronhad charge A qi, the differential probability
that the decay should occur at time ti is

'1

max

T, (xq t)/S‘ T‘(x q' t)dt,

S min

wh1ch is normalized to the interval t in to

tlm (w1th constant detection eff1c1ency)smce



s
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4

the decay was actually observed in this inter-
val.” Furthermore, the probab1hty that the
LlCCtl on should have charge q » rather than

-q , in a decay in this interval, is

- i
max max
S‘i r (x;ql,t)dt/S‘ [T+, 4T (x5- 1,8) ] dt
t e . vtl e’ e _
min ’ min ’

since our selection ér;d,identification proce-
The likelihood

function is then the product of these two factors

dures 'are”ch'arge- symmetric.
for every identified eleetr'onic decay:

%é(xh - - . (43)
1 .

max
5. . [T‘(x +1 t)+l"(x, 1,t)]dt
t .

i
min
A contour plot of .this function in the x com-

plvex plane is shown in Fig. 4. We have drawn
contours at likelihood.values exp(-%nz) relative
to.the likelihood peak, for n =14, 2,3,4, and 5.
The location of th‘e peak is shown by the solid
circle. If the errors in Re(x) and Im(x) were
Gaussian and uncorrelated, the contours shown
would be righ’c ellip:see of constant separation,
representing numbers of standard deviations
from the peak. We see that this is approx-
imately the case for small n, so our result for
the 81 identified electronic decays may be writ-

ten

+0.40 +0.410

Re(x) = 0.30_ ~ 12’ Im(x) 07 0.08’ (14)

where the errors in Re(x) and Im(x) are essen-

tially uncorrelated and represent one-standard-

deviation limits. ' '
We treated the identified muonic d_ecayé in’

the same way, defining the likelihood function

for x' as
7\-’ 38 . - T (x";qi,ti)
L) = . (15)
i=1 t : )
max
S L (x' +1 t)+T(x’ -1,t)]dt
i '
min

. sure their common value.

where T‘H(x’; q,t) is the time-dependent rate of
decay for muon charge q, corresponding to Eq.
(7). A contour plet of this likelihood function
is shown in Fig.s 5, and gives as our result for.
the 38 identified muonic decays

+0.13 | , +0.20
—0.4g Tmx1)=-0.12 47

As in-our result (14) for the electronic decays,

Re(x') =0.19 (16)

the errors in (16) are'essentially uncorrelated

and are one-standard-deviation limits.

The results (44) and (16) are ¢learly con-
sistent with the hypothesis x = %', which corre-
sponds to .a negligible contribution of the induced
scalar interaction in both the electronic and the
muonic decay mede‘s.,
thesis, then both (14) and (16) may be regarded

as measurements of the parameter x, and we

If we make this hypo-

may combine them to obtain the likelihood con- .

tours shown in Fig. 6, which give

Re(x) =0.23+0.09, Im(x) = 0.04+0.08,"

[ ]

from the 119 identified leptonic decays.

- The hypothesis that x and x' ax.‘e equal also .
allows us to use the émbiguous{fev-ents to mea-
However, our sam-
ple of 133 ambiguous events is expected to con-
tain 31.4 _‘rf_lv—-rr-y-.decays, discussed in Sec. IIT A,
so we must apply a correction for these back—
ground events in the likelihood function. The

corrected function has the forna18

¥ 133 P(x;+4, £ +P(x; 1, ti),+fc(;;)exp(;xsti)
(x) = d ' -

»

T

i=1 'max
[P(x;+1,t)+P(x; - 1,t) +fc(x)exp(-)\-st)] dt
1i’lnin . (18)
where P(x,q, t) is the unnormahzed d15tr1but1on
b
P(x a:0) = 4T 0 q,t)/lfl —11+x| o +|1 12e L
__(>\ 2,0t
[ZIm(x)S1n6t+q(1 le2)c0s6t] S L

(19)

and fc(x) is the correction function

31.4 J‘:[P(g;+1,t)+ P(x;-1,t)] e(t)et

£ ( :
®=33314 [ exp(Agt) e(t)at

= 0.309 Q(x), : (20)
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where €(t) is the geometrical efficiency func-
tion for our experi'ﬁent:, which is shown in
Fig. 7., The correction depends on x because
we wish to keep the vfra'ction of 1'r+1r-y decays
constant at 31.4/1'3_3,' while allowing x to vary.
Performing the integraitions i.n Eq. (20), we "
find

Ox) = 2(1+x| +24 6|1 x12 4 100 Im(x). (21)

Using the cdrrespond1ng ‘correction in the like-
lihood function (18), we obtain from the 133
an1b1guous events the result

+0.17
-0.20°

A contour plet of the likelihood is shown inFig.
8. Combining this likelihood with those for the

identified events, wevobtain the plot in Fig. 9.

Re(x) = 0.32+0.12, Im(x) = -0.27 (22)

The corresponding value of x, determined from
all 252 events, is ‘

+0.07
-0.09°

We stress aga1n that thlS result unlike (14) and

Re(x) = 0.25

(16), is meamngful only if x = x', that is, only
if the contributions made by 1nduced scalar and
pseudoscalar 1nteract10ns are negligible in both
the electronic and the muonic decays. This is
not well established. but the results for our
identified events are consistent with this hypo-

thesis.

C. Consistency T-é‘sts '

A maximum-liKelihood analysis giveé the
relative likelihood. of various values of the
parameters being rheesured, but does not indi-

" cate whether any of these values gives a good
fit to the data. If the éarameterization of the
time _disfributiohs in terrﬁs of x is entirely in-
appropriate, then even our most likely value of
x, given by Eq. (23), gives a bad fit to these
distributions. We vinvestig’ated this possibility
by making the following three tests of the con-
sistency of our data with the parameterization
used. ' .

1. x2_ test of the time distributions
The predicted time distri‘butionsA of the

im(x) = 0.00+0:08. . . (23)

positive leptonic, negative leptonic, and un-

identified decays are, respectively,

"dn_'_ o - :
_-a-'- (xt) = N, P(g;,-1,t)e(t),

'dno . v

rre (fi:fc) = Nu‘[P(X;+1,t) + P(x; -1,t)

+ fc(x) exp(-)\st)] €(t),-

where €(t) is the éeometrical effieieney, shown
in Fig. 7 “and N and N are normalization
constants We_ normahze to the observed num-
b‘ers of 1dentified and_unidentified ever_lts; since
the iselection and;_identification procedures were
charge Asymmetric,‘ we use the same normal-
ization constant N for the positive and negative
leptonic dlstr1but1ons The predictions for
x = =0 (AS = AQ). and x given by Eq (23) are
shown in Figs. 1, 2 and 3 by the sohd and
broken curves,: respect1ve1y

For the ten decay- -time bins shown in the
three distributions, the overall values of XZ '
were 27.0 for _f_che.AS = AQ pred1ct1c_>n and 26.1
for our result (23). ’Ihefe'.‘xpectation values of
xz were, rrespe_cti..v_v‘ely, 28vj(30. bins and 2 nor-
mali-zations)”and-Zé {two independent free
parameters). We cenclude tvhat, over.the time
interval from 0 to ‘10_9 see, both curves give
satiéfactory fits: to the data. We did not use
decay times greater than 10"? sec in the XZ
test, since these bins would contain too few
events to give mearnngful XZ contributions.
Even in the 1nter_va1 used, some of-the bins -
contain only one or two events, and the 'XZ

provides only a ro'ugh test of consistency which

is rather insensit_iy_e to the parameter x. Of

course, these criticisms do not apply to a

maximum-likelihood analysis, and for this we

used events at allvdecay‘ times. However, we

found that our results were in fact 1nsens1t1ve

to the d15tr1but1on of events beyond 4X 10~ -10

sec.- For the interval from 0 to 4 X 10-10 sec,
in which the statistics are best and the x 27

5 .
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should be mo sf sensitive to x, we found XZ ‘con-
tributions of 10.8 and 5.3 for AS = AQ and our
result (23), respectively, reflecting the greater
likelihood of the latter value. N |

We conclude ;cl'tr«.tt\.'the')(2 test shows a param-
eterization in terms of x to be appropriate, and

is consistent with our likelihood analysis.
2. Measurement of the K1, leptonic

decay rate .
Although our analys1s of the decay- tlme

dlstr1but1ons ‘was 1ndependent of the normaliza-
tion constants Ni and Nu" it was necessary to
check the values of these quantities for unex- -
plained losses of events, which might be time-
dependent and thus give rise to incorrect re-
sults. The only previo‘usly well-measured
quantity with which we .ma.y compare oﬁr nor-
malization is the leptomc decay rate of the

I_‘(ﬁ). N0t1ng that

P(}.c;ii;t);lsi—xl_, ‘when )\-Si:' <<t <<)\If 3 (25)

we have an observed leptonic decay rate of

: 2 .
2(Ni+Nu)|1fo e(t)v:iNevﬂe(t) FL(IZ) (26)
=3 -1

for )\S <<t<<)\L,

where N is the number of R''s produced in our
fiducial volume and €, is the time-independent

part of our detection efficiency for leptonic de-
cays. The total number of leptonic decays seen

is
n, = (Ni+Nu)‘S‘o V[P(vx; +1,t)

+ i:’(x; -.1,.1:)7]6 (t) dt,
R (27

1]

iNe, (2)—————7§ [P, 1§
: 2!1 x|

+ P (x; -4, f)j €(t) at.

We calculate N, the number of Ko's, from

the observed number n of KS—> 'rrf‘rr— decays;

2m
we have

o .
! +o-
nZ-rr:%NEZ-rr T‘(I{,S*n T )S; exp(-)\st) € (t) dt,

(28)

where € is the time-independent part of the

2m
detection efficiency for 1'r‘+1r_ decays. This

gives

+ -
T(KS ™),

€, n . )
rL(ﬂ)?Z?Zi'n—ﬂ-|1-x|2[Q(x)]_ !
' ' (29)

2w
whéfé Q(x) is the ratio of integrals given in
Eq. (21). |

In order to evaluate accurately the effi-

c}iency ) by means of the Montek Carlo program
PHONY, we had to modify some of our cuts to
remove their-dépendenc’e on qualitative s¢anping
1nformat10n For example, in the set of cuts
for the test of AS = AQ, in which it was not
necessary to know K’ we r_eJectec_l an evgnt in
which the V fitted an incoming muon or charged
pion (iecay only when its appearance (ionization,
energy-loss, 0 rays, etc.) was consistent with
this interpretation. In our cuts for the calcu—
lation of the K leptomc decay rate, since
PHONY could not bé made to simulate such
complicated criteria; we snnply rejected all
eveﬂts “s'atvisfying the k.i‘nevmatic criteria for this
cut, independent of appearance. Because of
these and other similar changes, only 205 of
our 252 eve.nts were used for the calculation of
T“L(ﬁ), and the efficiency €, was found from

sjn'lulated events to be 41%. The predicted con-

tamination of"vfw—vy decays was 27.3 events, so

that n, = 177.7 events.

and € was dis-

The determination of n
2m 2m

cussed in Sec. IIIA.

It may be seenfrom Eq. (29) that our mea~
éurernent of.,T‘L(ﬂ)‘ depen_ds on the value assumed
for x. This is essentially because the total
number of leptonic decays, nﬁ, enters into the
right-hand side-of Eq. (29), and the fraction of’
these that is due to K; decay dépends on the
value of x. For x = 0 we find ]" (£)
=(13.1:t1.3)><106$ec ~ and for x = 0 25, T (ﬂ)
= (11.52+1.1)x10% sec™?
compared w1th the current world average, 19
T (£) = (12.24 %0, 46)x 10° sec™?. Clearly, this

These values may be
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tést shows no sign of unexplained loss of
events in our experiment. Like the-x2 test,
this test is rather insensitive to x, and gives
consistent results for both x = 0 and the value

found in the maximum-likelithood analysis.

3. Measurement of the Kg- K1, mass

difference )

To make a more. detailed check of the time
distributions than is prowvided by the XZ test
and the measurement of T‘L(ﬂ),_ we made a
maximum-likelihood determination of the mass
difference 6. We used the likelihood fun_ctibr_l
for all 252 events (assuming x = x', as dis-
cussed in Sec. III B), allowing & to vary ‘fir‘st
instead of, and then in éddition to, x. For
fixed, real values of x, fhis function is insen-
sitive to the sign of 6, since the terms involv-
ing sin 6t in the time distributions vanish when
Im (x). = 0. . _ .

For x fixed at the value zero, as vpr‘edicted
by the AS = AQ rule, we find |8] =(0.47 79" 12)
><10'10 sec_i. For x = 0.25, we obtain .

61 = (0.56 T 02)x 10" sec™.
are to be compared with the current world av-
19 0f 6=(-0.54440.017)x 100 sec .

In both cases, the agre'em'entvis very good.

These values
erage value

As a final check, we have allowed both x
and & to vary, and have made a simﬁitaneous'
maximum-likelihood fit to the three quantities
Re(x), Im(x), and> 6. Here the signs of Im(x)
and 6 are not determined, but they are coupled,
since the likelihood function is invariant under
a change of the signs of Im(x) and 6§ together.
Choosing the Well—established negative sign
for 6, we find

+0.08 +0.17

Re(x) = 0.25_0 10 Im(x) = -0.01__0 11’ (30)
6 = (- O.-56f8':3)><1010sec—1. '

It may be seen that the value of x is essen-
tially unchanged by this‘ procedure, and the
agreement of & with the established value re-
mains excellent. The small increases in the

errors in x, compared with those in Eq. (23),

reflect_ the insenéitivity of our result (23) to

the value used for 6. More precisely, a change
in | 6/ of three ''world average standard devi- ‘
ations, 19 A 161 =20.05X 1010 sec-1, produces a

change in our most likely value of x of

Ax = £0.007 F0.037 i. (31)

IV. DISCUSSION

Our result (23) is not in good agreement
with the prediction of the AS = AQ rule. The
likelihood of x = 0, relative to the likelihood
maximum, is e_3'27=v 0.04. Alternatively, we
may say that thlv‘e most likely value of x lies

about (2 X 3.2) 2 = 2.5 standard deviations away

from zero. While we do not regard a 2.5-stan-

dard-deviation effect as statistically conclu-
sive, it does suggest a violation of the AS= AQ
rule. ) ' .

The value we obtain for Im(x) is consistent
with zero; thu‘s we find no evidence for a CP-
nonconserving contribution to x. _ .

It may be vs_ee‘.n from the curve.s in Figs. 1,
2>, and 3 that our positive re.sult for Re(x) is
due mainly to anj excess of about 14 hegétiv_e_:
leptons in the first '3><'10-10 sec, and paftly
to an excess of about nine unidentified events
in the first 10710 sec, as would result if we
had not eliminated all Kg~ TT+1.T_ background..
Accordingly we have tried increasing the se-
verity of the cuts (a) to (f) in Sec. IIC, both
one at a time and in various combinations, so

as to remove each time about 25 additional

" events from our sample. These removal have

no. significant effect on our results, and we are
convinced that we have .qegli‘gible KS—> Tr+1r—
background. Furthermore, the likelihood
plots in Figs. 4 and 9 show that our measure-
ment of x is dominated by the identified elec-
tronic decays; the muonic and unidentified
events add relatively little information, owing
to poor statistics is one case and insensitivity
to x in the other. Thus our result (23) is

principally based on the set of events that is

=

e
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least likely to be sﬁbject to Ky ntn” back-
ground contamination. _ '

Figure 10 shows‘our result for x, together
with an average of the results of earlier ex-
periments. 20 The égreement is only fair: the
value of XZ is 4.7 for two degrees of freedom, .
giving a confidence level of about 0.1 for con-
sistency of the two-values. Nevertheless, the
results are in good ven'o'ugh agreement to. sug-
gest strongly that x is not zero.

In Fig. 10 we also .show the results of two

: 24,22
recent measurements of x,

together with
the result of an exp_erifnéntz .
tity E |
- 1)
11 -x|?

was determined by‘érialysis of the time-depend-

R = (32)

ent charge asyrnmetry' in electronic neutral K
decays. In that experiment, the measured
value of R was ' ‘

R = 0.96+0.05. (33)
Curves of constant Rv.é_are circles in the com-
plex x plane, and the result (33) corresponds
to a value of x 1ying somewhere in the shaded
region in Fig. 10.° All values of x in this re-
gion are in poor agreement with our result,

which corresponds to

L4 ¢q10.27
SR =1.670 5.

Vaiues of x consis_tent both with earlier exper;

(34)

iments and with result (33) are predominantly

. imaginary, in conflict with our measurement

of Im(x).
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FIGURE CAPTIONS

Fig. 1. Time distribution of the 46 positive
leptonic decays. T_he solid-and broken curves
show the predictions for x = 0 and x = 0.25,
and their integrals over the first time bin are
0.92 and 0.90, respectlvely
Fig. 2. .Time distribution of the 73 negat1ve :
leptonic decays. . The solid and broken curves
show the pred1c:t1ons for x = 0.and x =.0.25, R
and their mtegrals over the first t1me bin are
15.0 and 21.6, respect1ve1y ‘ ‘
‘Fig. 3.- Time distribution of the 133 un1dent1-
fied events. The solid and broken curves show
the predictions for 'x.= 0 and x = 0.25, and '
-their integrals ov,.er the first time bin are‘ 34.1
and 39.5, respectively. ‘
Fig. 4. Likelihood contours for the 81 iden-
tified electronic decays.

‘Fig. 5. Likelihood contours for the 38 identi-
fied muomc decays

Fig. 6. Likelihood contours for the 119 iden-

tified leptonic decays. ' This likelihood function

is the product of thoée in Figs. 4 and 5

Fig. 7. Geometrical efficiency function.

Fig. 8. Likelihood contours for the 133 un-

identified events:

Fig. 9. Likelihood contours for all 252 events.

This 11ke11hood function is the product of those

in Figs. 6 and 8.

Fig. 10. Experimental results for the value

of x.
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LEGAL NOTICE

This report was prepared as an account of Government sponsored work.
Neither the United States, nor the Commission, nor any person acting on
behalf of the Commission:

A. Makes any warranty or representation, expressed or implied, with
respect to the accuracy, completeness, or usefulness of the informa-
tion contained in this report, or that the use of any information,
apparatus, method, or process disclosed in this report may not in-
fringe privately owned rights; or

B. Assumes any liabilities with respect to the use of, or for damages
resulting from the use of any information, apparatus, method, or
process disclosed in this report.

As used in the above, "person acting on behalf of the Commission’’
includes any employee or contractor of the Commission, or employee of
such contractor, to the extent that such employee or contractor of the
Commission, or employee of such contractor prepares, disseminates, or pro-
vides access to, any information pursuant to his employment or contract
with the Commission, or his employment with such contractor.
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