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The complement system is a major part of the innate immune system that targets 

invading pathogens and assists in maintaining host homeostasis. Complement is composed 

of three pathways known as alternative (AP), classical (CP), and lectin (LP) that work in 

concert to mediate an immune response. Although activation of the complement system is 

tightly controlled by endogenous regulators, dysregulation leads to a cascade of events that 

brings about misdirected attacks on host cells. Here, to gain a systems-level understanding 

of the complement system, we developed comprehensive quantitative models to describe 

the biochemical reactions of the alternative, classical, and lectin pathways. We also present 

the first factor H (FH) mediated disease model (mimicking dysfunction of the alternative 

pathway) and complement intervention model by using known inhibitors, a compstatin 

variant (C3 inhibitor) and eculizumab (C5 inhibitor). Furthermore, our complement system 

model is coupled with other segments of humoral immunity that contains immunoglobulins 

G and M (IgG and IgM), complement factor H-related proteins (CFHRs) 1-5, and 

pentraxins (C-reactive protein, CRP; serum-amyloid P component, SAP; long pentraxin 3, 
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PTX3). Our model also contains three pathogen types: (type 1) cannot evade complement 

system, (type 2) evades immune system by recruiting complement regulators, and (type 3) 

pathogen specific model of Neisseria meningitidis (N. meningitidis) located in either 

nasopharynx or bloodstream. In addition to mathematical models, we also utilize molecular 

dynamics simulations and electrostatics calculations to elucidate the molecular 

mechanisms of C5b and C6 interactions that lead to the complement terminal product, 

membrane attack complex. Altogether, our final mathematical model contains 670 ordinary 

differential equations (ODEs) with 328 kinetic parameters to describe complex interplay 

of the immune system. Our comprehensive models can also serve as a framework to 

simulate disease-specific scenarios which can be used in diagnosis and patient-specific 

treatments. Insights obtained from our models may also serve as a foundation for 

developing diagnostic tools for pathological situations that involve complement 

deficiencies or mutations. Furthermore, our model can aid in drug discovery by 

incorporating points of intervention to identify novel inhibitory sites. 
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CHAPTER 1 

Introduction 

 

1.1 History of the complement system 

In the latter half of the 19th century, scientific research aimed at uncovering 

resistance against microbial infections gave birth to modern immunology [1]. The 

discovery of phagocytes and phagocytosis by Elie Metchnikoff in 1883 laid the 

foundation for cellular immunity, whereas work done by Josef von Fodor (1887), George 

Nuttall (1888), and Hans Buchner (1889) demonstrated acellular immunity of serum [2–

4]. Furthermore, Nuttall (1888) highlighted bactericidal activity of blood disappeared 

when heated to 52°C. Although this work set the basic discovery for complement, it was 

Buchner’s studies that set the theoretical basis for humoral immunity. Moreover, 

Buchner coined the bactericidal action of blood as ‘alexin’ (in Greek means ‘to ward off’). 

In 1895, this heat-labile phenomena of blood (alexin) gained further support as Jules Bordet 

demonstrated bactericidal action of heat-inactivated serum could be restored by the 

addition of freshly drawn blood [5]. Bordet also showed heat-inactivated serum still 

agglutinated cholera but required the subsequent addition of fresh serum to restore 

bacteriolysis. These observations indicated the presence of two factors for bacterial killing: 

a heat-labile component which Bordet attributed to alexin, and a heat-stable component 

which he called sensitiser (now known as antibody) [5]. Subsequently, the German 

bacteriologist Paul Ehrlich proposed the side-chain theory of antibody (Figure 1.1) 

formation and mechanism on how antibodies induce bacterial lysis with the help of alexin. 
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This heat-liable factor, alexin, was renamed to ‘complement’ by Ehrlich to signify that it 

complemented the actions of antibodies [2].  

 

 

Figure 1.1. Paul Ehrlich (1854-1915) and the side-chain theory. Image from [2]. 

 

 

In the ensuing years, it became evident that complement was not a single factor of 

blood but rather a multifactorial entity that contained numerous components. By 1907, 

Ferrata and Brand demonstrated complement can be separated into fractions of ‘midpiece’ 
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and ‘endpiece’, now known as C1 and C2, respectively [6]. Subsequently, studies utilizing 

yeast cells identified complement C3, while complement C4 was soon isolated using 

ammonia [6]. With the discovery of a fourth component in 1926, complement was now 

known to contain at least four components. Although the identified complement 

components were assigned names in the order of their discovery: C1, C2, C3, and C4, it 

later became clear that the reaction sequence did not match the order of their discovery [7]. 

However, the 1950s and 1960s brought about novel experimental techniques that led to the 

discovery of additional complement proteins and reaction sequences [8]. By the mid-1960s, 

a number of notable scientists such as Hans Müller-Eberhard, Ulf Nilsson, Robert Nelson, 

Jr., and Paul Klein led to the characterization of complement proteins such as C5, C6, C7, 

C8, and C9 [8]. Furthermore, Lepow and colleagues demonstrated that C1 was comprised 

of three separate proteins (C1q, C1r, and C1s) and thus bringing the number of identified 

complement proteins to 11. With this, in 1968 the complement nomenclature was updated 

to match order of activation: C1, C4, C2, C3, C5, C6, C7, C8 and C9 [6]. 

 

1.2 Pathways of the Complement System 

It is now known the complement system is a part of the innate immune system that 

plays a major role in host homeostasis and defense. Complement is composed of proteins 

present in plasma and cell surfaces that interact sequentially to mediate immune 

surveillance. Three pathways known as alternative, classical, and lectin makeup the 

complement system.  
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1.2.1 Alternative pathway 

The alternative pathway activates by the spontaneous hydrolysis of the complement 

protein C3. This auto-activation will generate a molecule known as C3(H2O) and then 

associates with factor B (FB) to form a proconvertase known as C3(H2O)B [9,10]. This 

complex is then activated by protease factor D (FD) to form the initial C3 convertase of 

the alternative pathway, C3(H2O)Bb [9,11]. This fluid phase convertase cleaves C3 into a 

C3a and C3b. While C3a plays a major role in mediating inflammation, nascent fluid-phase 

C3b (nfC3b) is capable of indiscriminately binding to different surfaces via covalent bond 

[12–14]. Once bond to the surface of a pathogen, C3b will associate with FB and 

subsequently with FD to form the convertase C3bBb [11,15]. However, C3bBb is unstable 

and has a short half-life. Properdin will associate with C3bBb to from C3bBbP and 

subsequently extend its half-life by 10-fold. Similar to C3(H2O)Bb, C3bBb will cleave C3 

to form C3a and nascent fluid C3b. In addition, C3bBb can cleave C5 into C5a and C5b. 

The first product, C5a, is a potent mediator of inflammation, whereas C5b initiates the 

terminal step by interacting sequentially with C6, C7, C8, and C9 to form the membrane 

attack complex [16–18]. 

 

1.2.2 Classical pathway 

Similar to the alternative pathway, the classical pathway auto-activates in the fluid 

phase through the intramolecular activation of complement C1 [19–21]. Activated C1 

(C1*) will cleave complement protein C4 into C4a and nascent fluid C4b (nC4b) [22]. 

Rapid hydrolysis will convert nC4b into fluid C4b, which subsequently interacts with C2 
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to form C4bC2. Activated C1 will then activate C4bC2 into the C3/C5 convertase C4bC2a. 

Through the presence of the classical pathway convertase C4bC2a, the alternative pathway 

is activated through the cleavage of C3 into C3a and nC3b. Furthermore, with the 

continuous cleavage of C4, through C1*, and C3 through convertases of either the 

alternative or classical pathway convertases, generated nC4b and nC3b can associate 

together to form hybrid complexes such as C4bC3b or homodimers such as 

C3bC3b/C4bC4b. The dimers can associate with complement protein C2 or factor B to 

form a heterocomplex convertase C4bC3bBb/C4bC3bC2a and C3bC3bBb/C4bC4bC2a 

[23–25]. Moreover, the classical pathway can activate on pathogens through the formation 

of antigen-antibody complexes [26]. C1 will associate to fragment crystallizable portion 

region of IgG and IgM [26–30] and C1 subsequently activates and cleaves both C4 and 

C4bC2, to form surface bound convertases (C4bC2a). 

 

1.2.3 Lectin pathway 

One of the last pathways to be discovered pathways in the complement system, the 

lectin pathway activates by directly binding to pathogens without the presence of antigen-

antibody complexes. Unlike the classical pathway that has a single pattern recognition 

molecule (C1q), the lectin pathway contains more than seven. These include mannose-

binding lectin (MBL), ficolin-1 (M-ficolin), ficolin-2 (L-ficolin), and ficolin-3 (H-ficolin), 

collectin liver 1 (CL-L1), collectin kidney 1 (CL-K1), heteromeric CL-L1/K1 [31,32]. 

Furthermore, the lectin pathway’s pattern recognition molecules are associated with three 

types of serine proteases known as MBL-associated serine proteases (MASPs)-1, MASP-
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2, and MASP-3. These MASPs can either autoactivate or cross-activate on the surface of 

pathogens [33–35]. Subsequently, activated MASPs will cleave complement C4 and 

C4bC2 to form the C3/C5 convertase C4bC2a [36,37]. However, the pattern recognition 

molecules of the lectin pathway can also interact with MBL-associated proteins known as 

MAp19 and MAp44 that do not contain a serine protease domain [38,39]. The molecules 

do not activate complement but rather may inhibit the lectin pathway. 

  

1.3 Regulation  

Complement activation has to be properly regulated to ensure healthy host cells are 

not attacked. Due to the dangers of complement activation, numerous checkpoints are 

present in fluid phase and bound to membranes of host cells to deactivate active 

complement fragments. The alternative pathway contains complement FH and its spice 

variant factor H-like protein 1 (FHL-1) as one of the main regulators that target C3b and 

C3/C5 convertase C3bBb. In the first case of C3b, FH and FHL-1 will associate with C3b 

and act as cofactors for factor I (FI) to deactivate C3b into iC3b (inactive C3b) [40–42]. 

On the latter case, FH and FHL-1 will associate with C3/C5 convertases and rapidly 

accelerate the rate of decay into C3b and Bb [40–42]. Similarly, the classical and lectin 

pathways also deploy complement regulators C1 inhibitor (C1-INH) and C4b-binding 

protein (C4BP) that act in the early stages of activation (activated C1/MASPs and C4b) or 

at the propagation step (C4bC2a). For instance, C4BP will bind to C4b and act as a cofactor 

for FI mediated deactivation [43]. Furthermore, C1-INH can inhibit activated C1 or 

MASPs by targeting their respective protease domains [44,45].  
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In addition to fluid phase regulation, membrane bound complement regulators also 

deactivate complement fragments. Complement receptor 1 (CR1), decay-accelerating 

factor (DAF), and membrane cofactor protein (MCP) play integral roles in inhibit the 

propagation of complement on host cells [42,46–49]. For instance, CR1 and MCP act as 

cofactors for FI mediated deactivation of C3b/C4b. DAF and CR1 target C3/C5 

convertases such as C3bBb or C4bC2a and accelerate the decay into their respective 

components. Moreover, the terminal step is also regulated through a mix of fluid 

vitronectin (Vn) or clusterin (Cn) and membrane bound CD59 (protectin) regulators that 

inhibit MAC pore formation [42,50].   

 

1.4 Diseases associated with deficiencies of the complement system 

Over-activation or under-regulation of the complement system has been associated 

with numerous diseases that affect host cells or tissues. Diseases such as age-related 

macular degeneration (AMD), atypical hemolytic uremic syndrome (aHUS), and C3 

glomerulopathy (C3G) are associated with complement dysregulation [42,51,52]. For 

instance, mutations affecting complement regulators FH, FHL-1, FI, and MCP are linked 

with renal diseases mentioned above (aHUS and C3G) [42,51,52]. Loss-of-function 

variants on FH/FHL-1 will reduce binding efficiency to C3b, whereas FI mutations reduces 

the catalytic efficiency in deactivating C3b. Moreover, function-blocking autoantibodies 

targeting complement regulators also lead to complement abnormalities in aHUS and C3G 

patients. These mutations targeting complement regulators or presence of antibodies to 

regulators account for 60% of aHUS patients and 50% of C3G patients [51,52].   
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In addition to chronic kidney diseases associated with loss-of-function FH 

mutations, a single polymorphism on FH Y402H is highly associated with developing 

AMD [53–56]. Homozygotes individuals with Y402H polymorphism have a five- to six-

fold increase in developing AMD whereas heterozygous individuals have a two- to three-

fold higher risk [51]. Altogether, the dynamic interplay between complement activation 

and regulation is essential to maintaining homeostasis. However, imbalances caused by 

genetic variation and complement deficiencies will instigate a vicious cycle of over-

activation/under-regulation that may lead to the progression of various diseases. 

 

1.5 Infections and immune evasion associated with complement deficiencies 

The complement system has developed a range of mechanism that surveils and kills 

invading microbes. Consequently, pathogenic organisms have elaborate mechanism to the 

escape the deadly effects of complement [57–61]. These include recruitment of 

complement regulators, secretion of proteases that deactivate effector proteins, and surface 

proteins that mimic host regulators. Complement regulators C4BP, FH, and FHL-1 are 

recruited to bacterial surface and subsequently inhibit complement activation from taking 

root. Furthermore, complement regulators Cn and Vn are also recruited to pathogen surface 

to inhibit the terminal step that forms MAC. In addition to recruitment, pathogens can also 

secrete proteases pseudomonas elastase (PaE) and pseudomonas alkaline protease (PaAP) 

to cleave complement proteins C1q and C3. This subsequently prevents complement 

activation and promotes survival against complement-mediated attacks. 
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The importance of the complement system against invading microbes is reflected 

in studies that show how genetic deficiencies in complement components lead to recurrent 

infections [62]. For instance, deficiencies in the classical pathway are associated with 

Streptococcus pneumoniae bacteremia, Haemophilus influenzae meningitis, and recurrent 

respiratory infections [62,63]. Furthermore, hereditary deficiency of complement protein 

C2 led to severe infections of mainly septicemia or meningitis caused by Streptococcus 

pneumoniae [64]. In addition to the classical pathway, deficiencies in the lectin pathway 

are associated with an increased risk in meningococcal and pneumococcal infections 

[62,63]. Moreover, an individual with LP deficiency suffered from multiple lower 

respiratory tract infections, cerebral abscess, and several episodes of bacterial pneumonia 

[65]. Lastly, deficiencies in the alternative pathway are also associated with invasive 

diseases. Individuals with inherited as well as acquired deficiency in C3 develop recurrent 

and sever infections such as meningitis, bacteremia, pneumonia, and otitis media 

[62,63,66,67]. In light of C3 deficiency, bacterial species responsible for causing these 

infections include Streptococcus pneumoniae, Neisseria meningitidis, Haemophilus 

influenzae, Escherichia coli, Staphylococcus aureus, and Streptococcus pyogenes. 
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CHAPTER 2 

Quantitative Modeling of the Alternative Pathway of the Complement System 

 

2.1 Introduction  

The complement system is one of our primary defense mechanisms that plays a 

vital role in coordinating immune responses. Complement function and regulation are 

induced by more than 30 distinct proteins present in plasma and on cell surfaces. The 

soluble proteins normally circulate as inactive precursors but once stimulated initiate 

cascades of biochemical reactions that propagate the activation of the complement system 

through three distinct pathways, the classical, lectin, and alternative pathways. The 

activation of these pathways leads to recognition and elimination of invading pathogens, 

recruitment of adaptive immunity, and facilitation of the removal of apoptotic cells [1–4]. 

Despite having similar roles, all three pathways have different sources for activation. The 

classical pathway is triggered by C1q binding to antigen-bound antibody complexes and 

also by direct attachment of C1q to pathogen surfaces. This leads to the production of C4b 

and C2a, which together form the C3 cleaving enzyme of the classical pathway, C4bC2a, 

called C3 convertase. Upon enzymatic cleavage, C3 is converted to the anaphylactic 

peptide C3a and opsonin C3b, which covalently attaches to cell surfaces via a thioester 

bond. The lectin pathway is activated by binding of mannose-binding lectin (MBL) with 

carbohydrate structures on bacterial and viral surfaces. This pathway is homologous to the 

classical pathway since the lectin pathway initiates complement cascade using MBL, a 

protein that is similar to C1q. The lectin pathway also forms the C3 convertase C4bC2a. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref001
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref004
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Finally, the alternative pathway activation starts in the fluid phase by the spontaneous 

hydrolysis of the internal thioester bond of C3 to form a molecule known as hydrolyzed 

C3, C3(H2O). This molecule follows a cascade of reactions that involves complement 

proteins factor B and factor D to form the initial C3 convertase of the alternative pathway, 

C3(H2O)Bb. This protease complex like its counterparts in the classical and lectin pathway 

also generates C3a and C3b fragments by cleaving C3. Once C3b attaches to the surface of 

the pathogen it plays a crucial role in initiating a robust AP activation that results in an 

amplification loop. The cleavage of C3 is the convergence point of all three activation 

pathways and the initiation point of the common pathway towards the formation of the 

membrane attack complex that produces a pore on the surface of pathogens to cause 

lysis. Figure 2.1 shows the set of biochemical reactions involved in the alternative pathway 

through its initiation in the fluid phase, continued propagation on pathogen surface, and 

regulation on host cell. 
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Figure 2.1. The biochemical reactions of the alternative pathway. Fluid state activation of the alternative 

pathway leads to C3b that can indiscriminately bind to host or pathogen surface. On the right (pathogen), 

complement activity propagates without the disruption of regulatory proteins. On the left (host), plasma 

proteins in conjunction with surface-bound regulators actively inhibit complement propagation by disrupting 

complement interaction at different points of the alternative pathway. Abbreviations: C3, complement 

component 3; C3(H2O), thioester-hydrolyzed form of C3; C3(H2O)Bb, initial C3 convertase of AP; C3a, 

anaphylatoxin fragment from C3; C3b, activated fragment from C3; iC3b, inactivated C3b; nfC3b, nascent 

fluid phase C3b; nhC3b, nascent host C3b; npC3b, nascent pathogen C3b; fC3b, fluid phase C3b; fC3bBb, 

fluid phase C3 convertase, C3bBb, C3 convertase; C3bBbP, C3 convertase with properdin; C3bBbP*, C3 

convertase with properdin* released from neutrophils; C5, complement component 5; C5a anaphylatoxin 

fragment from C5; C5b, activated fragment from C5; C3bBbC3b, C5 convertase; FB, factor B; FD, factor D; 

FI, factor I; CR1, complement receptor 1; DAF, decay-accelerating factor; Vn, vitronectin; Cn, clusterin; 

CD59, protectin. Lines and colors: solid lines with an arrow tip denote activation and dashed lines with a 

straight tip denote inhibition. Red line color denotes inhibition. The rest of line colors denote clusters of 

reactions involving different C3b molecules, i.e. nhC3b (orange), nfC3b (light blue), npC3b (purple), fC3b 

(dark blue). 
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Due to the detrimental effects of the complement system, a delicate balance must 

be kept between activation and inhibition to prevent host cell damage. The complement 

system is regulated through the actions of complement control proteins (CCPs), which are 

present in blood plasma and on the surfaces of host cells. In cases of impaired complement 

regulation, inadequate activation (or hyper-regulation) may cause susceptibility to 

infection, whereas excessive complement activation (or hypo-regulation) can harm host 

cells and tissues, resulting in autoimmune and inflammatory diseases. For instance, 

systemic lupus erythematosus (SLE) [2,5,6], atypical hemolytic uremic syndrome [5,7,8], 

paroxysmal nocturnal hemoglobinuria (PNH) [2,5], and age related macular degeneration 

[9,10] are all related to the malfunction of the complement regulation. 

The complexity of the interplay between complement function and regulation 

makes mathematical modeling of the complement pathways an indispensable tool in 

understanding the dynamics of the biochemical reactions during activation and inhibition. 

Differential equations can be used to model the effects of complement proteins under 

pathological situations, such as protein deficiencies, sequence deletions, or amino acid 

mutations, and compare their effects on the global dynamics of the system. The goal of the 

present work is to mathematically model and interpret the dynamics of the biochemical 

reactions in the alternative pathway of the complement system during infections 

(pathogens) and homeostasis (host cells). 

Earlier studies of mathematical modeling of the complement system began with the 

classical pathway in which the dynamics of the system were assumed to be linear [11]. A 

subsequent model was proposed in which the dynamics were assumed to be non-linear and 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref002
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref005
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref006
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref005
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref007
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref008
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref002
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref005
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref009
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref010
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref011
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also included the alternative pathway [12]. A later work [13] was then performed on the 

classical and lectin pathways that also added an experimental study. Our study is the first 

to incorporate a comprehensive mathematical model that highlights the four time-

dependent dynamic steps of the alternative pathway: (i) initiation (fluid phase), (ii) 

amplification (surfaces), (iii) termination (pathogen), and (iv) regulation (host cell and fluid 

state). We also have incorporated representative bacteria (E. coli) and representative host 

cells (human erythrocytes) to account for complement activation and regulation on 

different surfaces. In addition, our proposed model incorporates all the known complement 

regulatory proteins that act in the fluid phase, host cell membranes, and also exogenously 

on bacteria. Finally, we included neutrophil-secreted properdin in our dynamic system 

because neutrophils, once stimulated, they have the ability to release properdin (P*), the 

only known positive complement regulator that has been shown to bind to surfaces and 

initiate complement activation. 

 

2.2 Results 

2.2.1 Activation and propagation 

Our model incorporates a set of rate equations that describes the biochemical 

reactions shown in Figure 2.1. The alternative pathway is activated by the tick-over 

reaction of C3 and leads to a C3b molecule that indiscriminately binds to host 

cells/pathogens and initiates a set of cascade reactions. Figure 2.2 shows the percentage of 

host and pathogenic cell surfaces occupied by complement components, including C3/C5 

convertases, C3b, iC3b, iC3bP, C3dg, P*, MAC, and all intermediate species like C3bB, 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref012
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref013
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C3bBP, C5b6-7, C5b6-8, and others. A sigmoidal response is generated on the surface of 

pathogens that plateaus in 54 minutes. Preceding the robust activation, there was a lag 

phase of 11 minutes. Complement components occupy half of the available space on the 

pathogen surface in 24 minutes during the exponential phase of the sigmoidal response. 

However, due to the presence of complement regulators on host cells, significantly less 

than 1 percent of their surface is covered by complement components, as shown in Figure 

2.2. Extended time profiles to 180 minutes are shown in Figure A.1. One of the main 

catalysts for the amplification loop in the alternative pathway is the production of C3 

convertases that rapidly cleave C3 into C3a and C3b. Figure 2.3 shows the response 

generated for the initial (fluid phase) convertase, C3(H2O)Bb, and fluid phase convertase, 

fC3bBb. In 35 minutes, fC3bBb reaches a peak concentration of 4.6×10−13 M and starts 

declining to reach a concentration of 2.7×10−13 M in 60 minutes while C3(H2O)Bb reaches 

a concentration of 2.9×10−11 M in 35 minutes and continues to reach a concentration of 

3.8×10−11 M in 60 minutes. Thus, C3(H2O)Bb seems to be the primary fluid phase 

convertase responsible for C3 cleavage, with significantly higher concentration than 

fC3bBb, despite possibly minor differences in their enzymatic activity against C3. 

Extended time frames to 180 minutes (Figure A.2), show that the concentration profile of 

both C3(H2O)Bb and fC3bBb flattens in 105 and 75 minutes, respectively, owed to the 

dissociation of Bb subunit and the regulatory action of FH that degrades formed 

convertases. 
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Figure 2.2. Complement deposition on pathogen and host surfaces. Saturation of pathogen surface is reached 

in 54 minutes with complement proteins such as C3b, iC3b, iC3bP (pathogen), C3dg, C3/C5 convertases, 

properdin (P*), MAC, and intermediates such as C3bB, C3bBP, C5b6-7, C5b6-8, and others. Propagation of 

the alternative pathway is inhibited on host cells resulting in complement proteins occupying significantly 

less than 1 percent. 

 

 

 

Figure 2.3. Concentration of assembled fluid phase convertases, C3(H2O)Bb and C3bBb, of the alternative 

pathway. The time profiles show that the concentration of C3(H2O)Bb increases significantly within 60 

minutes compared to the concentration of C3bBb. 
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The cascade of reactions initiated by C3b also form convertases on the surface of 

pathogens and host cells as shown in Figure 2.4. Despite the presences of three types of 

convertases on the surface of pathogens (C3bBb, C3bBbP, and C3bBbP*), the properdin-

initiated activation of the alternative pathway convertase, C3bBbP*, is the dominant C3 

cleaving enzyme present. The asterisk means that properdin is secreted from neutrophils 

and binds to the surface first to act as an initiator of de novo formation of convertase, 

whereas lack of asterisk means that C3b binds first to the surface and initiates convertase 

formation. In 51 minutes, C3bBbP* occupies 2.7 percent of the pathogen surface while 

C3bBb and C3bBbP occupy significantly less than 1 percent. On the surface of host cells, 

C3bBb also occupies significantly less than 1 percent. The characteristic response of 

C3bBbP* production shows a lag phase of approximately 11 minutes followed by an 

accelerated production (surface occupational) phase. This phase starts slowing down after 

53 minutes to eventually reach the decelerated occupational phase of the convertase. A 

similar characteristic response was also observed for pathogen-bound C3bBb but at 

significantly less than 1 percent occupation, if one zooms in Figure 2.4 (zoom-in data not 

shown). Even in extended time frames of 180 minutes, all three convertases, (C3bBb-

Pathogen, C3bBbP-Pathogen, and C3bBb-Host Cell), occupy significantly less than 1 

percent (Figure A.3). However, the extended half-life of C3bBbP* highlights the intricate 

role P* plays for the amplification loop of the alternative pathway. 
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Figure 2.4. Formation of C3 cleaving enzymes on the surface of host cells and pathogens. C3bBbP* occupies 

2.7 percent of the pathogen surface in 51 minutes. The asterisk denotes properdin released from neutrophils. 

The time profile of C3bBbP* shows a curve with a lag phase followed by an accelerated production (surface 

occupational) phase. The production of C3bBb and C3bBbP occupies significantly less than 1 percent on 

pathogens and even less on host cells. The orange and green lines are obscured by the blue line in the figure. 
 

 

As concentrations of the surface bound convertases decreases over time due to the 

Bb subunit dissociating and C3 convertase enzymes becoming C5 convertases 

(C3bBbC3b), the formation of C3bBbC3b initiates the cleavage process of C5a from C5. 

The total amount of anaphylatoxins C3a and C5a produced from C3 and C5 convertases 

are shown in Figure 2.5. Within 60 minutes, C3a reaches a concentration of 7.6×10−8 M 

while C5a reaches 8.4×10−16 M (Figure 2.5). We can see from the response generated that 

the amount of C3a produced in 1 hour is 108times greater than C5a. However, C3a does 

plateau in 105 minutes with a concentration of 11.5×10−8 M while that of C5a reaches a 

concentration of 2.4×10−16 M within the same time frame (Figure A.4). 
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Figure 2.5. Time profile for the production of C3a and C5a. (A) The response generated for C3a shows a lag 

phase that is followed by an accelerated production phase. In 60 minutes, the amount of C3a produced is 

108 times greater than that of C5a. (B) Zoom-in of panel (A) to show the time profile of C5a. 

 

 

Surface-bound (host cell) and fluid phase regulators bind and act as cofactors for 

FI, which then cleaves C3b to its inactive derivative, iC3b. Factor I also further degrades 

iC3b into C3dg, through the intermediate C3c. The formation of iC3b and C3dg on 

pathogen surface is also possible due to the CR1 acting exogenously from the surface it is 

expressed. The final outputs of iC3b and C3dg are shown in Figure 2.6. Our data for 

surface-bound iC3b (Figure 2.6A) and C3dg (Figure 2.6B) shows that they account for 

significantly less than 1 percent of the pathogen and host cell surface. 
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Figure 2.6. Time profile production for cleavage products of C3b. (A) iC3b. (B) C3dg. Both proteins take 

significantly less than 1 percent of pathogen and host cell surfaces. 

 

 

After the formation of the C5 convertase, a cascade of reactions is initiated that 

forms MAC. This complex produces pores that render the pathogen/host cell amenable to 

lysis. In Figure 2.7, the amount of formed MAC pores occupies 3.3 percent of total 

pathogen surface, while taking significantly less than 1 percent on the surface of a host 

cell. The MAC pore production on pathogens is characterized by three phases: lag phase, 

production phase, and a steady state phase. The lag phase is 22 minutes long and is followed 

by a pronounced production of MAC pores that plateaus in 54 minutes. It is worth noting 

the time frame for MAC pore production to plateau is the same as the time frame for 

covering the entire pathogen surface (Figure 2.7) by complement components (Figure 

2.2). Furthermore, this process highlights the rapidity of complement cascade that leaves 

no more than 3.3 percent of the pathogen surface for MAC pores to take root, also shown 

at extended time frames of 180 minutes in Figure A.5. 
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Figure 2.7. Formation of MAC pores are characterized by three phases: lag phase, production phase, and a 

steady state phase. The first 22 minutes present a lag phase that is followed by a rapid production of MAC 

pores, which plateaus in 54 minutes and occupies 3.3 percent of the pathogen surface. However, on host cells 

the MAC pores take significantly less than 1 percent. 

 

 

The only positive regulatory protein of the complement system, properdin, has 

emerged more than a stabilizer of the C3 and C5 convertases. It has been shown as a 

molecule that distinguishably binds to specific cell surfaces and initiates complement 

activation [14–22]. To gain a deeper understanding on the role of neutrophil-secreted 

properdin (P*) during complement activation, we inhibited the ability of properdin (P*) to 

bind to surfaces and recruit C3b, but the stabilizing role of properdin (P/P*) on convertases 

was not inhibited. The results are shown in shown in Figure 2.8. Compared to Figure 

2.2 where the pathogen was fully saturated by complement components in 54 minutes, we 

see in Figure 2.8A that complement components account for significantly less than 1 

percent of the pathogen surface. The key enzyme responsible for the robust activation of 

the alternative pathway is the assembly of the C3 convertase. We can see from Figure 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref014
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref022
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2.8B that the convertase in its various forms also accounts for significantly less than 1 

percent of the pathogen surface. In contrast, in Figure 2.4, the convertase assembled from 

properdin (P*) accounted for 2.7 percent of pathogen surface. Besides affecting the 

amplification loop of the alternative pathway, properdin (P*) also affects the end product 

of the terminal cascade, MAC pores. Compared to Figure 2.7, where MAC pores 

accounted for 3.3 percent of pathogen surface, Figure 2.8C shows that MAC pores take 

significantly less than 1 percent of the pathogen surface. Extension of the time frame 

beyond 60 min leaves the plotted surface areas in Figure 2.8A–2.8C at significantly less 

than 1 percent (data not shown). 

 

 

Figure 2.8. Time course for properdin (P*) as a stabilizer and not an initiator of the alternative pathway. (A) 

More than 99 percent of pathogen surface remains unoccupied by complement components. (B, C) The C3 

convertases and MAC pores occupy significantly less than 1 percent on pathogens and even less on host cells. 

 

 

  



 30 

2.2.2 Regulation (host cell and fluid phase) 

Due to the destructive effects of the complement system on pathogens, the body 

has implemented several mechanisms to prevent its uncontrolled activation on host cells 

by using complement control proteins that are present in plasma and bound on host cell 

membranes. Figure 2.9 presents the results generated for fluid phase (FH, Vn, Cn) and 

surface-bound (CR1, DAF, CD59) complement regulators. The time profile of the 

concentration of FH rapidly decreases (Figure 2.9A), while that of CR1 also decreases, 

but the decrease is not as rapid as FH. (Figure 2.9B). This is expected because despite the 

fact that both FH and CR1 regulate the initial complement protein of the alternative 

pathway, C3(H2O), FH has a higher binding affinity. In addition to regulating the 

hydrolyzed C3 (C3H2O), FH can also bind to C3bBb and C3(H2O)Bb to promote their 

rapid decay. Regulatory proteins on host cell membranes, such as CR1 and DAF also 

inhibit the formation and/or promote rapid dissociation of convertases [23–25]. While the 

concentration of CR1 decreases (Figure 2.9B), that of DAF does not change (Figure 

2.9C). This highlights how rapidly CR1 and FH inactivate C3b to inhibit the formation of 

the C3 convertases on host cells and also their continued complement regulation in the 

fluid state. The time profiles of FH, CR1, and DAF at extended timeframes are shown in 

Figures A.6A–A.6C. If the formation of the C3 convertase is tightly controlled, one can 

conclude that the terminal cascade will be effectively shut down because the formation of 

the C5 convertase will also be inhibited. 

  

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref023
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref025
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Figure 2.9. Time profiles for complement regulators FH, CR1, DAF, vitronectin, clusterin, and CD59. (A, 

B) The concentrations of FH and CR1 decrease, with FH showing initially a linear like response. The initial 

response of FH signifies the regulation taking root at the start of the AP by inhibiting C3(H2O) and 

C3(H2O)Bb. (C) The concentration of DAF remains constant and does not change, which highlights the rapid 

deactivation of any C3b by FH and CR1. (D,E) Vitronectin and clusterin experience a long delay of 52 and 

51 minutes respectively before their concentration starts decreasing. Their regulatory component takes root 

at the formation of fluid C5b-7, which comes at a later stage of complement activation. (F) The response 

generated for CD59 is the same as that of DAF (no change in concentration). This is expected since DAF 

remains the same (inhibition of C3 convertase formation), the terminal cascade for MAC pore formation will 

not take root because formation C5 convertases will also be inhibited. 
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MAC production is inhibited on host cells by a combination of complement 

regulatory proteins that reside on host cells and in fluid phase. Vitronectin and clusterin 

are fluid phase regulators that inhibit MAC formation by binding to C5b-7, while CD59 

inhibits C9 polymerization to prevent pore formation on the lipid bilayer of host cells [23–

27]. Figure 2.9D–2.9F shows the time profiles generated for Vn, Cn, and CD59, 

respectively. Both Vn and Cn experience a long delay of about 52 and 51 minutes, 

respectively, before their concentration is reduced (Figure 2.9D and 2.9E). The lag 

response is expected because Vn/Cn inhibit C5b-7 from attaching to host cells and the 

production of C5b-7 comes at a later stage of complement activation. However, the 

concentrations of Vn and Cn do reach a steady state in 105 minutes and 124 minutes, 

respectively (Figures A.6D and A.6E). Lastly, the time profile generated for CD59 

(Figure 2.9F and Figure A.6F) shows that its concentration does not change. This type of 

response is also seen for DAF. Since CR1 and FH inhibit the formation of C3/C5 

convertases, the propagation of the terminal cascade is tightly controlled, thus effectively 

leaving no MAC pores to be regulated by CD59, under physiological conditions. 

 

  

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref023
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref027
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2.2.3 Sensitivity analysis 

Multi-parametric sensitivity analysis (MPSA) was used to identify initial 

complement concentrations and kinetic parameters that are critical for the four dynamic 

steps of the alternative pathway. Table A.1 shows the results of the relative sensitivity of 

the initial concentrations on the surface of pathogens and host cells. C3, the central protein 

of the alternative pathway, strongly influences the response of the system, in contrast to 

initial concentrations of all other complement components that have low sensitivities. This 

is likely due to the fact that C3 cleavage is required for both activation and amplification 

of the alternative pathway, and thus most rates and kinetic parameters are dependent on the 

amount of C3 in the system. Next, sensitivity analysis was performed in order to identify 

the critical kinetic parameters for the output of the model. The results are shown in Figure 

2.10 and indicate that while responses on both host cells and pathogens are mildly 

influenced by most of the kinetic parameters, the association rate constant of properdin 

(P*) to the surface of pathogens and the rate at which neutrophils release properdin (P*), 

are greatly important for the activation and amplification of the alternative pathway on 

pathogen surfaces. In addition, complement response on host cells was more sensitive to 

parameters involving fluid-phase reactions compared to surface-bound reactions. These 

rates include association rate constant of Factor H to fluid C3(H2O), formation of fC3b 

from nfC3b (half-life of the thioester bond), and the Michaelis-Menten constants that 

govern the cleavage rate of C3 by the fluid phase convertase, C3(H2O)Bb. Thus, the 

response of the system is sensitive to the parameters 𝑘P∗surface
+ , 𝑘p∗released

+ , 𝑘C3(H2O)
+ , 𝑘fC3b

+ , 

and kcat , and Km of C3(H2O)Bb.  
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Figure 2.10. Results of global multi-parametric sensitivity analysis to kinetic parameter values. The most 

sensitive rates on the surface of pathogens (red) are 𝑘P∗surface
+ , and 𝑘p∗released

+ , which represent the rate at 

which properdin associates to the surface and the rate at which it is released from neutrophils, respectively. 

While most kinetic parameter are mildly sensitive on host cells (blue), 𝑘C3(H2O)
+  and  𝑘fC3b

+  ,which represent 

association of factor H to hydrolyzed C3 and conversion rate of nfC3b to fC3b, respectively, are more 

sensitive to parameter variations. The Michaelis–Menten kinetic parameters, kcat and Km of the fluid phase 

convertase C3(H2O)Bb are also sensitive.  
 

 

2.3 Discussion 

We have developed a mathematical model that describes the dynamics of the 

alternative pathway of the complement system, initiating in fluid phase with activation of 

C3, surface-bound amplification of C3b and C3b-contaning convertase formation, and 

terminating at surface-bound MAC (Figure 2.1). We modeled two surfaces, a host cell and 

a bacterial cell surface, using an erythrocyte and an E coli cell as examples for 
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quantification. Cells were used as a basis for extracting dimensions, without accounting for 

cell surface markers and chemical compositions. We have also incorporated in the model 

complement regulation in fluid phase and on host cells. The mathematical model consists 

of a system of 107 ordinary differential equations, describing the time course of the 

concentrations of 107 proteins, protein fragments, or protein complexes, and we have 

generated graphs of their concentration time profiles. We have asked questions of the type: 

(i) What are the quantitative contributions of different modules of the alternative pathway 

propagation, such as fluid phase activation, the amplification loop, and terminal cascade 

beyond C3 and C5, in generating opsonins, inflammatory proteins C3a/C5a, and MAC? 

(ii) What is the difference in complement deposition on pathogen and host cells? (iii) What 

are the subtleties of negative and positive complement regulation in inhibiting or promoting 

complement deposition on host and pathogen cells, respectively. 

We present key differences in complement function on pathogen and host surfaces, 

demonstrating the significance of negative complement regulation on host surfaces. We 

also present the tremendous influence of properdin (P*) in positive complement regulation 

on pathogen surfaces, and discriminate the contribution of different types of properdin (P, 

P*) molecules in eventually promoting MAC formation. 

We have shown the efficiency of the alternative pathway in saturating the surface 

of pathogen with complement proteins, such as C3/C5 convertases, C3b, iC3b, iC3bP 

(pathogen), C3dg, properdin P*, and MAC, while regulation on host cells limits 

complement component deposition to less than 1 percent (Figure 2.2). The response 

generated on host cells is expected due to the function of surface-bound or circulating 
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regulatory proteins to ensure inhibition on host cells, while not hindering activation on 

pathogens. Convertases play a critical role in the propagation and amplification of the 

alternative pathway. The initial alternative pathway convertase, C3(H2O)Bb, is a fluid 

phase convertase that cleaves C3 into C3a and C3b [28]. This nascent C3b, nC3b, is a very 

reactive complement protein due to its exposed internal thioester bond that is capable of 

indiscriminately binding to pathogens and host cells via covalent bond [29–31]. However, 

the short half-life of the thioester (60 μsec) ensures most of the nC3b produced will interact 

with water and form the fluid phase C3b, fC3b, that never attaches to a surface [32]. This 

fC3b can also form a convertase that is capable of cleaving C3 in the fluid phase. Due to 

the dangers these fluid phase convertases present if left unregulated, complement 

regulatory proteins promote their rapid decay, both in fluid phase and on host cell surfaces. 

In Figure 2.3, we see the concentration of fC3bBb is smaller than that of C3(H2O)Bb. This 

is because only one complement protein, FH, regulates C3(H2O)Bb, while fC3bBb is 

regulated by FH and CR1 [28,33–39]. However, the possibility for C3(H2O)Bb regulation 

by CR1 cannot be excluded because it has been shown that CR1 can bind to C3(H2O) [40]. 

In addition, we must exercise caution in interpreting the results for C3(H2O)Bb activity, as 

sensitivity analysis showed that complement activation on host cells is influenced by the 

Michaelis-Menten kinetic parameters of this enzyme. In any case, CR1 and FH regulate 

AP by (i) competitively binding to C3b, (ii) inhibiting FB binding, and (iii) by accelerating 

the decay rate of convertases. 

If the nascent C3b reacts and forms a covalent bond on either the pathogen or host 

surface, it will associate with FB, which becomes cleaved by FD to yield the membrane-

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref028
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref029
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref031
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref032
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref028
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref033
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref039
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref040
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bound C3 convertase, C3bBb [41–44]. Figure 2.4 shows difference in the amount of area 

these convertases occupy on the host cells and pathogens. The destructive effects of 

complement activation on host cells are tightly regulated through surface-bound regulators 

such as CR1, DAF, and plasma proteins such as, FH in conjunction with FI 

[33,36,37,39,45–47]. However, these regulators leave complement activation unchecked 

on the surface of pathogens. Furthermore, it is also evident from Figure 2.4 that C3bBbP* 

is the more dominant convertase than C3bBb and C3bBbP. (Note that the asterisk denotes 

properdin released from neutrophils which binds to the surface first and acts as an initiator 

of de novo formation of convertase, whereas lack of asterisk means that C3b binds first to 

the surface and initiates convertase formation, subsequently stabilized by properdin.) 

While C3bBb is relatively unstable with a half-life of about 90 seconds, the positive 

regulatory protein, properdin, associates with C3bBb [41,48], which stabilizes and 

increases the half-life of the convertase by about 10 fold. However, it has been shown that 

properdin bound to a surface can initiate in situ complement activation by forming 

C3bBbP* [14–22]. And unlike the standard AP activation through nC3b attaching to a 

surface and initiate complement, properdin (P*) can attach to a surface and recruit nC3b or 

fC3b to form C3 convertase. 

The cleavage of C3 and C5 by their respective convertases also produces 

complement fragments C3a and C5a. They belong to a family of anaphylatoxins that are 

released into the fluid phase during complement activation [49,50] (Figure 2.5). But there 

are differences in amount released, with C3a being more abundant than C5a (Figure 2.5A). 

This stems from having more C3 convertases on the surface of the pathogen/host cell than 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref041
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref044
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref033
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref036
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref037
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref039
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref045
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref047
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref041
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref048
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref014
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref022
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref049
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref050
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C5 convertases that are responsible for generating C5a. In addition, the large number of C3 

cleaving enzymes can be attributed to properdin (P/P*) stabilizing preformed C3bBb, and 

also by neutrophil-secreted properdin (P*) that can accelerate the association of C3b and 

FB to subsequently form a stabilized convertase, C3bBbP*. However, C5 can also be 

cleaved by the monomeric C3 convertase (C3bBb) but has been shown to have a weak 

affinity for C5 (Km = 24 μM) [51]. In the absence of control factors, the monomeric C3 

convertase will cleave 9000 C3 molecules for every C5 molecule cleaved [52,53]. While 

both fragments play an important role in mediating inflammatory response, C5a is a more 

potent mediator than C3a. Furthermore, C5a is also a potent chemoattractant for 

neutrophils, T cells, and tonsillar B cells [54–56]. It is likely that because of the strong C5a 

effect in inducing a more pronounced inflammatory response compared to C3a, less of C5a 

is released during complement activation to achieve the desired response (Figure 2.5B). 

In Figure 2.6A, we present the response of the inactive derivative of C3b known 

as iC3b on the surface of pathogens and host cells. Surface-bound regulator CR1 binds to 

C3b and acts as a cofactor for FI cleavage of C3b into iC3b [37–39]. In addition, CR1 is 

the main cofactor for FI mediated enzymatic breakdown of membrane-bound iC3b into 

C3dg (Figure 2.6B). However, CR1 is unique in its ability to also function extrinsically 

(on surrounding cells), from the cell in which it is expressed [25,57,58]. This explains that 

even though pathogens lack membrane-bound complement inhibitor CR1, the inactive 

derivative iC3b and subsequently C3dg are present on pathogen surface. Although iC3b 

and C3dg are inactive in forming convertases and contributing to the propagation of 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref051
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref052
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref053
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref054
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref056
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref037
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref039
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref025
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref057
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref058
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complement activation, their deposition on pathogen cell surfaces is critical for efficient 

phagocytic clearance and enhancement of adaptive immune response. 

Continued activation of the alternative pathway leads to the terminal cascade that 

is responsible for the production of MAC. This terminal multi-component C5b-

918 complex forms pores on the surface of a pathogen/host cell, which causes lysis due to 

disruption of the osmotic balance inside/outside the cell. The MAC pores occupy 

significantly less than 1 percent on the surface of host cell because of regulators that are 

present in fluid phase and also bound to the surface (Figure 2.7). For instance, Vn and Cn 

are fluid phase regulators that bind to C5b-7 and inhibit its insertion into the lipid bilayer 

[59,60]. Surface-bound regulators such as CD59 inhibit polymerization of C9, while DAF 

and CR1 accelerate the decay of C5 convertase by altering the interaction between C3bBb 

[27,45–47,61]. However, the absence of these regulatory proteins on pathogens leads to 

unchecked terminal cascade activation that results in 3.3 percent occupation of the 

pathogen surface by MAC pores (Figure 2.7). 

An important aspect of our study is the re-emergence of the role of properdin in 

complement function. Properdin is more than a stabilizer of the C3/C5 convertase by its 

role in initiating in situ complement activation on different surfaces. The role of properdin 

as an instigator of the alternative pathway was first described by Louis Pillemer and his 

associates over 50 years ago [62]. This idea of properdin-directed activation was 

challenged by Robert Nelson, who suggested the role of antibodies in explaining the 

observed complement activation [63]. By eliminating the surface binding ability of 

neutrophil-secreted properdin (which also inhibits C3b recruitment) and keeping its 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref059
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref060
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref027
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref045
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref047
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref061
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref062
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref063


 40 

convertase stabilizing role, we observe that complement activation products occupy 

significantly less than 1 percent of pathogen surfaces, as shown in Figure 2.8A–2.8C. Our 

results show that eliminating properdin’s (P*) surface binding and C3b recruitment abilities 

effectively reduced propagation of the alternative pathway. In addition, results from the 

sensitivity analysis showed that the response of the system is sensitive to the surface 

binding ability of properdin (Figure 2.10). Binding to surfaces is soon followed by the 

recruitment of C3b, to form convertases. This sets in motion the amplification loop, which 

is very important for the propagation of alternative pathway. The key substrate that makes 

this step possible is C3, and is also indicated by the results of the sensitivity analysis as the 

most important complement component (Table A.1). Thus, the widely-accepted role of 

properdin as just a stabilizer of convertases is not sufficient to support robust propagation 

of the alternative pathway. To highlight this point, a study by Gupta-Bansal et al [64] 

showed that anti-properdin MoAbs that blocked binding of properdin to C3b caused a dose-

dependent inhibition of AP in vitro. 

It is interesting to note that studies performed in serum-derived properdin, in which 

long term storage, freezing, and thawing were involved, formed highly activated properdin 

aggregates that not only stabilized convertases but also activated complement in solution 

[21,65]. However, a recent finding showed serum-derived properdin (without aggregates) 

was able to attach to activated platelets and recruit both C3b and C3(H2O) to generate C3 

convertases (C3bBb and C3(H2O)Bb), thus initiating complement activation on the surface 

[20]. In addition, properdin bound to activated platelets was 3- and 2-fold more capable of 

recruiting C3b and C3(H2O), respectively, compared with activated platelets alone. The 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref064
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref021
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref065
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref020
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same study also showed platelets that first received C3(H2O) or C3b, only formed 

convertases after properdin was recruited. Although these studies used serum properdin, 

our results are consistent with their data because robust propagation of AP (by forming 

convertases) was achieved only after properdin that had the ability to bind to surfaces and 

recruit C3b was added. This event was considered in our system for neutrophil-derived 

properdin (P*), while serum-properdin (P) only stabilized convertases. Our multi-

parametric sensitivity analysis indicates that kinetic parameters associated with C3(H2O) 

and C3b are sensitive to variations (Figure 2.10), thus making the fluid phase a pivotal 

battlefront for protecting/shielding host cells. 

Gupta-Bansal et al [64] also used the anti-properdin antibody to inhibit activation 

of AP and reduce neutrophil and platelet activation in their cardiopulmonary bypass model. 

We believe the reduction of neutrophil activation is an important step because after 

neutrophils are stimulated they have the ability to not only release properdin (P*) but also 

release C3, FB, C6, and C7 [22,66–68]. In the presence of FD, properdin (P*) and the 

released C3, FB, C6, and C7 constitute all the components needed for the activation of the 

alternative pathway and terminal cascade with the generation of C3 and C5 convertases. 

This was shown on activated platelets after the release of properdin (P*) from neutrophils 

[20]. Conceivably, this observation may explain why Gupta-Bansal et al [64] saw reduced 

neutrophil activation and near complete inhibition of the C3a/C5b-9 formation with the 

anti-properdin antibody. 

It is worth noting that in a standard AP hemolytic assay, T cell-derived properdin 

was shown to be 100 times more functionally active than serum-derived properdin [69]. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref064
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref022
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref066
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref068
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref020
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref064
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref069
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Just as nC3b is an active form of C3 that must be constantly regulated to prevent 

unnecessary complement activation, the more active properdin (P/P*) must also be 

regulated. In light of the aforementioned recent findings, we speculate that the body 

constantly regulates properdin (P*) by only releasing it at sites of infection (inflammatory 

response) or by protease cleavage of functional sites that are involved in surface 

binding/C3b recruitment. Even serum properdin (P), was only able to bind to activated 

platelets (present during inflammation) and not resting platelets. However, to the best of 

our knowledge, there are no studies that describe how the body regulates properdin (P/P*). 

The notion of properdin as a positive regulator of AP by stabilizing convertases 

must be re-examined. We speculate, in conjunction with experimental data cited above, 

that for the occurrence of robust activation and propagation of the alternative pathway, 

properdin either derived from serum or neutrophils must satisfy three criteria: (i) ability to 

bind to surfaces, (ii) ability to recognize selective patterns (activated versus nonactivated 

platelets), (iii) recruitment C3b/C3(H2O) and FB by properdin-bound surface to initiate 

complement activity. We believe all three criteria must be met and the sole role of 

stabilizing convertases is not enough to warrant properdin as a positive regulator of the 

alternative pathway. This is predicted by our model and is highlighted in the literature cited 

above. This notion also is consistent with what Pillemer and his colleagues observed over 

50 years ago. 
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2.4 Conclusions 

We have presented a comprehensive mathematical model that describes the 

dynamics of the alternative pathway of the complement system, including activation, 

amplification, termination, and regulation. Our study quantitatively explains many known 

features of the complement system, but also reveals some less obvious or unexpected 

features. We have shown the profound differences of complement deposition on pathogen 

surfaces and MAC pore formation, compared to host surfaces. This result demonstrates the 

fine balance between activation and negative regulation during homeostasis, and the 

significant role of positive regulation in augmenting activation on pathogen surfaces. 

Complement deposition refers to C3b, iC3b, iC3bP (pathogen), C3dg, C3/C5 convertases, 

P*, MAC, and intermediates such as C3bB, C3bBP, C5b6-7, C5b6-8, and others. We have 

also shown many other features, described below. The initial C3 convertase of the 

alternative pathway, C3(H2O)Bb, has higher influence in the propagation of the alternative 

pathway, compared to the fluid phase C3 convertase, fC3bBb, suggesting the importance 

of the tick-over reaction in not only initiating, but also dominating the fluid state. 

Significantly higher concentrations of C3a are produced during the alternative pathway 

than C5a. The amounts of various forms of fluid phase or surface-bound C3b (nfC3b, 

nhC3b, npC3b, fC3b), and surface (pathogen or host) bound iC3b and C3dg are miniscule 

compared to those of fluid phase iC3b and fluid phase C3dg. Finally, neutrophil-secreted 

properdin (P*) re-emerges as an intriguing factor of complement activation, in addition to 

existing serum properdin (P) that is a C3/C5 convertase stabilizer. Properdin P* is a 

function enhancer by recruiting C3b ligand and FB to form a stabilized convertase, 
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C3bBbP*, and also stabilize preformed C3/C5 convertases. The function of C3b as an 

opsonin is well-recognized, but our model highlights an alternative opsonin comprised of 

properdin (P*) and C3b (C3bP*), that may also serve as a pathogen tag. Our study suggests 

that the role of properdin (P*) in complement activation and positive regulation requires 

more experimental attention. 

In conclusion, expanding on a characterization of C3 by a Nature Editorial [70], we 

consider the complement system as a sophisticated and well regulated “bloodstream patrol” 

that aims at attacking and possibly eliminating foreign bodies, while being controlled from 

harming self-tissues. A quantitative understanding of the intricacies and sophistication of 

the dynamics of complement activation, function, and regulation, as well as the 

mechanisms of inhibition by pathogens, will be an indispensable aid in the development of 

therapeutics targeting pathogenic infections, autoimmune and inflammatory diseases, and 

incompatibilities with biomaterial surfaces in the case of prosthetics and devices. 

 

2.5 Methods 

2.5.1 Numerical methods 

Reactions in the alternative pathway of the complement system were formulated 

based on known interactions and kinetic parameters from the literature (Figure 

2.1 and Table A.2). Based on these reactions, we generated a system of 107 ordinary 

differential equations and 74 kinetic parameters that describes the alternative pathway of 

the complement system (Supplemental Equation A.1). We have organized the 

biochemical reactions, equations, and subsequent discussion into four parts, which describe 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref070
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.s007


 45 

the following four modules of complement system activation and propagation: (i) initiation 

(fluid phase), Eqs 1–8 in Supplemental Equation A.1; (ii) amplification (pathogen), Eqs 

1–18 in Supplemental Equation A.1; (iii) termination (pathogen), Eqs 1–19 

in Supplemental Equation A.1; and (iv) regulation (host cell and fluid phase), Eqs 1–42 

in Supplemental Equation A.1. In addition, we have grouped all the complement proteins 

present in fluid phase and bound on host cells into a fifth module, Eqs 1–20 

in Supplemental Equation A.1. Law of mass action was used to assemble the equations. 

Enzymatic reactions were based on the Michaelis–Menten kinetics, and substrate 

competitions for enzymes such as C3 convertases was also taken into consideration. 

Known kinetic parameters were acquired from literature, while unknown parameters were 

attained via several different approaches. First, we implemented parameters estimated from 

Korotaevskiy et al [12], which used optimization procedure (combines solving of direct 

and inverse optimization problems) to estimate rate constants. Some parameters were 

implemented based on interactions of structurally or functionally homologous proteins, for 

which parameters are already known. For example, the rate constants of the interaction 

between C3b and FB are known, while those of C3(H2O) and FB are not. However, we 

assumed the same rate constants for the second case because C3(H2O) is known to be a 

C3b-like molecule that also has C3b-like functions. Remaining unknown parameters were 

estimated based on association and dissociation constants. For instance, since KD = k- / k+, 

if the KD was known, we implemented a combination of k- and k+ that would generate the 

given KD based on physically relevant ranges of parameters (k+: 103 to 109 M-1s-1, k-: 

10−1 to 10−5 s-1) [71–73]. These parameter combinations were tested and determined their 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref012
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref071
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref073
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effects on the dynamics of the system to be negligible in all cases (Figure 2.10). The 

remaining (9) parameters were completely unknown, and values were estimated based on 

functional data for other complexes and constrained according to physiological ranges of 

association and dissociation rate constants. Two of these parameters have a profound effect 

on the response of the system and are discussed in the Results and Discussion sections. 

Initial concentrations of soluble complement components were obtained from literature, 

based on known homeostatic concentrations of these factors in human plasma (Table A.3). 

Furthermore, properdin released from neutrophils has been shown to be more active by 

initiating the alternative pathway through recruitment of C3b and FB, while the plasma 

properdin does not. Therefore, we have included neutrophil-secreted properdin in our 

model, referred with an asterisk (properdin P*). In addition, neutrophil-derived properdin 

(P*) concentration was estimated based on [22,74]. Cell-bound complement protein 

concentrations were estimated based on [75]. Lastly, a delay of 10 minutes was 

incorporated into our model (for neutrophil-secreted properdin) to account for neutrophil 

transmigration from the vasculature to the site of infection [76]. 

Production of complement components was neglected in our model (with the 

exception of properdin P*), since we examined only the short time frame following 

pathogen recognition. All equations were solved using the ode15s solver in Matlab 

(Mathworks, Natick, MA). Since complement activation is localized on cell surfaces, we 

included representative pathogen and host cell species in our model. We used human 

erythrocytes as a model host cell, due to the availability of information regarding cell 

dimensions [77] and densities of complement receptors [75]. Escherichia coli was used as 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref022
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref074
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref075
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref076
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref077
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref075
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the representative pathogen cell. Cell number densities were selected based on the 

homeostatic number of erythrocytes per milliliter of blood (5×109 per ml) and the typical 

number of bacteria found in blood during sepsis (102–105 per ml) [78,79]. In order to model 

complement deposition on cell surfaces, we first calculated a theoretical maximum number 

of binding sites for complement proteins and complexes, based on the dimensions of cells 

and the various complement species. For instance, we acquired the area that C3b would 

occupy on the surface from literature and used this area as basis to estimate the area 

occupied by C5b-7 (due to the lack of literature data) [80]. The number of binding sites 

was translated into a concentration, by multiplying the cell number density. Reaction rate 

constants for complement species with available cell binding sites were derived based on 

rates of diffusion in blood and species inactivation (i.e. C3b thioester hydrolysis and C5b-

7 spontaneous micelle formation) (Supplemental Equation A.2). Furthermore, in order to 

account for complement amplification and deposition on pathogen surfaces, an apparent 

concentration of nascent C3b and cell binding sites was calculated, based on the 

hemispheric region in which C3b molecules can diffuse before thioester hydrolysis (the 

radius and corresponding volume of this region was calculated based on thioester half-life). 

In this hemispheric region, scaling factors were calculated so that in this way a nascent C3b 

molecule from a surface-bound convertase is much more likely to attach to the cell surface 

compared to a nascent C3b molecule from a fluid phase convertase. Nascent C5b-7 was 

treated in the same way, according to the half-life of the C5b-7 hydrophilic-amphipathic 

transition. All the parameter data can be found in Table A.2. Reaction rate constants that 

were acquired from literature are cited in Table A.2, including those determined through 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref078
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref079
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref080
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optimization procedure. Parameters attained through structural/functional homologous 

interactions and association/dissociation constants are marked in Table A.2 as estimation, 

while parameters that are completely unknown are marked as assumptions. Lastly, reaction 

rate constants calculated through the diffusion/species inactivation are also marked as such. 

 

2.5.2 Initiation (fluid phase) 

Activation of the alternative pathway initiates in plasma by the spontaneous 

hydrolysis and activation of the complement component C3. Turnover of C3 is the critical 

step in the activation of the alternative pathway. The tick-over of C3 generates C3(H2O), a 

C3b-like molecule that has a hydrolyzed internal thioester bond (Figure 2.1). This 

molecule then associates with Factor B to produce C3(H2O)B. This initial convertase 

complex is prone to enzymatic cleavage by Factor D, resulting in the production of 

C3(H2O)Bb. This protease is a short-lived fluid phase convertase that cleaves C3 into a 

smaller fragment C3a and larger fragment C3b (Figure 2.1). C3a plays an important role 

in mediating inflammatory responses including vasodilation, histamine release from mast 

cells, smooth muscle contraction, and also antimicrobial activity during complement 

activation [81,82], and is one of the terminal complement activation products in our model. 

The larger product of C3 cleavage, nascent fluid-phase C3b (nfC3b), is a very reactive 

protein due to its exposed internal thioester bond that is capable of indiscriminately binding 

to different surfaces via covalent bond [29–31]. However, the short half-life of the thioester 

(60 μsec) ensures most of the C3b produced interacts with water and form the fluid phase 

C3b (fC3b), which loses its ability to covalently attach to cell surfaces [32]. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref081
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref082
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref029
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref031
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref032
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2.5.3 Amplification (pathogen surface) 

If the nascent C3b reacts and forms a covalent bond on the pathogen surface (pC3b), 

it also follows the same reaction scheme of the fluid phase C3(H2O) by associating with 

FB and leading to the cleavage by FD to yield the surface-bound C3 convertase, C3bBb. 

This complement enzyme sets in motion the amplification loop of the alternative pathway 

by cleaving native C3 and releasing C3a and nascent C3b fragments. Since surface-bound 

convertases produce C3b near the cell surface, these nascent C3b molecules (npC3b) have 

a high propensity for binding back to the same cell surface. The newly produced C3b 

recruits FB and FD, further building C3bBb convertases on the surface of pathogens 

(Figure 2.1). However, the C3bBb complex is rather unstable and has a half-life of about 

90 seconds [41]. A positive regulatory protein known as properdin (P), associates with 

C3bBb, thus stabilizing and increasing the half-life of the convertase 10-fold [83]. 

Properdin has however recently reemerged as more than a stabilizing factor for the C3 

convertase by the multiple roles it plays during complement activity. It has been 

demonstrated that properdin not only binds to formed alternative pathway C3 convertase 

but also once bound to a surface could accelerate the association of C3b and FB, 

subsequently forming the properdin stabilized convertase C3bBbP [18]. The latter study 

has also shown a model in which properdin, a dimer, trimer, or tetramer, bound to C3b 

through one site, can use its other vacant binding sites to recruit C3b, C3bB, and C3bBb, 

thus directing complement activation. Furthermore, properdin has been shown to be a 

pattern-recognition molecule that distinguishably binds to specific cell surfaces and serves 

as a platform for de novo convertase assembly to initiate the alternative pathway C3bBbP 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref041
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref083
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref018
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[14–22]. However, for our studies we focused on neutrophil-secreted properdin that has 

been shown to bind on the surface of the neutrophil [22,66]. Although these findings 

demonstrate properdin as a molecule that distinguishably binds to specific cell surfaces, 

purified physiological forms of properdin do not bind to certain surfaces [17,84]. To 

compensate for the differences, our model has included two kinds of properdin, in which 

the neutrophil-secreted properdin (P*) has the ability of attaching to surfaces and recruit 

C3b, while plasma properdin (P) does not. In addition, our model incorporates a delay of 

10 minutes for P* release, to account for neutrophil transmigration from the vasculature to 

the site of infection [76]. 

 

2.5.4 Termination (pathogen) 

The accumulation of C3b molecules on the surface of a pathogen leads to 

opsonization, thus rendering the pathogen subject to phagocytosis. However, C3b also 

binds with the C3 convertase to form a C5 convertase (C3b2Bb) of the alternative pathway. 

This protein complex cleaves C5, resulting to C5a and C5b on which the latter product 

remains loosely bound to the convertase while C5a is released in the fluid phase. Like C3a, 

belonging to a group of complement anaphylatoxins, C5a is a potent mediator of 

inflammatory responses [85–87], and is considered a terminal complement activation 

product in our model. C5b initiates a cascade of biochemical reactions that lead to the 

formation of the membrane attack complex (MAC). Following C5 cleavage, C5b 

undergoes a conformational transition, during which C6 binds. The half-life of C5b was 

shown to be 2.3 minutes before it irreversibly loses binding capabilities to C6 [88]. C5 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref014
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref022
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref022
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref066
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref017
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref084
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref076
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref085
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref087
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref088
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convertase-bound C5b-6 may then bind C7, at which point the C5b-7 complex dissociates 

and undergoes a hydrophilic-amphiphilic transition, generating a membrane binding site. 

The formed metastable C5b-7 is released into the fluid phase and has the ability to insert 

itself into the lipid bilayer but can also form inactive protein micelles in the absence of 

membranes [85,86,89]. Once C5b-7 attaches to a membrane, it establishes a binding site 

for C8 [90–92]. Complement protein C8 will then inserts itself into the lipid bilayer of the 

pathogen and also induce the oligomerization of C9 to form a MAC complex, which is 

responsible for cell lysis [85,93]. 

 

2.5.5 Regulation (host cell and fluid phase) 

The complement system is tightly regulated to prevent damage to host cells. Several 

soluble and cell-bound regulator proteins bind to complement proteins and complexes, 

inhibiting activation at several points in the activation cascade. Complement amplification 

is regulated through inhibition of convertase formation (mediated by FH and CR1), 

dissociation of existing convertases (mediated by FH, CR1, and DAF), cleavage of C3b 

into iC3b (mediated by FI using CR1 or FH as a cofactor), and subsequent cleavage of 

iC3b to C3dg (mediated by FI using CR1 as a cofactor). In addition, the terminal pathway 

is regulated by soluble Vn and Cn, and cell-bound (CD59) complement regulators. MCP, 

another cell-bound C3b inactivator, is not considered in our model, since it is not expressed 

on erythrocyte surfaces. 

 

  

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref085
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref086
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref089
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref090
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref092
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref085
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref093
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2.5.6 Sensitivity analysis 

Sensitivity analysis was implemented using the multi-parametric sensitivity 

analysis (MPSA) method [94]. The procedure of MPSA is described in the following steps. 

First, we selected all parameters to be tested. This includes 17 initial concentrations and 74 

kinetic parameters. Second, the range of each selected parameter was set large enough to 

cover all feasible variations (increasing and decreasing by a factor of 10 for the rate 

constants and by factor 5 for the concentrations). The parameter ranges used for the 

sensitivity can be found in Tables A.4 and A.5. Third, for each selected parameter, a series 

of independent random numbers were generated with a uniform distribution within the 

defined range. The Latin hypercube sampling method was used to sample 2000 random 

parameter vectors due to the large number of rate constants. This ensures maximal 

sampling through each parameter dimension while also computationally managing large 

number of rate constants [94,95]. The Matlab function ‘lhsdesign’ was used to produce the 

2000 parameter vectors. Next, the model was simulated for each chosen set of parameter 

values to calculate the objective function values. The objective function is defined as the 

sum of squared errors between the observed and perturbed system output values 

𝑓𝑜𝑏𝑗(𝑘) =∑  ( 𝑥𝑜𝑏𝑗(𝑖) − 𝑥𝑐𝑎𝑙(𝑖, 𝑘) )
2 

𝑛

𝑖
 

where xobj(i) and xcal(i,k) denote the observed values calculated from the reference 

parameter values at the ith sampling time and perturbed system output values at the ith 

sampling time for the parameter variation set k, respectively. The output values denote the 

surface occupation (pathogen/host cell) by complement proteins and n is the sampling time 

point, which is set to be each time point through the simulations. Then it was determined 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref094
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref094
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152337#pone.0152337.ref095
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whether the parameter set is acceptable or unacceptable by comparing the objective 

function value to a given threshold. If the objective function value is greater than or less 

than the threshold, the parameter set of values is classified as unacceptable or acceptable, 

respectively. Since MPSA results are not affected by the choice of subjective threshold 

[94,96], here we used a 50% divisions of 2000 sorted objective functions. Lastly, we 

statistically evaluated the parameter sensitivity by quantitatively comparing the 

distributions of acceptable and unacceptable values. The cumulative frequency is computed 

for each selected parameter with both acceptable and unacceptable cases. Sensitivity was 

evaluated by the measure of separation between the two cumulative frequency distributions 

of acceptable and unacceptable cases using Kolmogorov-Smirnov (K-S) statistic 

𝐾 ̶𝑆 =
𝑚𝑎𝑥

𝑥
|𝐶𝑎(𝑥) − 𝐶𝑢(𝑥) | 

where Ca and Cu correspond to the cumulative frequency functions that are acceptable and 

unacceptable cases, and x is the given parameter. Large values of K-S test indicate the 

model output is sensitive to the given parameter variations. 
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CHAPTER 3 

 

A Computational Model for the Evaluation of Complement System Regulation 

under Homeostasis, Disease, and Drug Intervention 

 

3.1 Introduction 

A pivotal arm of innate immunity, the complement system is comprised of proteins 

present in both plasma and cell membranes that work in concert to mediate immune 

responses against invading pathogens and altered host cells, while at the same time 

shielding healthy host cells from destruction [1,2]. The coordination of the complement 

system is induced through three pathways known as alternative, classical, and lectin. The 

alternative pathway is constitutively activated in plasma through the so-called tick-over 

mechanism of complement protein C3, while the latter two pathways, classical and lectin, 

are initiated on microbes or apoptotic/necrotic cells by their respective pattern recognition 

molecules [3]. Similar to alternative pathway, the classical pathway can also be induced in 

the fluid phase through the spontaneous intramolecular activation of complement complex 

C1 [4]. Central points of convergence for all three pathways of complement activation and 

propagation are complement proteins C3 and C5, whose cleavage fragments C3a/C3b and 

C5a/C5b, respectively, results in inflammatory responses, opsonophagocytosis, and 

formation of the membrane attack complex (MAC/C5b-9n) [5,6]. The fragments C3a and 

C5a are anaphylatoxins that mediate activation of immune cells, such as macrophages and 

T cells, while C3b is an opsonin that tags foreign or altered cells for recognition and 

elimination by phagocytes [5,6]. Lastly, the MAC complex penetrates lipid bilayers and 
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induces lysis through osmotic effects [7]. Propagation of complement activation occurs 

through cleavage of C3 or C5 by convertases, which are complexes of cleavage products 

of C3, C4, and proteases FB and C2 [8–11]. 

The complexity of the complement system comes from the number of proteins and 

their networks of interactions involved in all three pathways. However, recent 

mathematical models targeting complement pathways have been developed to aid our 

understanding in the dynamics involved in mediating immune response through activation 

and regulation of complement species [12–16]. To further these efforts, we previously 

developed a comprehensive model of the alternative pathway divided into four modules: 

(i) initiation (fluid phase); (ii) amplification (surfaces); (iii) termination (pathogen); and 

(iv) regulation (host cell and fluid phase) [17]. Based on these four modules we generated 

a system of 107 ordinary differential equations (ODEs) and 74 kinetic parameters. Here we 

present an updated and refined alternative pathway model of the complement system that 

takes into account dimerization states of complement fragments C3b and C4b, additional 

C3 and C5 convertases, IgG interactions with the C3b, and regulation of anaphylatoxins 

C3a and C5a. Relative to our first model [17], this new model also contains fluid phase 

activation and propagation of the classical pathway, owed to the spontaneous 

autoactivation of C1. With these additions, our updated and refined model is now 

composed of 290 ordinary differential equations and 142 kinetic parameters. 

The cascade of reactions “innate” to the complement system is equally 

supplemented with interactions that protect healthy host cells from destruction, under 

homeostasis. Recent studies highlight a number of diseases that are associated with under-
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regulation/over-activation of the alternative pathway due to mutations that target regulators 

(e.g. FH) or propagators (convertases) of the alternative pathway [18–23]. Diseases such 

as such as aHUS, AMD, C3 glomerulonephritis (C3GN), and dense-deposit disease (DDD) 

are associated with overly active alternative pathway [19–22,24–28]. To better understand 

the dynamics of these disorders at the complement level, we have developed a generic 

disease state by targeting the most potent complement regulator FH. This regulator is 

chosen because alternative pathway-mediated disorders, mentioned above, implicate FH 

dysfunctionality, owed to altered effective concentrations or mutations that impair 

regulatory capabilities. In addition to modeling the disease state, we have also added to two 

therapy states by incorporating complement inhibitors, compstatin, targeting C3 [29–33], 

and eculizumab, targeting C5 [34–36], and compared their relative effects on regulating an 

over-activated complement system under FH regulatory impairment. Furthermore, we 

implemented different doses of compstatin and eculizumab to investigate their relative 

roles on mediating early- and late-stage complement biomarkers. In summary, we have 

generated four states of alternative and classical pathways with time profiles describing 

concentration levels of biomarkers C3, C3a-desArg, C5, C5a-desArg, FB and its fragments 

Ba and Bb, and fC5b-9 (a general term for fluid phase MAC/C5b-9) that are associated 

with alternative pathway dysregulation. 
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Figure 3.1. Biochemical reactions originating from fluid phase activation of the alternative and classical 

pathways. A complete explanation of the various steps, grouped in modules of initiation (fluid phase), 

amplification, termination, and regulation can be found below in Methods (Biochemical Model, Section 5.2). 

Initiation of the alternative pathway (blue) is induced through the tick-over reaction of C3, while classical 

pathway (yellow) is activated through the spontaneous intramolecular activation of complement complex C1. 

The tick-over of C3 in the alternative pathway forms the C3 convertase, C3(H2O)Bb, that cleaves C3 to 

generate nascent fluid phase C3b (nfC3b) and C3a, whereas activation of C1 cleaves C4 into nascent fluid 

phase C4b (nfC4b) and C4a. Subsequently, nfC3b and nfC4b can bind to host cells, form dimers such as 

C3bC4b (green), C3bC3b, and C4bC4b, or generate fluid phase C3b and C4b (fC3b and fC4b). Formation 

of fC3b and fC4b initiates a cascade of reactions that forms C3 and C5 convertases (fC3bBb and fC4bC2a). 

These enzymes (fC3bBb and fC4bC2a) further cleave plasma C3 to produce more nfC3b and C3a. 

Furthermore, fC3bBb and fC4bC2a can also cleave C5 to generate C5a and C5b. Continued propagation of 

complement through C5b leads to C5b-7 that can also attach to host cells and initiate a cascade of reactions 

to form MAC (C5b-9n). However, healthy host cells are shielded from complement attack due to fluid phase 

and surface bound complement regulators shown in red. Regulators FH, FHL-1, C4BP, C1-INH, CR1, and 

DAF provide early-phase checkpoints for complement activation and propagation, while late-step regulation 

of the terminal cascade is provided by fluid regulators Vn/Cn and surface bound regulator CD59. The 

nomenclature of complement system for selected proteins, fragments, and complexes is listed in Table B.1. 
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3.2 Results 

3.2.1 Dynamics of complement activation, propagation, regulation, and inhibition 

Our study presents the time profiles of the concentrations of complement 

components for biochemical reactions involved in the alternative and classical pathway 

of the complement system shown in Figure 3.1, under four conditions: (i) normal state, 

corresponding to homeostasis in a healthy person, (ii) FH disorder state, corresponding to 

alternative pathway dysregulation owed to FH impairment, (iii) FH disorder state with 

compstatin treatment, and (iv) FH disorder state with eculizumab treatment. 

 

3.2.2 C3 and its cleavage fragment, C3a-desArg, as biomarkers for FH disorder state 

We first generated time profiles for the complement system’s key substrate, C3, 

and its deactivated anaphylatoxin, C3a-desArg, as shown in Figure 3.2A and 3.2B. C3 

under normal condition has a slow rate of consumption in which C3 levels reach a 

concentration of 6.6×10-6M within the first 25 minutes from a starting concentration of 

7.1×10-6M (Figure 3.2A). This change corresponds to a 7% decrease in blood plasma C3 

within 25 minutes. The trend of C3 reduction continues but the rate of consumption is 

significantly reduced after 25 minutes. C3 levels however in FH disorder state and FH 

disorder state with eculizumab treatment reach a concentration of 1.7×10-6M and 1.6×10-

6M, respectively, within the first 25 minutes as shown in Figure 3.2A. (Eculizumab acts 

on C5 in a downstream step, and therefore has a small effect on C3 concentration.) This 

change corresponds to a 76% and 77% decrease, respectively, relative to normal condition. 

In contrast, FH disorder with compstatin treatment left small amounts blood plasma C3 
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(1.2×10-8M), because C3 forms a new complex with compstatin, CompC3 (291-293 

Supplemental Equations B.2). In other words, this is not owed to C3 being consumed in 

a biochemical reaction, such as a cleavage process where C3 is converted into nC3b and 

C3a through the actions of C3/C5 convertases. Rather, through compstatin binding to free 

C3, a new compstatin:C3 complex is formed. However, for the remaining C3 

concentration, not in complex with compstatin, cleavage will follow to form nC3b and C3a. 

The latter product (C3a) is then rapidly deactivated by carboxypeptidase to form C3a-

desArg. Because of this rapid deactivation, C3a-desArg is a better biomarker than C3a. 

Levels of C3a-desArg are indicators of the degree of complement activation and 

propagation, and in FH disorder state and FH disorder state with eculizumab treatment, 

C3a-desArg shows the highest production levels reaching concentrations of 5.4×10-6M and 

5.5×10-6M within 25 minutes, respectively (Figure 3.2B). In contrast, C3a-desArg levels 

are about an order of magnitude lower (4.6×10-7M) in the normal state, and about three 

orders of magnitude lower (3.5×10-9M) FH disorder state with compstatin treatment, 

relative to the FH disorder state and FH disorder state with eculizumab treatment. 
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Figure 3.2. Concentration-time profiles for C3 and C3a-desArg concentrations under four conditions: (i) 

normal state (blue), (ii) FH disorder state (red), (iii) FH disorder state with compstatin treatment (green), and 

(iv) FH disorder state with eculizumab treatment (cyan). (A) Consumption of C3 under the four conditions. 

Plasma C3 is mostly consumed in the FH disorder state, while treatment with eculizumab had small effects 

on the consumption of C3. Treatment with compstatin leads to the formation of compstatin:C3 complexes, 

thus leaving small amounts of unbound C3 remain in plasma. (B) Production of C3a-desArg after cleavage 

of C3. Compstatin shows an over-restoration effect in the FH disorder state. Eculizumab has minor effects 

on C3 and C3a-desArg in the FH disorder state, with the effect on C3a-desArg being shown with more clarity 

in the zoomed-in inset of (B). 

 

 

3.2.3 C5 and its cleavage fragment, C5a-desArg, as biomarkers for FH disorder state 

Terminal component C5, shown in Figure 3.3A, exhibits minor changes in blood 

plasma concentrations with the exception being under treatment with eculizumab. All three 

conditions of normal state, FH disorder state, and FH disorder state with compstatin 

treatment generate time profiles of C5 where the percent change is < 1% relative to the 

starting blood plasma concentration of C5 (3.7×10-7M). Conversely, treatment with 

eculizumab significantly reduces blood plasma C5 (1.0×10-12M) as shown in Figure 3.3A. 

This reduction of C5 is not caused by cleavage, but it is because of the formation of a new 

species, the eculizumab:C5 complex, EcuC5 in 294-296 Supplemental Equations B.2. 
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However, for the remaining C5 concentration that is not in complex with eculizumab, 

cleavage will follow to produce C5b and C5a in which C5a is rapidly deactivated by 

carboxypeptidase to form C5a-desArg. As is the case of C3a/C3a-desArg, this rapid 

cleavage makes C5a-desArg a better biomarker than C5a. Figure 3.3B presents the 

production levels of C5a-desArg in the four states (normal, FH disorder, FH disorder with 

compstatin treatment, and FH disorder with eculizumab treatment). The highest C5a-

desArg levels are produced in FH disorder state, where the concentration of C5a-desArg 

reaches 5.4×10-10M within the first 25 minutes. This upward trajectory continues but the 

rate of production is significantly reduced after 25 minutes. In contrast, FH disorder state 

with compstatin treatment produced lower levels of C5a-desArg with concentration 

1.2×10-10M. This concentration is higher than in the normal state, which produces 2.7×10-

11M of C5a-desArg within the same 25 minutes. Lastly, treatment with eculizumab 

produced the largest difference in C5a-desArg levels, where the concentration reached 

3.5×10-15M, about five orders of magnitude lower compared to that of FH disorder state 

C5a-desArg levels (5.4×10-10M). 
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g 

Figure 3.3. Concentration-time profiles for C5 and C5a-desArg under four conditions: (i) normal state (blue), 

(ii) FH disorder state (red), (iii) FH disorder state with compstatin treatment (green), and (iv) FH disorder 

state with eculizumab treatment (cyan). (A) Consumption of C5 under the four conditions. The inset is a 

zoom-in, showing that small amounts of C5 are consumed under the first three conditions (i–iii). Addition of 

eculizumab removed most of blood plasma C5 to form eculizumab:C5 complex (not shown). (B) Production 

of C5a-desArg after cleavage of C5. Treatment with eculizumab produced the lowest C5a-desArg levels, 

corresponding to about five orders of magnitude lower concentration compared with that of alternative 

pathway FH disorder. 

 

 

3.2.4 FB and its cleavage fragments, Ba and Bb, as biomarkers for FH disorder state 

Complement FB plays a pivotal role in the consumption of C3 and C5 by providing 

the cleaving unit of the C3/C5 convertases. Once FB is in complex with C3b (C3bB), FD 

cleaves FB to form Ba and C3bBb. C3/C5 convertase C3bBb, however is very unstable 

and dissociates into C3b and Bb. In addition, complement regulators such as FH, CR1, and 

DAF can also increase the rate at which C3bBb dissociates. Figure 3.4 presents the time 

profiles of FB and its cleavage products Ba and Bb. In the normal state and FH disorder 

state with compstatin treatment, FB is reduced by < 2% relative to its blood plasma 

concentration (2.2×10-6M). This minor reduction in FB highlights the regulatory role of 

FH when unimpaired but also the compensatory role of compstatin under compromised 

FH. However, in FH disorder state and FH disorder state with eculizumab treatment, the 
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difference of FB relative to its blood plasma concentration is 48% and 49%, respectively. 

These values correspond to concentrations of 1.14×10-6M and 1.12×10-6M, respectively. 

Similarly, Figure 3.4B and 3.4C show time profiles for Ba and Bb where their levels are 

higher in FH disorder state and FH disorder state with eculizumab treatment. The 

concentrations of Ba and Bb reach values of ~1.05×10-6M in FH disorder state, while Ba 

and Bb reach ~1.07×10-6M in FH disorder state with eculizumab treatment. In contrast, 

levels of Ba and Bb are about one order of magnitude lower under the normal state, 

reaching a concentration of 2.5×10-8M. Similarly, levels of Ba and Bb are reduced by about 

three orders of magnitude under FH impairment with compstatin treatment, reaching a 

concentration of 8.1×10-10M. 

 

Figure 3.4. Concentration-time profiles for FB, Ba, and Bb under four conditions: (i) normal state (blue), (ii) 

FH disorder state (red), (iii) FH disorder state with compstatin treatment (green), and (iv) FH disorder state 

with eculizumab treatment (cyan). (A) FB shows the highest level of consumption in the FH disorder state 

and FH disorder state with eculizumab, demonstrating the minor effects of eculizumab on FB. On the 

contrary, compstatin nearly restores the concentration-time profile of FB to that of normal. (B and C) Similar, 

but opposite in magnitude effects for FB cleavage fragments Ba (Panel B) and Bb (Panel C). The FH disorder 

results to overproduction of Ba and Bb (view of the red graph is obscured by the cyan graph, see insets for 

distinction). Compstatin has a strong over-restorative effect (compare green with red and blue graphs), 

whereas eculizumab has a small effect (compare cyan with red and blue graphs). Insets are zoomed-in 

portions of the parent Panels, showing that FB levels are tightly controlled in normal state and FH disorder 

state with compstatin treatment (A), whereas Ba and Bb reach the highest production levels in the FH disorder 

state and FH disorder state with eculizumab treatment (B and C, respectively). 
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3.2.5 Fluid phase MAC (fC5b-9) as a biomarker for FH disorder state 

After the cleavage of C5, a cascade of reactions ensues to form fluid phase C5b-9 

(fC5b-9 or fMAC). As shown in Figure 3.5, the time profiles of fC5b-9 follow similar 

trends as C5a-desArg. The highest concentration of fC5b-9 (8.2×10-16M) was in FH 

disorder state, while the FH disorder state with compstatin treatment generated a lower 

fC5b-9 concentration of 1.6×10-16M. The normal state produced about one order of 

magnitude lower of fC5b-9, with concentration 3.7×10-17M, relative to FH disorder state. 

However, in FH disorder state with eculizumab treatment, fC5b-9 levels are about four 

orders of magnitude lower (7.7×10-21M) relative to those in FH disorder state with 

compstatin treatment. 

 

 

Figure 3.5. Concentration-time profiles for fC5b-9 under four conditions: (i) normal state (blue), (ii) FH 

disorder state (red), (iii) FH disorder state with compstatin treatment (green), and (iv) FH disorder state with 

eculizumab treatment (cyan). Highest concentration of fC5b-9 is produced in FH disorder state, with 

compstatin showing a restorative trend, but incomplete restoration, and eculizumab showing an over-

restorative effect. Production of fC5b-9 under FH disorder is about one order of magnitude higher than 

normal. Compstatin treatment generates lower levels of fC5b-9 than FH disorder state, but fC5b-9 levels are 

still higher compared to normal state. Finally, eculizumab treatment shows production of fC5b-9 to be about 

three orders of magnitude lower than normal. 
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3.2.6 Sensitivity analysis 

Global sensitivity analysis is performed using multi-parametric sensitivity analysis 

(MPSA) to identify critical parameters that affect the central complement substrate C3 and 

the terminal substrate C5 under normal condition. The results are shown in Figure 3.6A 

and 3.6B. C3 levels are predominately affected by classical pathway activation and 

propagation in the fluid state. The most sensitive parameter is the one that governs the 

interaction between regulator C1-INH and activated fluid phase C1*, as shown in Figure 

3.6A. This is followed by other classical pathway regulation steps between C4BP:fC4b, 

decay of C3 convertase (C4bC2a:C4BP), and enzymatic parameters (kcat and Km) of C1* 

targeting C4bC2. Similarly, the enhancement of the terminal cascade through the classical 

pathway is seen for the key interactions that affect levels of C5 (Figure 3.6B). This 

includes the activation step of C5 through the kcat of C3bC4bC2a, dissociation rate constant 

of C3bC4bC2a, and the regulatory steps of C4BP with fC4b and C3/C5 convertase 

(C4bC2a). Lastly, key interactions of the alternative pathway that affect the levels of C3 

and C5 involve the inactivation step of C3b in complex with FH (C3bH). This complex is 

targeted by FI to form iC3b. Figure 3.6A and 3.6B show that inactivation of C3b in C3bH 

by the action of FI is an important step in mediating the levels of C3 and C5. 

 



 75 

a 
Figure 3.6. Global sensitivity analysis. Multi-parametric sensitivity analysis was performed to identify 

parameters that affect central substrates C3 and C5 under normal conditions. Both substrates are sensitive to 

the activation and propagation of the classical pathway. (A) Regulation of C1* through the action of C1-INH 

is the most sensitivity parameter that mediates C3 levels. (B) C5 levels are predominantly affected by 

regulation of C4b through C4BP. This step inhibits formation of C3/C5 convertases. In addition, both C3 and 

C5 are affected by the alternative pathway regulation step that inactivates C3b through the actions of FH in 

conjunction with FI (Panels A and B). 
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3.2.7 Dose dependence analysis for compstatin and eculizumab in modulating FH disorder 

state 

Our results thus far have shown that using compstatin and eculizumab with a 

concentration of 20-fold higher than the concentration of their respective targets, C3 and 

C5, to be more than adequate in modulating complement biomarkers in the FH disorder 

state. Furthermore, these concentrations outperformed complement regulators under 

normal conditions by generating lower levels of complement biomarkers such as C3a-

desArg, Ba, Bb, and fC5b-9 (Figures 3.2B, 3.4 and 3.5). Because of this, we consider the 

concentration of compstatin of 1.4×10-4M (20-fold higher than C3), and the concentration 

of eculizumab of 7.4×10-6M (20-fold higher than C5), to be upper bounds, and investigated 

the effect of inhibitor lower doses on complement biomarkers. We use C3a-desArg as 

early-stage biomarker and fC5b-9 as late-stage biomarker to assess the effects of the two 

inhibitors in complement modulation. Figures B.1-B.6 show the concentration 

dependences of the remaining biomarkers, C3, C5, C5a-desArg, FB, Ba, and Bb. 

Figure 3.7 shows concentration-time profiles for C3a-desArg in the FH disorder 

state with compstatin concentrations of 7.1×10-6M (one-to-one to C3; Figure 3.7A), and 

1.4×10-6M (5-fold lower than C3; Figure 3.7B), for comparison to Figure 

3.2B (compstatin concentrations of 1.4×10-4M, 20-fold higher than C3). The same fold-

change in concentration was used for eculizumab: 3.7×10-7M (one-to-one to C5; Figure 

3.7A), and 7.4×10-8M (5-fold lower than C5; Figure 3.7B), for comparison to Figure 3.2 

B (eculizumab concentration of 7.4×10-6M, 20-fold higher than C5). The results show that 

the effect of one-to-one compstatin-C3 concentration nearly recovers the C3a-desArg 
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concentration-time profile to that of normal state (Figure 3.7A), whereas 5-fold lower 

compstatin concentration than C3 concentration is insufficient to regulate (Figure 3.7B). 

On the other hand, the effect of 20-fold higher compstatin concentration than C3 

concentration is over-regulating (or over-restorative), keeping the C3a-desArg levels lower 

than those of the normal state (Figure 3.2B). Lastly, variations in eculizumab have minor 

effects on regulating early complement fragment C3a-desArg (Figure 3.7A and 3.7B). 

 

 

Figure 3.7. Concentration-time profiles for C3a-desArg under four conditions: (i) normal state (blue), (ii) 

FH disorder state (red), (iii) FH disorder state with compstatin treatment (green), and (iv) FH disorder state 

with eculizumab treatment (cyan). Concentrations of compstatin used: 7.1×10-6M (one-to-one with C3; A), 

and 1.4×10-6M (5-fold lower than that of C3; B). Concentrations of eculizumab used: 3.7×10-7M (one-to-one 

with C5; A), and 7.4×10-8M (5-fold lower concentration than that of C5; B). A dose-dependent response is 

observed for C3a-desArg under different concentrations of compstatin. Low levels of C3a-desArg are 

produced under the higher compstatin concentration of 7.1×10-6M (A), whereas high levels of C3a-desArg 

are produced under the lowest compstatin concentration of 1.4×10-6M (B). Restorative effects of compstatin 

are compromised at a dose of 5-fold lower concentration than the concentration of target protein C3. 

Conversely, varying concentrations of eculizumab had minor effects on the levels of C3a-desArg, as shown 

in the insets of Panels (A and B). 
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After examining the effects of varying the concentrations of compstatin and 

eculizumab on C3a-desArg, we next investigated the effects of these inhibitors on late stage 

biomarker fC5b-9 (Figure 3.8). We used the same variations in concentrations for 

compstatin and eculizumab as used for C3a-desArg, described above. Different doses of 

compstatin had small effect and never recovered the fC5b-9 concentration-time profile to 

that of the normal state (Figures 3.5 and 3.8). In contrast, one-to-one eculizumab-C5 

concentration nearly recovers the fC5b-9 concentration-time profile to that of normal state 

(Figure 3.8A), whereas 5-fold lower eculizumab concentration than C5 concentration is 

insufficient to regulate (Figure 3.8B). As discussed above, the effect of 20-fold higher 

eculizumab concentration than C5 concentration is over-regulating (or over-restorative), 

keeping the fC5b-9 levels lower than those of the normal state (Figure 3.5). 

 

Figure 3.8. Concentration-time profiles for fC5b-9 under four conditions (i) normal state (blue), (ii) FH 

disorder state (red), (iii) FH disorder state with compstatin treatment (green), and (iv) FH disorder state with 

eculizumab treatment (cyan). Concentrations of compstatin used: 7.1×10-6M (one-to-one with C3; A), and 

1.4×10-6M (5-fold lower than that of C3; B). Concentrations for eculizumab used: 3.7×10-7M (one-to-one 

with C5; A), and 7.4×10-8M (5-fold lower than C5; B). Treatment with different doses of compstatin showed 

small effects on fC5b-9 levels. In contrast, treatment with varying concentrations of eculizumab generated a 

dose-dependent response for fC5b-9. Lowest fC5b-9 levels are produced under the highest eculizumab 

dosage, and vice versa. Similar to the insufficient dose of compstatin in restoring C3a-desArg, eculizumab 

also loses restorative effects if the used dose is 5-fold lower than the concentration of the target protein C5. 
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3.2.8 Combined treatment with compstatin and eculizumab in modulating FH disorder 

state 

Treatment with compstatin (20-fold higher concentration than C3) showed over-

restoration in early-stage biomarkers, while treatment with eculizumab (20-fold higher 

concentration than C5) showed over-restoration of late-stage biomarkers. These results 

suggest that a combined dose of compstatin and eculizumab at 20-fold higher 

concentrations than the concentrations of their respective targets would lead to an over-

regulation of complement activity in all stages. We next investigated the effects of using 

dual treatment with compstatin and eculizumab in FH disorder state. We assess early 

complement activity through the level of C3a-desArg, whereas we use fC5b-9 to assess 

late-stage complement activity, as shown in Figure 3.9. The results for the remaining 

biomarkers of C3, C5, FB, Ba, and Bb can be found in Figures B.7-B.9. For completion 

of the comparisons, we also provide data for the combined effects of compstatin and 

eculizumab on the normal state in Figures B.13-B.10. 
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Figure 3.9. Concentration-time profiles for C3a-desArg and fC5b-9 concentrations under five conditions: (i) 

normal state (blue), (ii) FH disorder state (red), (iii) FH disorder state with compstatin treatment (green), (iv) 

FH disorder state with eculizumab treatment (cyan), and (v) FH disorder state with compstatin and 

eculizumab treatment (magenta). Compstatin and eculizumab are at concentrations 20-fold higher than the 

concentrations of their respective targets, C3 and C5. (A) Production of C3a-desArg. Dual treatment with 

compstatin and eculizumab and treatment with compstatin-alone over-restore the level of C3a-desArg to the 

same extent (overlapping concentration-time profiles), as opposed to treatment with eculizumab-alone that 

has little effect (overlapping time profile with that of the FH disorder state). (B) Production of fC5b-9. Dual 

treatment with eculizumab and compstatin and treatment with eculizumab-alone over-restore the level of 

fC5b-9, but treatment with eculizumab-alone over-restores to a lesser extent than dual treatment. On the other 

hand, treatment with compstatin-alone is not as effective, regulating towards normal state, but not restoring 

or over-restoring the level of fC5b-9. 

 

 

Dual treatment with compstatin and eculizumab in the FH disorder state produced 

C3a-desArg at 3.7×10-9M concentration within 25 minutes (Figure 3.9A), a result that is 

very similar to treatment with compstatin alone (3.5×10-9M within 25 minutes). Given that 

the FH disorder state shows C3a-desArg production of 5.4×10-6M and the normal state 

shows C3a-desArg production of 4.6×10-7M concentration within 25 minutes, the dual 

inhibitor and compstatin-alone effects over-restore C3a-desArg concentration to a level 

below the normal state. Hence, our model shows that dual treatment has similar effect in 

the early-stages of complement activation as compstatin treatment alone. 
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Continued complement activation is marked by the concentration levels of terminal 

stage biomarker fC5b-9. Dual treatment with compstatin and eculizumab in the FH disorder 

state produced fC5b-9 at 4.2×10-22M concentration within 25 minutes, compared to 

treatment with eculizumab-alone (7.7×10-21M) and compstatin-alone (1.6×10-16M) (Figure 

3.9B). Given that the FH disorder state shows fC5b-9 production of 8.2×10-16M and the 

normal state shows fC5b-9 production of 3.7×10-17M within 25 minutes, the dual inhibitor 

and eculizumab-alone effects over-restore fC5b-9 concentration to a level below that of the 

normal state. However, treatment with compstatin-alone regulates fC5b-9 concentration 

towards the normal state, but does not fully restore the normal state. Hence, our model 

shows that both dual treatment and eculizumab-alone treatment have over-restorative 

effects at the late-stages of complement activation, with dual treatment displaying the most 

potent regulatory effect. 

 

3.3 Discussion 

3.3.1 Modeling of fluid phase alternative and classical pathway activation, and relation to 

FH-based diseases 

In the present study, we used mathematical modeling of the complement system to 

understand the complex interplay between complement activation/propagation and 

regulation. First, differential equations were used to model the biochemical reactions 

involved in the alternative and classical pathways of the complement system under normal 

condition (physiological condition in homeostasis). Second, we modeled an alternative 

pathway disordered state by impairing FH to better understand the dynamics of 
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complement pathology in FH-mediated diseases, called herein FH disorder state. This 

negative regulator, FH, was chosen because alternative pathway-associated disorders, such 

as AMD, aHUS, C3GN, DDD, implicate FH impairment at the levels of lower effective 

concentration or altered binding kinetic parameters leading to improper regulation. Third, 

we added two complement therapeutic states by incorporating FH disorder state with 

compstatin treatment (targeting C3) and FH disorder state with eculizumab treatment 

(targeting C5). And lastly, using these four computational states, we generated 

concentration-time profiles for biomarkers associated with alternative pathway 

dysregulation, such as C3, C3a-desArg, C5, C5a-desArg, FB, Ba, Bb, and fC5b-9. 

 

3.3.2 Biomarkers under normal state 

Our results show only 7% consumption of C3 (Figure 3.2A) and <1% consumption 

of C5 (Figure 3.3A) relative to their respective starting blood plasma concentrations, under 

normal state. This low consumption reflects the potent regulatory effect of a physiological 

(unperturbed) FH has on the system. For instance, FH can induce regulation on early phases 

of the alternative pathway by targeting and inactivating (in conjunction with FI) 

complement components such as C3(H2O) and C3b. In addition, FH can regulate enzymes 

C3(H2O)Bb and C3bBb, by accelerating their decay rates and inhibiting propagation of 

complement in the fluid and surface phases. Moreover, another indicator of proper 

regulations is shown on the levels of FB consumption and generation of its cleavage 

product Ba and Bb. Binding of FB to either C3(H2O) or C3b will form the proconvertases 

of alternative pathway that later become activated through FD to form C3(H2O)Bb and 
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C3bBb. However, presence of FH modulates early complement species to ensure most of 

plasma FB will not be involved in either forming proconvertases or activated through 

cleavage. The results of Figure 3.4A reflect these regulatory events where small amounts 

of FB are consumed in the process of forming short-lived alternative pathway convertases 

and cleavage fragments of FB, Ba (after cleavage by FD; Figure 3.4B) and Bb (after 

convertase dissociation by FH, FHL, and CR1, or self-dissociation; Figure 3.4C), are also 

produced in small amounts. Subsequently, proper regulation of convertases also leads to 

proper modulation of the cleavage rates of C3 and C5. This results in lower amounts of C3 

being converted to nC3b and C3a (further deactivated to C3a-desArg), and C5 into C5b 

and C5a (further deactivated to C5a-desArg). Our model shows these events where the 

production of biomarkers C3a-desArg (Figure 3.2B) and C5a-desArg (Figure 3.3B) are 

produced in low amounts under normal conditions. However, C3a-desArg is shown to be 

at a higher concentration than C5a-desArg. And lastly, a termination step of the 

complement system is instigated by C5b associating with C6, C7, C8, and C9 to form fluid 

phase MAC/fC5b-9. Since the conversion of C5 into C5b and C5a is properly modulated, 

small amounts of fC5b-9 are produced as a result in the normal state (Figure 3.5). 

 

3.3.3 Comparison of normal and FH disorder states 

Introduction of alternative pathway dysregulation, through FH impairment, referred 

herein as FH disorder state, significantly reduced C3 levels by 76% relative to C3 blood 

plasma concentration (Figure 3.2A). This means that suboptimal FH function results in 

increased levels and stability of alternative pathway C3/C5 convertases. These enzymes 
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rapidly consume blood plasma C3 to produce elevated levels of C3a-desArg (after C3a 

deactivation; Figure 3.2B) and nC3b compared with the normal state. Presence of elevated 

nC3b subsequently forms the basis for more production of convertases that later enhance 

the propagation step of alternative pathway by not only cleaving more C3, but also 

C5. Figure 3.3A and 3.3B exemplify this event where more C5 is consumed, and C5a-

desArg (after C5a deactivation) levels are elevated under the alternative pathway 

dysregulation of the FH disorder state than in the normal state. Additionally, levels of 

plasma C5b rise as more C5 is consumed. This initiates the terminal step by C5b starting a 

cascade of reactions to form fluid phase MAC/fC5b-9. In comparison to the normal state, 

elevated levels of fC5b-9 are generated under FH disordered state (Figure 3.5). 

Altogether these data show that impairing FH has the effect of compromising the 

regulatory checkpoints to generate an overly active complement system with reduced levels 

of C3 and C5, coupled with elevated levels of inflammation markers C3a-desArg and C5a-

desArg. 

 

3.3.4 Effect of compstatin on FH disorder state 

Compstatin inhibits cleavage of C3 to C3a and nC3b, and thus inhibits C3 

consumption. The rapid reduction of C3 concentration shown in Figure 3.2A is not due to 

consumption, but rather it is owed to C3 being in complex with compstatin to form 

compstatin:C3 complexes (not shown in Figure 3.2). Compstatin has an over-restorative 

effect on C3a-desArg, meaning that it brings down the concentration of C3a-desArg in the 

FH disorder state by about three orders of magnitude, while C3a-desArg levels in the 
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normal state are about one order of magnitude lower than the FH disorder state. In contrast, 

compstatin has an under-restorative effect on C5a-desArg, meaning that although it brings 

down the concentration of C5a-desArg in the FH disorder state, it is still about one order 

of magnitude higher than the C5a-desArg concentration under the normal state (Figure 

3.3B). 

In summary, an overly active complement system under compstatin treatment 

better modulates levels of C3a-desArg than C5a-desArg. This outcome is due to regulation 

induced by compstatin in the early-phases of complement activation to generate lower 

amounts of C3a, later becoming deactivated to form C3a-desArg. Although there is a 

compensatory effect, it is not clear what is the net effect of compstatin inhibition on C3a-

/C5a-induced inflammatory response, given that C5a is a more potent pro-inflammatory 

protein than C3a. It has been suggested that C3a has both proinflammatory and anti-

inflammatory properties [37], whereas C5a is proinflammatory. Therefore, in certain 

pathologies, C3a and C5a may have opposite roles, and this should be taken into account 

when selecting treatment drugs. 

Furthermore, treatment with compstatin generates a trend for fC5b-9 that is similar 

to C5a-desArg but smaller in concentration magnitude (Figure 3.5). This is because the 

formation of fC5b-9 is based on the other C5 cleavage product, C5b, which is equivalent 

in concentration to C5a immediately after cleavage; however C5b is further involved in 

biochemical reactions that include inactivation, propagation on host cells, and regulation 

in fluid and host cells (Figure 3.1). 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref037
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In terms of FB and its cleavage fragments (Ba and Bb), compstatin has nearly 

complete restorative effect on FB, and over-restorative effects on Ba and Bb. These results 

highlight on the compensatory role that compstatin plays in cases of FH impairment. The 

potency of FH lies on its ability to target early fragments of the complement activation 

(C3b) and enzymes (C3/C5 convertases) which initiate and extend the propagation step of 

the alternative pathway. But in cases of FH impairment, compstatin can aid complement 

regulation by first targeting C3. This results in reduced levels of early complement 

fragment C3b. In addition, since initiation and extension of the propagation step depends 

on C3b and FB, the presence of compstatin reduces C3b levels and this reduces the rate of 

FB consumption and generation of its cleavage products (Ba and Bb) as shown in Figure 

3.4. 

 

3.3.5 Effect of eculizumab on FH disorder state 

Eculizumab has a minor effect on C3 and its cleavage fragments, C3a and nC3b 

(Figure 3.2), and on FB and its cleavage fragments, Ba and Bb (Figure 3.4). This is 

because eculizumab acts on C5, and inhibits cleavage of C5 to C5a and C5b, thus inhibiting 

C5 consumption. The dramatic reduction of C5 concentration shown in Figure 3.3A is not 

due to consumption, but rather because treatment with eculizumab generates 

eculizumab:C5 complexes (not shown in Figure 3.3). Eculizumab over-restores the 

concentrations of C5a-desArg and fC5b-9 in the FH disorder state to about four and three, 

respectively, orders of magnitude lower than the C5a-desArg and fC5b-9 concentrations in 

the normal state. 
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These results suggest that eculizumab may be a better inhibitor than compstatin for 

diseases that are driven by excess MAC/C5b-9 formation. The potency of eculizumab as a 

terminal cascade inhibitor is shown on the levels C5a-desArg and fC5b-9 concentrations. 

However, even in the absence of compstatin and eculizumab, in the FH disorder state the 

change in C5 concentration is small compared with the change in C3 concentration, relative 

to their concentration changes in the normal state. Depending on the disease, a treatment 

with inhibition at the early-stages of the complement pathway (e.g. C3), or a treatment at 

the late stages of complement pathway (e.g. C5), or a dual treatment may be necessary. 

The model may be useful to select the point of inhibition, at C3, C5, or other (e.g. FB, FD, 

fC5b-9, etc), depending on the specific effect we aim to suppress, e.g. inflammation, 

opsonophagocytosis, MAC/C5b-9 formation. 

 

3.3.6 Sensitivity analysis 

Our sensitivity analysis showed the classical pathway fluid phase activation as a 

major cross activator of the alternative pathway (Figure 3.6) under normal conditions. The 

alternative pathway is initiated through tick-over process with a first order kinetic rate 

constant of 4.5×10−6 s-1 while the classical pathway is spontaneously activated much faster 

through C1 with a kinetic rate constant of 2.8×10−3 s-1 [4,38]. Activated C1 cleaves C4, 

followed by C4bC2 to form the classical pathway C3/C5 convertase C4bC2a. This enzyme 

can initiate the alternative pathway by cleaving C3 before the tick-over forms the initial 

convertase of the alternative pathway, C3(H2O)Bb. Thus, having a faster activation rate 

makes C1 the critical step in forming enzymes that can activate and propagate the 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref004
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref038
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alternative pathway in the fluid phase. Figure 3.6A displays this notion where the kinetic 

parameter that regulates C1* by the action of C1-INH is the most sensitive parameter that 

mediates levels of C3. Lastly, while the remaining critical parameters of the classical 

pathway are involved in interactions that affect steps that either form or inhibit C3/C5 

convertases of the classical pathway, the alternative pathway has a single key regulation 

step mediated by FH in conjunction with FI that controls the levels of C3 and C5 (Figure 

3.6). The potency of FH not only lies in accelerating the decay rate of convertases, but also 

working in concert with FI to cleave C3b into iC3b. This cleavage step reduces the rate of 

C3/C5 convertases formation since iC3b does not from convertases. 

 

3.3.7 Effects of varying doses of compstatin and eculizumab on C3a-desArg and fC5b-9 in 

FH disorder state 

Varying concentrations of compstatin affect levels of C3a-desArg in a dose-

dependent manner, while different doses of eculizumab showed minor effects on C3a-

desArg (Figures 3.2B and 3.7). Unlike eculizumab, treatment with compstatin generate 

compstatin:C3 complexes that are shielded from cleavage by C3/C5 convertases. This step 

inhibits early cascade of reactions induced by nC3b and C3a that later form C3/C5 

convertases and C3a-desArg, respectively. However, reducing the levels of compstatin 

further compromises regulation and increase the levels of C3a-desArg. For instance, 

restorative capabilities of compstatin are significantly impaired when the concentration of 

compstatin is 5-fold lower than that of C3. Under this concentration, compstatin has an 
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under-restorative effect by generating C3a-desArg levels that are closer to the FH disorder 

state than the normal state. 

Although production of the early-stage complement biomarker C3a-desArg is 

highly dependent on compstatin and not eculizumab, late-stage complement fC5b-9 is 

more dependent on eculizumab than compstatin (Figures 3.5 and 3.8). Varying the doses 

of compstatin generated fC5b-9 levels that were closer to fC5b-9 levels under the FH 

disorder state. However, treatment with eculizumab generates a dose-dependent response 

of fC5b-9 levels because of the eculizumab:C5 complexes that are formed. This 

eculizumab:C5 complex is protected from cleavage by convertases to C5a/C5b fragments, 

and thus C5b-based initiation of the cascade of reactions that lead to fC5b-9 formation is 

inhibited. As the levels of eculizumab increase, less fC5b-9 complexes are formed. 

Comparison of the results of Figures 3.5 and 3.8 show this relation where fC5b-9 levels 

are the lowest under the highest eculizumab concentration (20-fold higher than the 

concentration of C5). Conversely, highest levels of fC5b-9 are generated under the lowest 

eculizumab concentration (5-fold lower than the concentration of C5). 

In summary, compstatin shows higher restorative efficacy for early-stage 

biomarker C3a-desArg, whereas eculizumab has higher restorative efficacy for late-stage 

biomarker fC5b-9. Also, one-to-one inhibitor-to-target protein concentrations are sufficient 

for complete restoration of the FH disorder state to the normal state in this model. However, 

we should point out that this concentration ratio may change when we incorporate in the 

model inhibitor metabolism and complement protein turnover steps. 
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3.3.8 Effects of dual complement inhibitors on FH disorder state 

Dual treatments of compstatin and eculizumab show similar effect as compstatin 

treatment alone in regulating early-stage complement biomarker C3a-desArg (Figure 

3.9A). Both forms of treatment include compstatin which acts early in the complement 

cascade by targeting complement C3. The cleavage of C3 is inhibited by compstatin 

through the formation of compstatin:C3 complexes. Our results show the addition of 

eculizumab, as a secondary treatment (in a dual treatment), may be unnecessary in cases of 

early-stage complement over-activation leading to opsonophagocytosis. In this case 

targeting of complement C3 only is sufficient to restore early biomarkers under FH 

dysfunction. This presents an additional avenue in developing complement therapeutics 

where targeting early-stage complement instigators, such as FB and FD, may be adequate 

in regulating the early stages of the complement system, and perhaps at low drug 

concentrations since FD and FB are found at lower concentrations than C3 in blood. It 

should be noted that our current model does not account for the half-lives and 

bioavailability of the complement inhibitors used (compstatin and eculizumab). Thus, the 

results presented here are indicative of effects by drugs with similar and optimal 

bioavailabilities in order to induce and sustain their effects under FH dysfunction. 

Dual treatments on the other hand, show differences in regulating late-stage 

complement biomarker fC5b-9. Eculizumab treatment alone over-restores the level of 

fC5b-9, and compstatin alone regulates but does not over-restore (Figure 3.9B); however 

dual treatment is more potent in regulating fC5b-9 in FH disorder state. Dual treatments 

can reduce the available blood plasma C3 and C5, regulating terminal functions of 
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opsonophagocytosis and lysis, in diseases like PNH that demonstrate extra- and intra-

vascular hemolysis. 

 

3.3.9 Relation of the model to clinical disorders and therapeutics 

Altogether our data highlight the importance of FH in regulating the levels of the 

central substrate of the complement system, C3. Furthermore, the presence of unimpaired 

FH is also essential for regulating the levels of blood plasma FB. Disorders related to the 

alternative pathway, such as C3GN, DDD, and aHUS are typically characterized with low 

levels of plasma C3 and FB, while FB cleavage products, Ba and Bb, are elevated [24–28]. 

Although these disorders are also associated with mutations/polymorphisms in other 

complement protein, such as C3, FI, FB, and FH related proteins, in addition to FH 

mutations/polymorphisms, our data shows that just impairing FH is sufficient to generate 

clinically observed trends for C3, FB, Ba, and Bb. In support of this notion, biomarker 

profiling of patients with C3GN and DDD shows that having type 1 mutation in FH 

(reduced levels of FH concentration) was sufficient to generate to low levels of plasma C3 

and FB [28]. Furthermore, absence of plasma FH has also been observed to cause C3 

glomerulopathies in humans [28]. Another disease related to alternative pathway 

dysregulation, aHUS, also frequently has FH concentration deficiencies [28]. Hence, our 

computational model predicts that mutations on FH alone may be sufficient factors in 

propagating diseases such as C3GN and aHUS, despite of a possible presence of multiple 

disease-related mutations on other complement proteins. Thus, FH plays a pivotal role in 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref024
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref028
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref028
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref028
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref028


 92 

ensuring proper regulation, and mutations that alter concentration or kinetics of FH will 

instigate the dysregulation of the alternative pathway. 

In addition to generating biomarker trends associated with the alternative pathway 

dysregulation, our computational model also shows treatment with eculizumab effectively 

regulates terminal complement activity while having a minor effect on early complement 

activity induced by C3. This coupled effect was observed for PNH patients where treatment 

with eculizumab regulated terminal complement activation but some patients still suffered 

from extravascular opsonophagocytosis (also referred to as extravascular hemolysis) that 

is attributed to early-phase complement activation and propagation induced by C3 [39]. 

Subsequently, a recent study showed that complement intervention by compstatin 

protected PNH erythrocytes from complement mediated lysis and modulated early-phase 

complement deposition and propagation induced by C3 [40]. These findings are consistent 

with our computational model where eculizumab shows little effect on C3 level under FH 

impairment, whereas compstatin regulates potently early-stage complement activity and 

less potently late-stage complement activation. However, our model also shows 

eculizumab is much more potent regulator of late-stage complement activation and 

propagation than compstatin. Thus, efficient complement therapy may require disease-

specific biomarker targeting, or dual point targeting. 

Overall, this study serves as a proof-of-concept on the capabilities of the model in 

predicting the dynamics of the complement system under homeostasis and disease states, 

and in predicting the effects of drugs in restoring the complement system from a disease 

state to the normal state. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref039
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref040
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3.4 Conclusions 

We have generated a comprehensive model of the alternative and classical pathway 

of the complement system that is divided into: (i) normal state, corresponding to 

homeostasis in a healthy person, (ii) alternative pathway dysregulation through FH 

impairment, called FH disorder state, (iii) FH disorder state with compstatin treatment, and 

(iv) FH disorder state with eculizumab treatment. We analyzed the state of the system by 

generating time profiles for biomarkers associated with alternative pathway FH disorders: 

C3, C3a-desArg, C5, C5a-desArg, FB, Ba, Bb, and fC5b-9. The computational model 

shows major changes on these biomarkers in the FH disorder state, compared with the 

normal state. The model shows restorative effects in the biomarker concentration levels, 

from the FH disorder state towards the normal state, upon treatment with compstatin and 

eculizumab. Compstatin is more effective in restoring biomarker concentrations at the 

early-stages of the complement cascade, compared with biomarkers of the late stages. 

Conversely, eculizumab is more effective in restoring concentrations at the late stages of 

the complement cascade, compared to the effects of compstatin on late stage biomarkers. 

Lastly, the model predicts effective doses of compstatin and eculizumab to be one-to-one 

against their respective targets, C3 and C5, to properly restore early- and late-stage 

biomarkers. 

The model serves as the basis for developing disease-specific models, and even 

patient-specific models if sufficient genetic and clinical data is available, by perturbing 

other complement proteins (than or in addition to FH), or combinations of proteins. This 

can be achieved by obtaining blood plasma concentrations of impaired complement 
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proteins/regulators from patients with alternative pathway disorders to perform in vitro 

binding experiments. Such experiments will measure kinetic parameters for the binding of 

impaired regulators or propagators to their target proteins. Subsequently, patient-specific 

disease models can be generated using the experimentally determined kinetic parameters 

to perform comparative analyses to clinical observations. The results can further be used 

to identify which biomarkers are suitable in assessing the degree of complement 

dysregulation. The patient-specific disease model can also be used to identify the optimal 

point of inhibition within the complement cascade, and if a pool of drugs is available, the 

model can be used to select the right drug or combination of drugs for treatment. Currently, 

eculizumab is approved for use in the clinic, and variants of compstatin are undergoing 

clinical trials. There are other approved drugs targeting C1-INH, and there are several other 

drugs in the pre-clinical and clinical trial pipeline, targeting C1r, C1s, C3, C3a, C5, C5a, 

C6, FH, FD, FB, FP, etc [41], and soon we expect to have approval for clinical use a pool 

of several drugs against complement-mediated inflammatory and autoimmune diseases. 

Overall, our system sets the stage to generate disease-specific models that are suitable for 

patient-specific diagnosis. 

 

3.5 Methods 

3.5.1 Mathematical model 

Our mathematical model is based on the biochemical reactions shown in Figure 

3.1. The biochemical reactions are generated from critical reading of papers with 

experimental and clinical data, published in the scientific literature. Using the cascade of 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref041
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biochemical reactions in the classical and alternative pathway, we generated a system of 

290 ODEs with 142 kinetic parameters. Similar to our previous model [17], we organized 

the biochemical reactions and equations into modules that describe complement system: 

(i) initiation, 1–55 Supplemental Equations B.1; (ii) amplification, 56–77 Supplemental 

Equations B.1; (iii) termination, 78–110 Supplemental Equations B.1; (iv) regulation 

111–256 Supplemental Equations B.1; and (v) complement proteins in fluid phase and 

derived from bound components on host cells, 257–290 Supplemental Equations B.1. It 

should be noted, initial concentrations of complement species are based on the normal 

ranges with individuals that are not influenced by disease states of the complement system. 

This limits our model. 

In addition, we added two more modules that describe complement therapeutic 

states brought by the actions of known complement inhibitors compstatin, 291-293 

Supplemental Equations B.2, and eculizumab, 294-296 Supplemental Equations B.2. 

As mentioned above, compstatin targets complement component C3 and eculizumab 

targets complement component C5. In this study, we use kinetic parameters for the 

compstatin analog with sequence Ac-I[CVWQDWGAHRC]T-NH2 (brackets denote 

disulfide bridge cyclization) from Ref [33]. Perturbation that leads to regulatory disorder 

is modeled by reducing FH concentration and kinetics by an order of magnitude as shown 

in Tables B.2-B.8. The biochemical reactions are converted to a system of ODEs, 

describing the mass balance for each complement protein, protein fragment, or protein 

complex. Enzymatic reactions are based on Michaelis–Menten kinetics and substrate 

competitions for the same enzyme are considered for complement species such as C3 and 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref017
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref033
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C5 convertases. Equations are solved using the ode23tb solver of Matlab (Mathworks, 

Natick, MA). 

Methods for parameter estimations or calculations, when experimental values are 

not available (Tables B.2-B.9), and multi-parametric sensitivity analysis (MPSA) for 

global sensitivity are described in our previous paper [17]. Briefly, for MPSA we first 

selected kinetic parameters involved in our biochemical reactions of alternative and 

classical pathways. Then we generated ranges for each parameter to be large enough to 

cover all feasible variations. For each parameter set, we calculated the sum of squared 

errors between the observed and perturbed system output values. We used the results of 

this calculation to determine if the chosen set of parameters is acceptable or unacceptable. 

The cumulative frequency was calculated for both acceptable and unacceptable cases and 

was used to evaluate the sensitivity of each parameter using Kolmogorov-Smirnov statistic. 

Parameter ranges used in multi-parametric sensitivity analysis can be found in Table B.9. 

For unknown parameters, we assumed the kinetic rate constants to be the same as 

in those of structurally or functionally homologous proteins with known experimental 

parameter values. For instance, the kinetic parameters for C3(H2O) and FB interaction are 

not known, whereas those for C3b and FB interaction are known. Since C3(H2O) is known 

to be a C3b-like molecule that functions similarly to C3b by forming alternative pathway 

proconvertases and C3 convertases, we assumed C3(H2O) to have the same kinetic 

parameters as C3b. In addition, since the convertases C3(H2O)Bb and C3bBb decay with 

similar rates, 9.0×10−3 s-1 and 7.7×10−3 s-1, respectively [42], we assumed the rate of decay 

induced by FH on C3bBb and on C3(H2O)Bb to be the same. This assumption is consistent 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref017
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref042
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with similar biochemical interaction between FH and serine protease, Bb, that is present 

on both convertases (C3(H2O)Bb, C3bBb). Lastly, due to the lack of kinetic data on the 

decay rates induced by complement regulators such as decay-accelerating factor, 

complement receptor 1, and C4b-binding protein we assumed they will also have the same 

decay accelerating rate as FH because these regulators function in a FH-like manner by 

either inhibiting or deactivating C3/C5 convertases. 

 

3.5.2 Biochemical model 

Below, we will describe the complement system pathways of Figure 3.1. These 

pathways entail activation, propagation, and regulation of the complement system. The 

pathways describe interactions of complement proteins, fragments, and complexes that 

operate entirely in the fluid phase, as well as those that bind to cell surfaces, undergoing 

further processing, and returning products to fluid phase. The characteristics of the surface 

of a red blood cell are used in the model [17]. 

 

3.5.3 Initiation (fluid phase) 

The alternative pathway is spontaneously activated in plasma through a process 

known as the tick-over reaction, and involves the spontaneous hydrolysis of an internal 

thioester bond in C3. This is an irreversible step that produces a C3b-like molecule, 

C3(H2O), with its internal thioester bond hydrolyzed. The complement protease FB 

associates with C3(H2O) to form a proconvertase, C3(H2O)B. Subsequently, enzymatic 

cleavage of C3(H2O)-bound FB by Factor D follows to form the initial convertase of the 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref017


 98 

alternative pathway, C3(H2O)Bb. This short-lived enzyme can cleave C3 to form C3a and 

nascent fluid phase C3b (nfC3b). While C3a is anaphaytoxin [5], nfC3b has an exposed 

highly-reactive internal thioester bond that is capable of indiscriminately binding to 

different surfaces via covalent attachment, or forming fluid phase C3b (fC3b) by 

interacting with water [43–45]. The fC3b fragment cannot covalently attach to cells but 

can still propagate the alternative pathway by associating with FB and following the same 

cascade of reactions as C3(H2O), forming form the fluid C3/C5 convertase, C3bBb [42,46]. 

Similar to the alternative pathway, the classical pathway also initiates in the fluid 

phase through the spontaneous autoactivation of component complex C1 [4]. This leads to 

the formation of C1* that cleaves C4. This process leads to the formation of C4a and 

nascent fluid phase C4b (nfC4b). Similar to nfC3b, nascent fluid C4b can covalently attach 

to nearby surface or form fluid phase C4b (fC4b) by interacting with water [47]. 

Complement C2 then interacts with C4b to form the proconvertase of the classical pathway, 

C4bC2. Similar to C4, this complex is also activated by C1* to form the C3/C5 convertase, 

C4bC2a. 

In addition to the covalent bonds formed between nfC3b/nfC4b to cell membranes, 

covalent linkage can occur between C3b and C4b fragments, forming C3bC4b, C3bC3b, 

or C4bC4b complexes. These complexes can associate with FB or C2 to form C3/C5 

convertases, fC4bC3bBb, fC3bC3bBb, fC3bC4bC2a, and fC4bC4bC2a [9–11]. 

Furthermore, C3b dimers, C3bC3b, can also covalently attach with immunoglobulin G, 

IgG, to form IgGC3bC3b [8]. This complex functions as a C3 convertase that cleaves C3 

into C3a and nfC3b. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref005
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref043
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref045
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref042
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref046
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref004
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref047
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref009
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref011
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref008


 99 

3.5.4 Amplification 

Once nfC3b attaches covalently to a host surface, a cascade of reactions ensues 

where FB is recruited first, followed by FD cleavage to yield the surface bound C3/C5 

convertase, C3bBb. Since this enzyme is rather unstable, the only positive regulator of the 

alternative pathway, known as properdin, binds and extend the half-life of C3bBb by 10-

fold [48,49]. Similar to the propagation step in the fluid phase, formation of dimers 

associated with C3b or C4b occurs on the surface of host cells. These dimers, 

C3bC3b/C3bC4b, can associate with either FB, followed by activation step with FD to 

form the C3/C5 convertases (C3bC3bBb/C4bC3bBb). However, unlike C3bC3b/C3bC4b 

dimers in the fluid phase that can also bind to C2, the surface activation mechanism for 

C1* is not added since it requires antigens to anchor to the surface first [50–52]. Here, host 

cells are under normal conditions while the impairment in our model only applies to FH in 

the fluid phase. Lastly, C3b dimers can also associate with properdin to form stabilized 

C3/C5 convertase that enhances complement activation within the vicinity of this 

convertase. 

 

3.5.5 Termination 

Cleavage of complement C5 by C3/C5 convertases such as fC3bBb or fC4bC2a, 

leads to the formation of C5a and C5b. Like C3a, C5a is a mediator of inflammation [5]. 

C5b binds to C6 and subsequently to C7 and forms C5b-7. This complex can insert itself 

into the lipid bilayer but also can form inactive micelles in the absence of cell membranes 

[53,54]. Furthermore, C5b-7 binds to C8, followed by C9 to form fluid phase MACs (fC5b-

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref048
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref049
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref050
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref052
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref005
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref053
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref054
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9). However, if C5b-7 attaches to a cell, C8 binding occurs, followed by the attachments 

of multiple C9 molecules to from a MAC. Presence of MACs compromise the integrity of 

cell membranes and induce cell death. In addition to fC3bBb/fC4bC2a cleaving C5, 

dimerized forms such as fC4bC3bBb or fC3bC4bC2a can also cleave C5 but C5b remains 

loosely bound to the convertase while C5a is released in the fluid phase. When C5b is still 

bound to the convertase, it is capable of binding to C6. Complement C7 then binds and 

subsequently leads to C5b-7 complex dissociating from the C3/C5 convertase. 

 

3.5.6 Regulation 

Multiple check-points are in place to ensure proper regulation of the complement 

system. FH and FHL-1 proteins are primarily regulators of the alternative pathway that can 

act in both fluid and surface phases, while C1-INH and C4BP are the primary regulators 

for the classical pathway in both phases (fluid and surface). These regulators of 

complement act on the early-stages of the activation by targeting C1* (by C1-INH), or C3b 

and C4b (by C4BP) to suppress the propagation step. Inactivation of C3b is mediated 

through its cleavage to inactivated C3b (iC3b) by FI in conjunction with either FH, FHL-

1, or CR1 as cofactors, while C4b is deactivated into C4d by FI with C4BP as its cofactor. 

Further cleavage of iC3b to C3dg is mediated by FI, using CR1 as a cofactor [1,2]. In 

addition, other membrane bound regulators such DAF can also act in concert with FH, 

FHL-1, and C4BP to accelerate the decay of C3/C5 convertases [1,2]. Furthermore, MCP 

is another cell-bound regulator that acts as a cofactor to deactivate C3b/C4b in conjunction 

with FI. Since MCP is not expressed on erythrocytes, it was not included in the model. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref001
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref002
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref001
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref002
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Finally, late stage complement propagation in the terminal cascade is tightly controlled 

through fluid phase regulators such as Vn or Cn that act on fC5b-7, while surface bound 

regulator CD59 inhibits C9 polymerization [7,55]. 

 

3.5.7 FH disorder with compstatin and eculizumab treatments 

Disorders of the alternative pathway, such as C3GN, DDD, AMD, and aHUS all 

implicate FH impairment through either reduced concentration (type 1 mutation) or 

binding/regulatory functionality (type 2 mutation) [19–28]. To mimic clinical 

observations, we generated an FH disorder model by reducing its concentration and 

association rate constant by one order of magnitude (Tables B.2-B.8). After modeling FH 

disorder, we subsequently generated complement therapeutic states by incorporating into 

the FH disorder state known complement inhibitors, such as a compstatin family peptide 

and the monoclonal antibody eculizumab. Compstatin is small peptide that targets 

complement C3 and inhibits the cleavage of C3 by C3/C5 convertases [29–31]. Similar in 

functionality to compstatin, eculizumab targets complement C5 and inhibits the cleavage 

of C5 by C3/C5 convertases [34–36]. 

 

  

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref007
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref055
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref019
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref028
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref029
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref031
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref034
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0198644#pone.0198644.ref036
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3.5.8 Dose dependence for compstatin and eculizumab 

In the initial calculations, the concentrations of compstatin and eculizumab were 

taken to be 20-fold higher than the concentrations of their respective targets, C3 and C5 

(Figure B.1). These inhibitor concentrations are used to generate Figures 3.2–3.5. In 

addition, we performed calculations using two more inhibitor concentrations to evaluate 

the dose-dependent effect on complement dynamics under the disease state induced by FH 

impairment. Concentrations of compstatin and eculizumab were taken to be one-to-one and 

5-fold lower than the concentrations of their respective targets. In total, in the dose-

dependent study of compstatin we used concentrations: 1.4×10-4M (20-fold higher than 

C3), 7.1×10-6M (1-to-1 to C3) and 1.4×10-6M (5-fold lower than C3). In the dose-

dependent study of eculizumab we used concentrations: 7.4×10-6M (20-fold higher than 

C5), 3.7×10-7M (1-to-1 to C5) and 7.4×10-8M (5-fold lower than C5). 

 

3.5.9 Limitations of disease model 

Concentrations of complement proteins in the normal state are based on standard 

ranges from individuals that are not influenced by complement-mediated disease states. 

Hence, our disease model also uses the same basal concentration levels. However, 

individuals with autoimmune disorders may have different initial concentrations of 

complement proteins, which is not taken into account in the model. Here, we investigate 

the effect of FH perturbations on the normal state and how the concentration dynamics of 

complement proteins are influenced by those perturbations. The applied perturbations 

correspond to genetic origins of disease, such as mutations/polymorphisms. Given that FH 
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is the most potent complement regulator, FH perturbations are present in many 

complement-mediated diseases, in addition to mutations in other complement proteins and 

regulators, e.g. C3, FI, FB, FH related proteins, etc. Diseases such as C3GN and DDD may 

also have acquired causes of alternative pathway dysregulation through antibody action, 

i.e. C3 nephritic factors that stabilize C3/C5 convertases [24]. Hence, if a heterogenous 

disease involves various genetic and acquired factors, our model may not account for the 

full magnitude of the disease. 
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CHAPTER 4 

 Mathematical Model of the Complement System under Pathogenic Invasion  

 

4.1 Introduction  

The human respiratory tract is a complex organ system whose primary function is 

to exchange oxygen and carbon dioxide to meet the metabolic requirements of an organism. 

However, this physiological need also creates vulnerability in the respiratory tract through 

constant exposure to toxic particles and pathogens [1–3]. This vulnerability however is 

counteracted by the respiratory defense mechanisms that clear entrapped particles and the 

immune system that rapidly targets pathogens to prevent infections [4]. Part of the innate 

immunity, the complement system forms a defensive unit in the respiratory tract to identify 

and remove infectious agents [4–7]. The complement system is composed of three 

pathways known as alternative, classical, and lectin that coordinate an immune response to 

directly engage pathogens. In the fluid phase, AP is activated through the tick-over 

mechanism of  complement protein C3, while CP is activated through a spontaneous 

intramolecular autoactivation of C1 [8–11]. In addition to solution phase activation, the 

classical and lectin pathways contain pattern recognition molecules that identify and 

subsequently activate complement on the surface of microbes [12–14]. After activation, 

propagation of complement ensues where all three pathways converge to cleave the protein 

C3 into C3a and C3b. While the soluble peptide C3a mediates inflammation 

(anaphylatoxins), C3b is an opsonins that attaches to the surface of pathogens to propagate 

complement on the solid phase [8,15]. Subsequently, continued propagation of the 
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complement system will initiate the terminal step that cleaves the protein C5 into C5a and 

C5b. Similar to C3a, C5a mediates inflammation whereas C5b binds to complement 

proteins C6, C7, C8, and multiple C9n=1-18 to form a pore known as MAC [16,17]. This 

complex directly induces bacterial killing without the assistance of immune cells [18,19]. 

Altogether, complement achieves host defense against pathogens by generating 

anaphylatoxins, opsonins, and MACs.  

To counteract the deadly effects of complement activation, microorganisms 

evolved several strategies to evade the immune system [20–24].These counterstrategies 

include recruitment of complement regulators to the pathogen’s surface, secretion of 

proteins that inhibit complement activation, and proteases that cleave complement effector 

molecules. Utilizing these strategies, several microbes not only evade the complement 

system but may cause infections if left unchecked. For instance, human specific N. 

meningitidis is an important cause of meningitis and septicaemia; it is associated with 

average mortality rates ranging from 10% to 40% [25,26]. Of the many counterstrategies 

used by N. meningitidis, one method involves evading the complement system by 

expressing a surface lipoprotein known as factor H binding protein [27–30]. Presence of 

this lipoprotein promotes survival of N. meningitidis by recruiting the complement 

regulators FH and FHL-1 to its surface. In addition to recruiting AP regulators, N. 

meningitidis uses additional membrane proteins such as porin A (porA) and Meningococcal 

surface fibril (Msf) to recruit regulators C4BP and Vn, respectively [20]. Consequently, 

C4BP deactivates classical/lectin pathway components whereas Vn interferes with process 

of MAC assembly. By utilizing these strategies, N. meninigitidis inhibits all three pathways 
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of the complement system and effectively interferes with complement’s bactericidal 

activity. 

Deficiencies in the terminal cascade are also associated with an increased 

predisposition to invasive meningococcal disease and disseminated gonococcal infection 

[32]. Individuals with defective MAC components (C5-C9) have 7,000- to 10,000-fold 

higher risk of developing meningococcal disease [37]. Furthermore, 40-50% of MAC 

deficient individuals will suffer from recurrent infections at a rate approximately 100-150 

times greater than the normal population. What’s more, using complement inhibitors to 

interfere with MAC assembly might also increase the susceptibility of acquiring bacterial 

infections [38]. Patients with paroxysmal nocturnal hemoglobinuria PNH, eculizumab 

treatment inhibits MAC formation but also predisposes them to infections caused by 

Neisseria, Pseudomonas aeruginosa, Escherichia coli, and Enterococcus faecium [38–40].  

Altogether, a competent complement system spanning all three pathways from 

activation to termination step plays a pivotal role in fight against invading pathogens. 

Knowing this importance, mathematical models have been assembled to shed light into the 

dynamics of complement activation and propagation [41–45]. However, to our knowledge, 

a comprehensive mathematical model that covers all three pathways of the complement 

system has not been developed. Here, we have implemented a systems biology approach 

by developing a comprehensive mathematical model of the complement system that 

contains all three pathways; alternative, classical, and lectin. Our new model is built on the 

frameworks of our previous two models [46,47], but below we list the updates. Our refined 

model contains the IgM, MBL trimers and tetramer, CL-L1, CL-K1, CL-LK, ficolin-1, 
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ficolin-2, and ficolin-3, MASPs-1, MASP-2, MASP-3, MAp19 and MAp44, FHR1-5, and 

CRP, SAP, and PTX3. In addition, our model contains three types of pathogens: (type 1) 

cannot evade complement system, (type 2) evades complement by recruiting FH, FHL-1, 

C4BP, Vn, and (type 3) pathogen specific model of N. meningitidis located in either 

nasopharynx or bloodstream. In all three pathogenic cases, we compare the different phases 

of complement activation by generating concentration profiles of the pathogen surface that 

is occupied due to complement-mediated opsonization/recruited regulators, and MAC 

production. 
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Figure 4.1. Biochemical network of the complement system. Activation of the alternative pathway is shown 

in orange circle and classical pathway is shown in blue circles. Crosstalk between the alternative and classical 

pathways are shown in green circles, and the terminal cascade is shown in cyan circles. Fluid phase 

complement regulators (FH, FHL-1, C4BP, and C1-INH) and membrane regulator CR1, coordinate immune 

regulation to protect host cell. All regulatory proteins are shown in red. 
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4.2 Results 

In this study, we compare the different phases of complement activation and 

regulation as summarized in Figure 4.1. We start with complement targeting of type 1 

pathogens by comparing the different modes of complement activations: fluid phase (FP) 

of alternative and classical pathways, classical pathway, lectin pathway, and factor H-

related proteins 1-5 in generating complement components that occupy the pathogen 

surface and form MAC pores (Figure 4.2). In FP, activation of the alternative and classical 

pathways produces nascent C3b and C4b that covalently attach to the pathogen surface and 

active the complement system. In CP, IgG clusters (IgG6) or IgM activate complement by 

first binding to the pathogen surface and recruiting/assembling C1. In LP, MBL, ficolins, 

and collectins bind to the pathogen surface and initiate complement. Similarly, FHR1-5 

will also directly bind to the surface of pathogens and initiate complement. All four modes 

will then lead to the terminal cascade that forms MAC pores (C5b918).  

Under FP, about 99% of the total pathogen surface remains unoccupied (Figure 

4.2A blue), whereas under CP (green), LP (cyan), and FHR1-5 (brown) we observe a much 

higher level of surface occupation as shown in Figure 4.2A. CP-based surface occupation 

did however take longer (~12 minutes) compared to LP/FHR-based pathogen surface 

occupation (<1 minute). Soon after generating concentration profiles for surface 

occupation, we next generated concentration profiles for MAC production within 180 

minutes. As shown in Figure 4.2B, FP produces the highest concentration of MAC 

(2.1×10-23M, blue), followed in order by FHR1-5 (2.3×10-25M, brown), LP (1.3×10-25M, 

cyan), and CP (5.3×10-26M, green). MAC production under FP is about two orders of 

magnitude higher compared to the other modes of complement activation (FHR1-5, LP, 
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and CP). Overall, these results show under CP, LP, and FHR1-5, complement-mediated 

opsonization is the primary immune response against type 1 pathogens. In contrast, under 

FP, MAC production is the main immune response. It should be noted however, MACs 

under FP only occupied <<1.0% of the total pathogen surface. 

 
 

 

Figure 4.2. Time profiles for surface occupation and MAC production under FP (blue), CP (green), LP 

(cyan), and FHR1-5 (brown) on type 1 pathogen. (A) Substantial level of surface occupation under CP, LP, 

and FHR1-5, whereas more than 99% of pathogen surface remains unoccupied under FP. (B) Highest level 

of MAC produced under FP, whereas CP, LP, and FHR1-5 produced about two orders of magnitude lower. 

 

 

We then compared the different modes of complement activation (FP, CP, LP, and 

FHR1-5) on a type 2 pathogen that evades the complement system by recruiting regulators 

FH, FHL-1, C4BP, and Vn to its surface (Figure 4.3). Under type 2 pathogens, the 

competition between complement activators and regulators will determine the dominant 

surface occupier. As shown in Figure 4.3A, the surface of a type 2 pathogen was rapidly 

(within five minutes) occupied by the different modes of complement activation. Next, we 

generated percent profiles to determine how much of the occupied surface (Figure 4.3A) 
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was due to recruited complement regulators. As shown in Figure 4.3A (inset), recruited 

regulators under FP accounted for nearly 100.0% of the occupied surface. This is followed 

by FHR1-5 activation where complement regulators (recruited) occupy 91.5% of the total 

pathogen surface. Under CP and LP activation, recruited regulators occupy ~89.0% of the 

total pathogen surface. After generating profiles for surface occupation, we continued our 

calculations to generate MAC profiles on type 2 pathogens. Compared to MAC levels on 

type 1 pathogens (Figure 4.2B), production of MAC is lower in type 2 pathogens under 

the different modes of complement activation (Figure 4.3B). For instance, MAC levels 

under FP (blue) and FHR1-5 (brown) are ~2.1×10-26M for type 2 pathogens, whereas 

corresponding complement modes on type 1 pathogens produced MAC levels of 2.1×10-

23M (FP) and 2.3×10-25M (FHR1-5) as shown in Figure 4.2B. Moreover, MAC production 

is even lower under CP (green) and LP (cyan) where MAC levels reached a concentration 

of ~1.9×10-26M in 180 minutes (Figure 4.3B). However, comparing all four modes of 

complement activation, FP produced the largest difference where MAC is reduced by about 

three orders of magnitude compared to type 1 pathogens (Figure 4.2B). Altogether, the 

production of MAC is lower under pathogens that evade complement (type 2 pathogens) 

and recruitment of complement regulators (FH, FHL, C4BP, and Vn) occupied from 

89.0%-99.5% of the pathogen surface under the conditions of FP, CP, LP, and FHR1-5. 
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d 
Figure 4.3. Time profiles for surface occupation and MAC production under FP (blue), CP (green), LP 

(cyan), and FHR1-5 (brown) on type 2 pathogen. (A) Recruited regulators account for at least 89% of the 

occupied pathogen surface under all four conditions (inset). (B) Production of MAC is similar under all four 

conditions, where their concentration levels reached ~2.0×10-26 M in 180 minutes. 

 

 

As a final step in using types 1 and 2 pathogens, we combined the different modes 

of FP, CP, LP, and FHR1-5 into a single complement activation mode. We then 

incorporated pentraxins (PTX3, SAP, and CRP) to generate a combined system containing 

both complement and pentraxins (CSP). Similar to the calculations above, we compared 

the effects of CSP on surface occupation and MAC production. As shown in Figure 4.4A, 

type 1 (blue) and type 2 pathogens (green) are rapidly occupied by complement proteins in 

less than five minutes. However, recruited complement regulators in type 2 pathogens 

accounted for 69.4% of total occupied surface (in 180 minutes). Next, we continued our 

modeling efforts by generating profiles of MAC pores. As shown in Figure 4.4B, type 1 

pathogens (blue) produced a higher MAC level with concentration 5.3×10-26M in 180 

minutes, whereas type 2 pathogens (green) produced a lower MAC level of 1.5×10-26M in 

180 minutes (Figure 4.4B). Overall, the combined complement system with pentraxin 
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rapidly occupied both pathogens types, however recruited complement regulators (FH, 

FHL-1, C4BP, and Vn) were the dominant surface occupiers on type 2 pathogens. And 

similar to the results mentioned above, MAC pores accounted for << 1.0% of the total 

pathogen surface. 

 

 

Figure 4.4. Time profiles for surface occupation and MAC production under combined complement modes 

with pentraxins on type 1 (blue) and 2 (green) pathogens. (A) Surface of pathogens were rapidly occupied 

but recruited regulators on type 2 pathogens accounted for 69.4% of total occupied surface. (B) In 180 

minutes, type 1 pathogens produced the highest MAC (5.3×10-26M), whereas type 2 pathogens produced a 

lower concentration of MAC pores (1.5×10-26M). 
 

 

After generating profiles on generic pathogens that enter the bloodstream, we 

continued our modeling efforts for a specific pathogen (Neisseria meningitidis). We used 

serum and nasal complement levels to account for complement activity against N. 

meningitidis in the bloodstream and nasopharynx, respectively. And unlike type 1 

pathogens, N. meningitidis evades the complement system by recruiting regulators C4BP, 

Vn, FH, and FHL-1 to its surface. N. meningitidis recruits C4BP and Vn by using 

membrane proteins known as porA and Msf, respectively. Additionally, alternative 
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pathways regulators (FH and FHL-1) are also recruited to the surface using a membrane 

lipoprotein known as fHbp. However, fHbp also recruits a promotor of complement 

activation known as FHR-3. Hence survival of N. meningitidis will depend on the dynamics 

between complement regulators (C4BP, Vn, FH, and FHL-1) and promotor (FHR-3). To 

better understand this dynamic, we generated three conditions: (i) FP activation and 

recruitment of FHR-3 on N. meningitidis (ii) FP activation and recruitment of C4BP, Vn, 

FH, and FHL-1 on N. meningitidis, and (iii) FP activation and recruitment of C4BP, Vn, 

FH, FHL-1, and FHR-3 on N. meningitidis. 

Starting with nasal complement levels under condition (i) shown in Figure 4.5A 

(blue), we observe a 40.4% occupation (3.1×10-15M) of N. meningitides surface in about 

15 minutes. And this is level of occupation is maintained until about the 90th minute, 

whereafter there is another increase in the occupation level to reach a final concentration 

of 2.5×10-15M (51.9% occupation). Under condition (ii) we observe a rapid occupation of 

N. meningitidis in less than five minutes (Figure 4.5A, green). However, this phase of rapid 

occupation is followed by a minor increase in the available pathogen surface and then a 

subsequent decrease in the available pathogen surface to reach a final concentration of 

9.8×10-16M (81.2% occupation). Lastly, under condition (iii) shown in Figure 4.5A (red) 

where we have competition between a complement promotor (FHR-3) and regulators 

(C4BP, Vn, FH, and FHL-1), we see a similar concentration profile as condition (ii) where 

there is a rapid occupation of the pathogen surface followed by a small period of an increase 

in the available surface right before the concentration settles to a final value of 8.7×10-16M 

(83.3% occupation).  
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Figure 4.5. Time profiles for surface occupation and MAC production under three conditions using nasal 

concentrations: (i) complement activation with recruitment of FHR-3 to N. meningitidis (ii) complement 

activation with recruitment of C4BP, Vn, FH, and FHL-1 to N. meningitidis, and (iii) complement activation 

with recruitment of C4BP, Vn, FH, FHL-1, and FHR-3 to N. meningitidis. (A) 40.4% of N. meningitidis 

surface was occupied under condition (i), whereas a higher level of 51.9% occupation is seen under 

conditions (ii) and (iii). (B) MAC levels reached the highest level of 3.2×10-16M under condition (i), followed 

by conditions (ii) and (iii) of 1.2×10-16 M and 1.1×10-16 M, respectively. 

 

 

After generating complement occupation levels on N. meningitidis, we continued 

our calculations for MAC levels (Figure 4.5B). Condition (i) generates the highest level 

of MAC with concentration 3.2×10-16M in 180 minutes (blue). This corresponds to 6.2% 

of the total pathogen surface being occupied by MAC pores. Condition (ii) generates the 

second highest MAC level with concentration of about 1.2×10-16M in 180 minutes (green). 

This corresponds to 2.3% of the pathogen surface being occupied by MAC pores. And 

lastly, the lowest level of MAC pores is generated under condition (iii) where the 

concentration of MAC is 1.1×10-16M in 180 minutes (red). This corresponds to 2.1% of the 

pathogen surface being occupied by MAC pores. Altogether, condition (i) produced the 

highest MAC, followed by conditions (ii) and then (iii). 
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We next implemented complement serum levels to assess how the concentration 

profiles for surface occupation and MAC production changes in the bloodstream under the 

three conditions mentioned above. As shown in Figure 4.6A, the surface of N. meningitidis 

is rapidly occupied under all three conditions. However, condition (i) shown in blue, does 

not fully occupy the pathogen surface as conditions (i) and (ii), shown in green and red, 

respectively. Moreover, recruited complement regulators (C4BP, Vn, FH, and FHL-1) 

under conditions (ii) and (iii) account for nearly 100% of the occupied surface (Figure 

4.6A inset). This is followed by a lower surface occupation under condition (i), where 

complement FHR-3 occupies 84.5% of N. meningitidis, as shown in the inset of Figure 

4.6A. Finally, we generated MAC production under the three conditions mentioned above. 

We observe the highest MAC concentration of 3.2×10-24M under condition (i), followed 

by condition (iii) with MAC concentration of 8.4×10-27M, and finally the lowest under 

condition (ii) with MAC concentration of 5.5×10-27M as shown in Figure 4.6B (inset). 

Overall, these results show MAC levels on N. meningitidis are similar to generic pathogens 

(types 1 and 2) in the bloodstream, where MAC levels for all pathogen types occupy 

<<1.0% of the total available surface. However, MAC production under condition (i) in 

nasopharynx is about eight orders of magnitude higher to that generated under condition 

(i) in the bloodstream. Similarly, under conditions (ii) and (iii) in the nasopharynx, MAC 

levels are about ten orders of magnitude higher compared to those generated using serum 

complement levels under conditions (ii) and (iii). 
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Figure 4.6. Time profiles for surface occupation and MAC production under three conditions using serum 

concentrations: (i) complement activation with recruitment of FHR-3 to N. meningitidis (ii) complement 

activation with recruitment of C4BP, Vn, FH, and FHL-1 to N. meningitidis, and (iii) complement activation 

with recruitment of C4BP, Vn, FH, FHL-1, and FHR-3 to N. meningitidis. (A) Surface of N. meningitidis 

was rapidly occupied but condition (i) does not fully occupy the pathogen surface. (B) Highest MAC level 

produced under condition (i) with concentration 3.2×10-24 M. Lower MAC levels produced under condition 

(iii) with concentration 8.4×10-27 M, followed by condition (ii) with concentration 5.5×10-27 M. 

 

 

Since using serum complement levels nearly saturated the surface of N. 

meningitidis by complement regulators or promotor, we instead focused on nasal 

complement levels where MAC deposition was much more elevated. For this calculation, 

we asked in the absence of FHR-3, can enhancing complement activation (FP) offset the 

protective effects of recruiting C4BP, Vn, FH, and FHL-1. For this, we first divide our 

initial concentrations into three modules: AP module (C3, factor B (FB), factor D (FD), 

and properdin), CP module (C1, C1q, (C1rC1s)2, C2, and C4), and terminal module (C5, 

C6, C7, C8, and C9). We then increased the concentration of each protein to 20% of their 

serum levels. This choice is based on the assumption that nasal complement proteins like 

that of nasal C3 and IgG, can be as high as 20% of their serum levels. In Figure 4.7 we 

present our result for the terminal module, whereas AP and CP modules are shown in 
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Figures C.1 and C.2, respectively. Compared to MAC levels on N. meningitidis without 

terminal module enhancement, increasing the concentration of C9 had the largest effect in 

MAC production where MAC level reached a concentration of 2.1×10-16M in 180 minutes 

(yellow). Furthermore, increasing the concentration of C5 or C6 also increased production 

of MACs. This is shown in Figure 4.7 where increasing the level of C5 increased MAC 

production to 1.9×10-16M (green), whereas increasing C6 lead to a MAC level of 1.7×10-

16M (blue) in 180 minutes. Conversely, increasing the concentrations of C7 (cyan) or C8 

(magenta) had minor effects in the production of MAC. Lastly, increasing AP or CP 

modules also had minor effects in MAC production (Figures C.1 and C.2). Overall, our 

results show increasing the terminal components C5, C6, and C9 to 20% of their serum 

levels, led to an increase in MAC levels despite the protective effects of recruiting C4BP, 

Vn, FH, and FHL-1. 

 

 

Figure 4.7. Time profiles for MAC production with 20% increase in under terminal modules C5 (green), C6 

(blue), C7 (cyan), C8 (magenta), and C9 (yellow). Increasing C9 had the largest effect on MAC production, 

followed by C5 and C6. In contrast, C7 and C8 had minor effects on MAC production. 
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Since enhancing terminal components (C5, C6, and C9) led to an increased MAC 

deposition on N. meningitidis, we next examined which of the recruited complement 

regulators (C4BP, Vn, FH, and FHL-1) had a greater effect on MAC production. For this, 

we first carried our calculations by removing (making association rate constant zero) the 

ability of N. meningitidis to recruit C4BP, while still having the ability to recruit Vn, FH 

and FHL-1. Subsequently, we performed a similar calculation by removing the ability of 

N. meningitidis to recruit Vn (making association rate constant zero), while still having the 

ability to recruit C4BP, FH and FHL-1. We completed our calculations by removing the 

recruitment ability of FH and FHL-1. All permutations where compared to N. meningitidis 

that recruits all four regulators. As shown in Figure 4.8, removing the ability of N. 

meningitidis to recruit Vn led to the largest effect where MAC level on N. meningitidis 

increased from 1.2×10-16M to 2.2×10-16M in 180 minutes (green). This equates to about a 

2-fold increase in MAC production. This is followed by the loss in the ability of FH and 

FHL-1 recruitment, where MAC level increased from 1.2×10-16M to 1.6×10-16M in 180 

minutes (red). Lastly, removing the ability of N. meningitidis to recruit C4BP led to a minor 

increase in MAC production from 1.2×10-16M to 1.3×10-16M in 180 minutes (blue). 

Altogether, our model shows removing the ability to recruit Vn had the largest effect in 

MAC production, followed by FH and FHL-1, and then C4BP. 
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Figure 4.8. Time profiles for MAC production by removing the ability of N. meningitidis to recruit C4BP 

(blue), Vn (green), FH and FHL-1 (red), and condition (ii) (cyan). Removing Vn recruitment produced the 

highest effect on MAC concentration (2.2×10-16 M). This is followed by removal of FH and FHL-1 

recruitment (1.6×10-16 M). C4BP had a minor effect on MAC production (1.3×10-16 M) compared to 

conditions (ii) of 1.2×10-16 M. 

 

 

We concluded our studies by exploring how the board range in nasal regulatory 

levels (0.2% to 0.0002% of serum) may affect MAC production on N. meningitidis. For 

this, we reduced the concentrations of C1-INH, C4BP, Vn, Cn, FH, and FHL-1 between 

nasal ranges of 0.2% to 0.0002% of serum S1 Table. As shown in Figure 4.9, as we reduce 

the concentrations of complement regulators from 0.2% to 0.0002% of their serum levels, 

we see an increase in MAC deposition. MAC level increases from 6.8×10-17M under 0.2% 

of serum (red) to a concentration of 3.4×10-16M under 0.02% of serum (green), and to a 

final concentration of about 5.0×10-16M under 0.002% (blue) or 0.0002% (magenta) of 

serum regulator levels. In contrast, if we increase the concentration of complement 

regulators to 2% of their serum levels, production of MAC decreases from 6.8×10-17M 

(under 0.2% of serum) to 4.0×10-19M (under 2% of serum), as shown in Figure 4.9, yellow. 

From this, our model predicts if complement activators are maintained around 12% of their 
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serum levels, and nasal C1-INH, C4BP, Vn, Cn, FH, and FHL-1 are maintained at 0.02% 

or below their serum levels, MAC pores can go from occupying 6.5% (0.02% of serum) to 

about 10% (under 0.002% or 0.0002% of serum) of the total available surface on N. 

meningitidis. This potentially makes N. meningitidis more susceptible to MAC-mediated 

attacks when the concentrations of complement activators are at least about three orders of 

magnitude higher than complement regulators. Conversely, as the concentration difference 

decreases below two orders of magnitude, MAC pores occupation is reduced to about 

0.01% (2.0% of serum). Altogether, our model shows mounting higher levels of MAC may 

require a concentration barrier between complement activators and regulators of at least 

three orders of magnitude to reach elevated deposition on N. meningitidis (within 180 

minutes). However, as this concentration barrier is reduced, MAC deposition is modulated 

on the surface of N. meningitidis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 4.9. Time profiles for MAC production by reducing the concentrations of C1-INH, C4BP, Vn, Cn, 

FH, and FHL-1 between nasal ranges of 0.2% to 0.0002%: 2% (yellow), 0.2% (red), 0.02% (green), 0.002% 

(blue), and 0.0002% (magenta). As the concentration of regulators is reduced from 0.2% to 0.0002%, MAC 

pores go from occupying 1.3% (0.2% of serum) to about 10% of the pathogen surface. In contrast, increasing 

concentration to 2% decreased MAC level from 6.8×10-17M (0.2% of serum regulator levels) to 4.0×10-19M 

(2% of serum regulator levels). 
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4.3 Discussion 

In this study, we developed a mathematical model of the complement system that 

includes all three pathways and their respective crosstalk with other parts of the immune 

system. Our comprehensive model includes the alternative, classical, and lectin pathways 

of the complement system and components of the humoral immunity such as IgG, IgM, 

CRP, SAP, and PTX3. The biomolecular details and kinetic parameters of the complement 

system are assembled from the available literature data, whereas unknown parameters are 

estimated/assumed based as mentioned in the Methods section. Subsequently, since 

complement activation leads to indirect killing through opsonophagocytosis and directed 

killing through MAC production, we used our computational model to determine the 

primary immune response in the presence of three types of pathogens: (type 1) cannot 

evade complement system, (type 2) evades complement by recruiting C4BP, Vn, FH, and 

FHL-1, and (type 3) pathogen specific model of N. meningitidis that recruits complement 

regulators (C4BP, Vn, FH, and FHL-1) and also an activator (FHR-3). 

Our computational model shows by using serum complement levels, type 1 

pathogens are rapidly opsonized whereas recruitment of complement regulators shields 

types 2 and 3 (N. meningitidis) from opsonization. However, consistent across all pathogen 

types, our model shows MACs may not play a major role as they occupied <<1.0% of the 

total pathogen surface. Thus, our model predicts if a pathogen enters the bloodstream, the 

complement system will use opsonization as the main immune response as oppose to MAC. 

And that phagocytosis, following opsonization, may serve as the primary mechanism of 

eliminating pathogens that have entered the bloodstream. This applies also to evasive 
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pathogens of type 2 or 3 (N. meningitidis), assuming recruitment of complement regulators 

are counteracted. To highlight this point, in the absence of MAC, specific antibodies in 

conjunction with complement activation can elicit bacterial killing of N. meningitidis 

through opsonophagocytosis [48–50]. Furthermore, in patients with MAC deficiency, 

opsonophagocytosis may also play a compensatory role where absence of the membrane 

attack complex is limited to a predominant increase risk in only Neisseria and disseminated 

gonococcal infections [51]. What’s more, these patients are not at a greater risk of 

contracting other gram-negative infections [51]. Altogether, indirect pathogen elimination 

through opsonization followed by phagocytosis, may form a competent immune response 

in the absence of MAC-based directed response. 

Unlike serum complement levels, using nasal concentrations produced much higher 

levels of MAC. Production of MAC under condition (i) occupied 6.2% of the total 

pathogen surface (N. meningitidis), followed by condition (ii) with 2.3% surface 

occupation, and then by condition (iii) with 2.1% surface occupation. This corresponds to 

concentrations of 3.2×10-16M, 1.2×10-16M, and 1.1×10-16M for conditions (i), (ii), and (iii), 

respectively, as shown in Figure 4.5B. If we compare the lowest nasal MAC level to that 

generated under the highest MAC level in serum by FP activation in Figure 4.2B (2.1×10-

23M), nasal level are about seven orders of magnitude higher. And this elevated MAC 

production in nasopharynx stems from the differences between levels of complement 

activators and regulators. For instance, nasopharyngeal secretions of C3 are estimated to 

be between 4.2 to 20.2% of serum C3 levels, whereas levels of mucosal FH are below 0.2% 

(in range between 0.2% to 0.0002%) of serum FH levels. Using a mean concentration of 
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7.1μM for serum C3, the nasopharyngeal secretions of C3 are between 0.3μM to 1.4μM. 

However, nasal range for FH are below 6nM. This difference equates to nasal C3 levels 

being 50- to 233-fold greater than nasal FH. Conversely, serum C3 (7.1μM) is about 2-fold 

higher than serum FH (3.2μM). With this difference, nasopharynx will favor under-

regulation of the complement system, whereas bloodstream favors proper regulation. It 

should be noted, unlike other regulators of the alternative pathway, FH is the main regulator 

of AP that targets complement proteins such as C3(H2O) and C3b or complement 

complexes such as C3/C5 convertases C3bBb. Altogether, N. meningitidis may be 

susceptible to MAC mediated attacks due to a combination of over-activation and under-

regulation of the complement system in the nasopharynx environment. 

Our model shows recruitment of FHR-3 by fHbp enhances MAC production 

whereas recruitment of C4BP, Vn, FH, and FHL-1 decreases MAC deposition (Figure 

4.5B). When however, we combine C4BP, Vn, FH, FHL-1, and FHR-3 we observe an even 

lower MAC production. This shows the amount of surface (N. meningitidis) MACs occupy 

depends on how much of it was initially occupied by a complement activator FHR-3 and 

regulators C4BP, Vn, FH, and FHL-1. Moreover, although our model shows recruitment 

of just FHR-3 enhances MAC deposition, our model predicts even in the absence of FHR-

3, if complement activators are about three orders of magnitude higher than regulators, 

complement can still mount higher levels of MAC and counteract the immune invasiveness 

caused by recruitment of C4BP, Vn, FH, and FHL-1 (Figure 4.9). Furthermore, removing 

the ability of N. meningitidis to recruit complement regulators C4BP, Vn, FH, and FHL-1 

also led to an increase in MAC deposition (Figure 4.8). Thus, complement regulators 
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modulated MAC deposition on N. meningitidis. In part, support for this is shown in a recent 

genome-wide association studies where variants on the factor H gene are associated with 

susceptibility of meningococcal disease, caused by N. meningitidis [52,53]. It should be 

noted FHL-1 is an alternative splice variant of FH and that the earlier study [53] did also 

show genetic variation within FHR-3. Although these studies did not find an association in 

genes of other complement regulators with susceptibility to meningococcal disease, our 

model predicts recruitment of Vn as a major factor used to evade the complement system. 

And this may explain why majority of the sequenced meningococcal isolates contain Msf 

[54]. 

Increasing the concentration of complement proteins to 20% of their serum values 

showed the terminal module (C5, C6, and C9) enhanced MAC production and 

subsequently counteracted the effects of porA and Msf, and fHbp. In contrast, increasing 

the concentrations AP and CP modules had minor effects on MAC production as shown in 

Figures C.1 and C.2, respectively. To our surprise, increasing the concentration of 

properdin in the AP module did not enhance MAC deposition. This was unexpected 

because properdin is considered a positive regulator of the complement system that plays 

a major role in the amplification loop of the alternative pathway. In our current model, 

properdin is taken as a stabilizer of the convertases and not as a recognition molecule. This 

choice in properdin function comes from recent studies showing properdin binding to 

zymosan, Escherichia coli, human umbilical vein endothelial cells, and N. meningitidis is 

solely dependent on the initial C3b deposition [55,56]. Although studies have shown the 

properdin as a recognition molecule that initiates AP [57–61], caution needs to be taken 
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when interpreting these results depending on the serum conditions of intact C3 and 

molecular structure of properdin [55,62]. If however, we chose properdin as recognition 

molecule, we have shown in our previous model it can significantly increase MAC 

deposition on pathogens [46]. And this form of properdin may potential counteract the 

effects of recruiting C4BP, Vn, FH, and FHL-1 by N. meningitidis. To highlight this point, 

a recent study showed generating highly polymerized artificial form of properdin by 

recombinant techniques was able to directly bind to N. meningitidis and elicit an enhanced 

complement activation [63]. Furthermore, this low-dose of recombinant properdin also had 

beneficial effects in mouse infection models with pathogens N. meningitidis and S. 

pneumonia [63]. Hence, high-order oligomers of properdin have additional functions that 

includes direct binding to pathogens and serving as a platform for complement activation. 

And this function may potentially be manipulated for therapeutic interventions to target 

invasive pathogens such as N. meningitidis. 

 

4.4 Methods  

4.4.1 Mathematical model 

Our mathematical model is based on construction of biochemical reactions of the 

complement system. Figure 4.1 summarizes the biochemical reactions of the three 

pathways (alternative, classical and lectin) that form a network of complement proteins, 

fragments, and complexes that either activate or regulate the complement system. This 

network of interactions was also coupled with other segments of the humoral immunity 

that includes IgM, CRP, SAP, and PTX3 that either enhance complement 
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activation/opsonization or regulation via recruitment of regulators. This biochemical 

network will entail the different phases of complement activation, propagation, and 

regulation in both fluid and cellular surface. Human erythrocytes were used as a host cell 

model, whereas Escherichia coli was used as a pathogen cell model [46]. Lastly, we 

included three types of pathogens: (type 1) cannot evade complement system, (type 2) 

evades complement by recruiting C4BP, Vn, FH, and FHL-1, and (type 3) pathogen 

specific model of N. meningitidis that also recruits complement regulators (C4BP, Vn, FH, 

and FHL-1) and an activator (FHR-3). 

Using this biochemical network of interactions, we assembled a system of 670 

ordinary differential equations (ODEs) with 328 kinetic parameters, as shown in 

Supplemental Equations C.1. The equations describe the reaction rates of complement 

proteins, fragments, complexes, in conjunctions with immunoglobulins and pentraxins. 

Enzymatic reactions are based on Michaelis–Menten kinetics with substrate competitions 

taken into account for complement complexes such C3/C5 convertases [68]. Model 

parameters of concentration and kinetic parameters, when available, are acquired from 

published literature data or experimental measurements. We used the ode15s solver of 

Matlab (Mathworks, Natick, MA), to solve our ODEs. 

For unknown kinetic rate constants in our model, we assumed those parameters to 

be the same for proteins that are structurally or functionally homologous with 

experimentally determined parameter values. For instance, decay rate of C3bBb by FH is 

known [69], whereas for the decay of C3(H2O)Bb by the regulatory function of FH is not. 

However, we assumed these to two rates to be same for the following reasons. First, 
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C3(H2O) is known as a C3b-like molecules that has a homologous function as C3b by 

forming a proconvertase with FB. Second, proconvertase C3(H2O)B, just like C3bB, is 

activated by the serine protease factor D to form convertases (C3(H2O)Bb and C3bBb). 

Lastly, without FH involvement, both convertases of C3(H2O)Bb and C3bBb have very 

similar decay rates of 9.0×10−3 s-1 and 7.7×10−3 s-1, respectively [70]. Similarly, we 

assumed complement regulators complement receptor 1 (CR1), decay-accelerating factor 

(DAF), and C4BP accelerate the decay of C3/C5 convertases with the same kinetic rate 

constant as FH. We made this assumption because all three regulators are functional 

homologous to FH by either inhibiting or deactivating C3/C5 convertases.  

 

Biochemical model 

4.4.2 Alternative pathway 

The alternative pathway auto-activates in the fluid phase by the spontaneous 

hydrolysis of the complement protein C3. Once activated, C3 will generate a C3b-like 

molecule known as C3(H2O) [71]. This activated molecule is targeted by the complement 

protease FB to form a proconvertase known as C3(H2O)B [72]. Subsequently, this complex 

is targeted by the serine protease FD, that cleaves the bound FB complex into Ba and Bb. 

While Ba is released into the fluid, Bb remains attached to C3(H2O) to form the initial C3 

convertase of the alternative pathway, C3(H2O)Bb [70,71]. This short-lived enzyme 

catalyzes the cleavage of C3 into a smaller fragment C3a and a larger molecule called 

nascent C3b (nC3b) [70,71]. The first product, C3a plays a major role in mediating 

inflammation by inducing histamine production by mast and basophils cells, resulting in 
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vasodilatation [13,73,74]. Whereas, in other cases C3a plays an anti-inflammatory role by 

preventing neutrophil migration and degranulation [13,75]. Nascent fluid C3b (nfC3b) is 

highly reactive due to its exposed internal thioester bond and is capable of indiscriminately 

attaching to cell surfaces via covalently [76–78]. However, the newly formed nfC3b has a 

short half-life of 60 μsec before it loses the ability to covalently attach to nearby cell 

surfaces and remain solely in the fluid phase to form fluid C3b (fC3b) [79]. Similar to 

cascade of reactions initiated by C3(H2O), fC3b or surface bound nC3b can associate with 

FB, followed by FD cleavage to form the C3/C5 convertase C3bBb [70,80]. This reaction 

scheme is also followed by nC3b if it interacts with immunoglobulin G (IgG) already in 

complex with nC3b, to form IgGC3bC3b, and subsequently interacts with FB and FD to 

form the C3 convertase IgGC3bC3bBb [81]. 

Formation of surface bound convertases will then recruit the complement protein 

properdin to form the C3/C5 convertase such as C3bBbP [82,83]. The recruitment of 

properdin stabilizes C3/C5 convertases by extending their half-lives by 10-fold and hence 

initiating the amplification loop. Presence of stabilized convertases will cleave more C3 

(into C3a and nC3b) and C5 (into C5a and C5b) than convertases without properdin. The 

smaller fragments C3a and C5a are mediators of inflammation but C5a is more potent [13]. 

Whereas the larger fragments, nC3b will initiate the same cascade of reaction by interacting 

with FB and FD to form C3bBb, while C5b initiates the terminal step by first interacting 

with C6 to form C5b6. This step in complex formation between C5b and C6, is affected by 

C5b’s short half-life of 2.3 minutes before irreversibly losing its binding ability to C6 [84]. 

However, if C5b6 complex is formed, C7 and C8 will sequentially interact C5b6 to form 
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C5b-8. This complex (C5b-8) forms a small pore that later expands by the insertion of 

multiple C9s to form the membrane attack complex [16,85,86].  

 

4.4.3 Classical pathway 

Similar to the spontaneous activation of C3 in the alternative pathway, the classical 

pathway is also spontaneously activated in the fluid phase through its first component of 

complement, C1 [9–11]. C1 is composed of two complexes of C1q and the heterotetramer 

(C1rC1s)2 containing two copies of C1r and C1s serine proteases. Activation of C1 

proceeds by the autocatalytic cleavage of C1r which subsequently activates/cleaves C1s 

subunits (C1s*). Activated C1 (C1*) will use C1s* to cleave C4 into C4a and nascent C4b 

(nC4b). Similar to nC3b, nC4b can covalently attach to nearby cell surface and initiate 

complement. However, nC4b has a short half-life for its exposed thioester and hence 

becomes rapidly hydrolyzed in solution to generate the fluid C4b (fC4b) [87]. This 

molecule cannot covalently attach to cell surfaces but can associate with complement C2 

to form the classical pathway proconvertase C4bC2. Soon after, C1* will cleave C2 to the 

C3/C5 convertase of the classical pathway, C4b2a. The same cascade of reactions is 

followed by surface bound C4b to form C4b2a. The formation of C4b2a leads to cleavage 

of C3 into C3a and nC3b to propagate the alternative pathway. On the other hand, nC3b or 

nC4b molecules can also form covalent linkage with each other to form homo- or 

heterodimes such as C3bC3b/C4bC4b and C3bC4b that can interact with FB or C2 to form 

C3/C5 convertases (C3bC3bBb/C4bC4bC2a, C3bC4bBb/C3bC4bC2a) [88–90]. 
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In addition to fluid phase activation, the classical pathway can directly activate on 

cells through the presence or absence of antigen-antibody complexes [91]. In the presence 

of antigen–antibody immune complexes, C1q (as part of C1) will bind to fragment 

crystallizable (Fc) portion region of IgG/IgG clusters and IgM [91–95]. However, in the 

absence of antigen–antibody immune complexes, C1q recognizes different targets such as 

the short pentraxin CRP and the long pentraxin PTX3. Once C1 binds to its different 

targets, it the follows the same cascade of reaction as in the fluid phase by the 

autoactivation of C1r, which subsequently activates C1s (C1*). This will lead to cleavage 

of C4 and C2 to form the convertase C4b2a. Overall, the classical pathway has the ability 

to recognize various targets through the recognition molecule C1q. But once bound, C1 

goes through the same cascade of reactions to generate C1*. 

 

4.4.4 Lectin pathway 

Unlike the alternative and classical pathways, the lectin pathway contains 

numerous pattern recognition molecules (PRM) in complex with either three types of serine 

proteases or with two types of nonenzymatic protein molecules. The pattern recognition 

molecules of the lectin pathway include MBL, CL-L1, CL-K1, CL-LK, M-ficolin, L-

ficolin, and H-ficolin [96,97]. These molecules have a common feature where they can 

associate with serine proteases known as MASP-1, MASP-2, and MASP-3. In addition to 

associating with MASPs, the pattern recognition molecules can also interact with two types 

of MAp19 and MAp44 that do not contain a serine protease domain [98,99]. The serine 

proteases (MASP-1, -2, and -3) are in their zymogen forms and follow subsequent 
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mechanisms to become activated with various cross-activation steps. For instance, MASP-

1 in complex with PRM autoactivates and cleaves zymogen MASP-2 and MASP-3 

[100,101]. Furthermore, activated MASP-1 cleaves zymogen MASP-1, whereas activated 

MASP-2 cross-activates zymogen MASP-1 [100,102]. However, once PRM-MASP-1 or 

PRM-MASP-2 are activated, they both can propagate the lectin pathway by cleaving 

complement proteins C2 and C4 to generate the C3/C5 convertase C4b2a [103,104]. Once 

this convertase is formed, it can generate C3a and nC3b or C5a and C5b. And through this 

mechanism, the lectin pathway can initiate either the alternative pathway or the terminal 

step to forms MACs. 

 

4.4.5 Factor H-related proteins 

Factor H is the main regulator of alternative pathway that deactivates C3b and 

accelerates the decay of C3/C5 convertases. However, factor H belongs to a family proteins 

that includes factor H-like protein 1 and five factor H-related proteins (FHR-1, FHR-2, 

FHR-3, FHR-4, and FHR-5) [105–107]. The genes of FHRs are located downstream of the 

FH gene and each gene codes for complement control proteins (CCP) that are homologous 

to CCP domains 6-9 and 18-20 of FH [105–107]. However, FHRs lack the regulatory 

domains of CCP1-4 of FH/FHL-1, and hence implies FHRs may not inhibit complement. 

Recent evidence suggest factor H-related proteins may function as positive regulators of 

the complement system that compete against FH and further enhance complement 

activation and propagation. For instance, FHR-1 was shown to enhance complement in 

several ways such as binding to C3b and allowing convertase formation, not accelerating 
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the decay of convertases, and not inhibiting convertase decay activity of FH [108]. 

Furthermore, FHR-4 in complex with CRP, was able to activate complement and result in 

C3 and C4 deposition [109]. Lastly, FHR-5 was shown to generate the C3/C5 convertase 

when incubated with C3b, FB, FD, and properdin [110]. 

. 

4.4.6 Regulation  

Due to the potency of complement activation and propagation, multiple regulatory 

checkpoints are present to ensure host cell protection. In the alternative pathway, FH, 

followed by FHL-1, are the two main the regulators present in both fluid and cellular 

surfaces. Both FH and FHL-1 bind to C3b and act as cofactors for Factor I (FI) cleavage 

of C3b into inactivated C3b (iC3b) [111–113]. Additionally, FH and FHL-1 also target 

convertases such as C3bBb and accelerate the rate of decay into its respective components 

of C3b and Bb [111–113]. Similarly, the classical and lectin pathways also contain two 

main regulatory proteins known as C1-INH and C4BP, that act in both fluid and surface 

phases. Activated C1, MASP-1, and MASP-2 in complex with PRMs are all regulated by 

C1-INH [114,115]. Whereas C4b is targeted by C4BP and subsequently deactivated into 

C4d with the help of the serum protease FI [116]. Furthermore, C4BP targets convertases 

such as C4b2a and accelerates their decay into their respective components [116].  

As a second checkpoint, host cells also contain membrane bound regulators such 

as CR1 that regulate activation of the complement system. CR1 regulates in a similar 

manner as FH/C4BP by binding to either C3b/C4b and using the serum protease FI to 

deactivate the active opsins into iC3b/C4d [117]. Furthermore, iC3b is further cleaved into 
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C3dg by the action of CR1 in collaboration with FI. CR1 also possess the ability to induce 

decay acceleration of C3/C5 convertases into their respective parts [118]. In addition, 

another membrane bound regulator, DAF, also targets C3/C5 convertases and rapidly 

dissociates the components [119,120]. While DAF only targets convertases, another cell-

bound regulator, membrane cofactor protein (MCP), deactivates C3b or C4b with the aid 

of FI. Since our system uses erythrocytes as a cellular model [46], MCP is not included 

because it is not expressed on erythrocytes. Lastly, the terminal cascade is regulated 

through the action of vitronectin or clusterin that inhibit surface binding of C5b-7, while 

CD59 (protectin) inhibits C9 polymerization to regulate MAC pore formation [113,121]. 
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CHAPTER 5 

Immunophysical Evaluation of the Initiating step in the Formation of the 

Membrane Attack Complex 

 

5.1 Introduction 

As part of the innate immunity, the complement system orchestrates a cascade of 

biochemical reactions that result in pathogen elimination and in activation of the adaptive 

immune response [1, 2]. The versatile response of the complement system emerges from 

its three pathways known as alternative, classical, and lectin, that are either constitutively 

active in the fluid phase (alternative and classical pathway [3–5]) or initiate upon sensing 

danger-associated molecular patterns on pathogens (classical and lectin pathways). 

Activation of all three pathways converges on the cleavage of complement protein C3 into 

C3b and C3a [6]. Subsequently, continued propagation leads to the terminal cascade by 

cleavage of complement C5 to form C5b and C5a. Complement C6 then binds to C5b to 

form the complex C5b6 [7]. This soluble complex then associates with C7 to form C5b67, 

which later anchors to a nearby surface. Subsequently, the surface bound C5b67 binds to 

C8 to form C5b678 [8]. This complex, unlike the anchored C5b67, forms a pore of 0.9-nm 

diameter, which expands later in time to a 3-nm pore [9–11]. Finally, surface bound 

C5b678 recruits multiple C9s, to a maximum of 18, to form the membrane attack complex 

(MAC or C5b6789n where n = 1–18) [9, 12]. Although the proteins that make up the MAC 

pores are the same (C5b, C6, C7, C8, and C9), there is oligomeric heterogeneity in the 

assembly process of MACs. For instance, oligomerization of two to four C5b678 
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complexes can bind to a variable number of C9s to form a joined MAC pore [9]. In any 

case, structures of a single MAC pore, comprised of C5b678 in complex with a 

polymerized C9, are cylindrical in shape, contain a single stalk protrusion, and have an 

inner lumen diameter of 10- to 11.5-nm [9, 12]. MACs evolved as the only direct killing 

mechanism deployed by the complement system to fight against pathogens; indeed MAC 

deficiency has been associated with an increased risk of recurrent meningitis [1]. In 

addition to eliminating pathogens, MAC instigates numerous signaling pathways that 

directly affect cell cycles. For instance, sublytic MACs affect cell proliferation and 

apoptosis by enhancing or inhibiting the processes [13]. In addition, MACs can directly 

mediate cytokine production and platelet activation [13]. 

The instigation of an immune response via C5b6 is also detrimental to host-cells 

unless complement is properly regulated at the terminal stage [14]. To ensure tissue 

homeostasis, multiple checkpoints are present in fluid and surface phases that target 

complement propagators such as C3/C5 convertases. Furthermore, membrane-bound 

complement regulator, CD59, is present on host-cells to directly inhibit the assembly of 

the MAC and mitigate its deadly effects. However, despite the regulatory checkpoints, 

disease-related mutations over-activate the complement system and disrupt tissue 

homeostasis by generating elevated levels of MAC. This level of impairment propels 

complement in becoming one of the key drivers for diseases like aHUS, AMD, and PNH 

[15–20]. 

The formation of C5b6 complex sets the stage for a cascade of reactions that go 

beyond just the elimination of pathogens. C5b6 provides the junction at which the early- 
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and late-stage complement pathway propagation converge to instigate signaling cues that 

are vital for cell survival [13]. Thus, understanding the governing mechanism behind C5b6 

formation provides the basis for the first step in the assembly of terminal MAC complex 

that initiates a range of events, from immune defense to development of autoimmune 

diseases. 

Complement proteins C3, C4, and C5 are structurally homologous [21–23] but only 

C3 and C4 have an internal thioester bond moiety that is capable of undergoing hydrolysis, 

followed by covalent attachment to cell surfaces [24, 25]. After cleavage of C3 and C4 by 

convertases to form fragments C3a/C3b and C4a/C4b, the C3b and C4b fragments are 

opsonins that attach to cells surfaces through their thioester domains (TED), also known as 

C3d and C4d when they become stand-alone proteins after additional cleavage steps. The 

cell-bound C3b is recognizable by phagocytes for elimination of the C3b-tagged cells, and 

also C3b and C4b become part of the convertase complexes that are responsible for C3 and 

C5 cleavage. On the other hand, C5b is missing an internal thioester bond, but it contains 

a TED-like domain that is structurally homologous to the TEDs of C3 and C4. For 

simplicity we will call hereafter C3d, C4d, and C5d the TED domains of C3 and C4, and 

the TED-like domain of C5, respectively. 

Crystal structures of C3b in complex with structurally homologous modular 

regulators, factor H, complement receptor 1, membrane cofactor protein, decay-

accelerating factor, and smallpox inhibitor of complement enzymes (SPICE), are available 

[26, 27]. These regulators are composed of repeated complement control protein (CCP) 

modules and have shown a shared binding mode along the structure of C3b, comprising 
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modules CCP1-4 (FH, MCP, SPICE), CCP2-4 (DAF), and CCP15-17 (CR1). All 

regulators show contact of one module at the C3d domain of C3b. The viral vaccinia control 

protein (VCP), that is structurally and functionally homologous to SPICE, is also expected 

to have a similar binding mode to C3b. In addition, the stand-alone C3d domain, is known 

to interact with modules CCP1-2 of complement receptor 2 (CR2) [28], modules CCP19-

20 of FH [29], in addition to modules CCP1-4 (mentioned above as interacting along C3b), 

and S. aureus proteins Efb-C, Ecb, and Sbi [30, 31]. These structural observations make 

the C3d domain multifunctional in interacting with complement natural and viral 

regulators, when C3d is part of C3b, and in attracting CR2, FH (CCP19-20), and bacterial 

regulators when C3d is stand-alone. On the other hand, C5b is not known to possess similar 

properties as C3b, and C5d is not known to exist in a stand-alone form. Instead, C5b acts 

as the first block of a scaffold that initiates the membrane attack complex, interacting first 

with C6, and subsequently with C7, C8, and several C9s, mentioned above. The crystal 

structures of C5b6 [32, 33] reveal that an elongated C6 surrounds half of the C5d domain 

and has three sites of contacts with C5b (Figures 5.1A and 5.1B). In addition, the crystal 

structure reveals the presence of charged patches on the surfaces of C5b and C6, and at the 

binding interface, which are expected to contribute to structural stability of the complex 

through the formation of ionic and hydrogen bonding contacts (Figures 5.1C and 5.1D). 
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v 
Figure 5.1. Surface representation molecular graphics of C5b6 complex in front view (A) and back view (B). 

C5b is indicated in blue with the thioester-like domain colored orange while C6 represented in teal. The three 

sites of interaction between C5b and C6 are marked. Domains of C5b and C6 discussed in text are marked. 

Electrostatic potentials mapped onto molecular graphics of C5b6 in front view with C6b represented as 

transparent outline and on top of C5b (C), and back view with C5b represented as transparent outline and on 

top of C6 (D). The color transitions from red to white to blue represent electrostatic potential values of −5 to 

0 to 5 kBT/e. Abbreviations utilized are as follows: LDLRa, low-density lipoprotein receptor class A; 

MACPF, membrane attack complex perforin; MG, macroglobulin; C345C, netrin domain; CCP, complement 

control protein; FIMAC, Factor I/membrane attack complex; EGF, epidermal growth factor; and TSP, 

thrombospondin. Molecular graphics are generated using the final frame of the MD trajectory. 
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In this study, first we examine the physicochemical mechanism of the interaction 

between C5b and C6. Given that the C5d domain contributes to the interaction of C5b and 

C6, and the multifunctionality of C3d with several sites of interaction with native regulators 

and receptors and bacterial and viral regulators, we present a comparative sequence, 

structural, and physicochemical analysis between C5d and C3d. For completion, we also 

include C4d in the comparative analysis. Our goal is to contribute toward understanding 

mechanisms of function of C3d, C4d, and C5d at the structural and physicochemical 

property level. Finally, we present a systems-biology approach to understand the pathway 

dynamics of the terminal complement cascade that starts at C5b6 complex and ends at 

MAC [25]. We performed molecular dynamics (MD) simulations to relax the 

crystallographic structure from crystal packing effects, and to obtain insight on the dynamic 

character of the structure and the persistence of the intermolecular contacts at the amino 

acid side chain level. Guided by the findings of our MD analysis, and by our previous work 

that has shown that electrostatics plays a fundamental role on the regulation and function 

of C3b [34–40] and C3d [28–31, 41, 42], we performed electrostatic calculations using 

conformational states extracted from the MD data. 

 

5.2 Results 

5.2.1 Molecular dynamics analysis 

Our goal is to identify the stabilizing interactions that lead to formation of the C5b6 

complex, the initial scaffold for the assembly of MAC. The crystal structure [32] shows 

three major sites of interaction between C5b and C6, named I, II, III (Figures 5.1A and 
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5.1B). Interactions between C6 and the thioester domain of C5b fall under Site I, while 

interactions of C6 with the macroglobulin (MG) ring of C5b fall under Sites II and III. The 

crystal structure also shows the presence of charged patches on the surfaces of the two 

proteins, C5b and C6 (Figures 5.1C and 5.1D), suggesting that charges may be 

contributing factors to binding. We performed an explicit solvent MD simulation, using a 

crystal structure as initial conformation, to optimize local geometries and chemistry and to 

delineate distinct conformational states visited throughout the simulation. Analysis of the 

MD trajectory, using the molecular mechanics-Poisson-Boltzmann surface area (MM-

PBSA) method, showed an overall favorable binding energy for the solvated complex, 

dominated by van der Waals interactions (Table 5.1). Given the observation of many 

charged patches on the surfaces of C5b and C6 (Figures 5.1C and 5.1D), but overall 

unfavorable polar contribution to binding (Table 5.1), we analyzed the frequency of 

occurrence of intermolecular pairwise polar interactions to obtain a closer look into the 

nature of polar contributions. Specific intermolecular salt bridges often stabilize protein 

complexes, an effect that has been termed ionic tethering, and so do intermolecular 

hydrogen bonds, even if the overall energetic contribution is dominated by van der Waals 

interactions of hydrophobic chemical groups [43]. 
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Table 5.1. Calculated MM-PBSA energies from the MD trajectory. 

 

 

We characterized the significance of intermolecular polar interactions by 

evaluating the number of salt bridges and hydrogen bonds that occur across the C5b6 

binding interface at a frequency of at least 20% during the MD trajectory. Figures 5.2A 

and 5.2B shows occupancy (frequency of occurrence during the MD trajectory) maps for 

intermolecular salt bridges and hydrogen bonds, respectively. The C5b6 complex has 13 

intermolecular salt bridges with distance cutoff of 5 Å, and 11 intermolecular hydrogen 

bonds, demonstrating varying levels of persistence throughout the trajectory. 

 

 

Figure 5.2. Intermolecular interaction occupancy maps for interactions persistent through at least 20% of the 

trajectory for salt bridges (A) and hydrogen bonds (B). The C5b6 interactions sites I, II, and III (Figure 5.1) 

are marked. Heavy atoms of hydrogen bond donor and acceptor chemical groups are marked in panel (B). 
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The 13 intermolecular salt bridges (and protein/domain) in decreasing order of 

persistence (81–20%) are: Lys1117(C5b/C5d)-Glu2217(C6/CCP1), Lys884(C5b/CUB)-

Asp2226(C6/CCP1), Glu646(C5b/MG Ring)-Arg1704(C6/LDLRa), Asp1076(C5b/C5d)-

Arg2279(C6/CCP2), Lys1139(C5b/C5d)-Glu2187(C6/CCP1), Asp643(C5b/MG Ring)-

Lys1693(C6/TSP2), Lys1139(C5b/C5d)-Asp2186(C6/CCP1), Asp648(C5b/MG Ring)-

Arg1704(C6/LDLRa), Glu414(C5b/MG Ring)-Arg1734(C6/LDLRa), Glu149(C5b/MG 

Ring)-Arg2244(C6/CCP1), Asp648(C5b/MG Ring)-Lys1702(C6/LDLRa), 

Arg435(C5b/MG Ring)-Glu1716(C6/LDLRa), and Lys1133(C5b/C5d)-

Glu2187(C6/CCP1) (Figure 5.2A).  

Unlike the persistence of intermolecular salt bridges, most of the intermolecular 

hydrogen bonds formed between C5b and C6 appear less than half of the time in the 

trajectory. The 11 intermolecular hydrogen bonds (and protein/domain) in decreasing order 

of persistence (68–20%) are: Val1122(C5b/C5d)-Glu2188(C6/CCP1), 

Thr1105(C5b/C5d)-Thr2233(C6/CCP1) (backbone-backbone), Gly845(C5b/CUB)-

Gln2241(C6/CCP1), Thr1105(C5b/C5d)-Thr2233(C6/CCP1) (side chain-side chain), 

Asn1077(C5b/C5d)-Arg2279(C6/CCP2), Asp1103(C5b/C5d)-Thr2233(C6/CCP1), 

Glu149(C5b/MG Ring)-Arg2244(C6/CCP1), Ser844(C5b/CUB)-Gly2239(C6/CCP1), 

Tyr41(C5b/MG Ring)-Asp1651(C6/TSP2), Ser96(C5b/MG Ring)-Pro1688(C6/TSP2), 

and His1106(C5b/C5d)-Arg2279(C6/CCP2) (Figure 5.2B).  

Six salt bridges occur in Site III, followed by five in Site I, and two in Site II 

(Figures 5.1A and 5.2A). On the other hand, six hydrogen bonds occur in Site I, followed 

by three hydrogen bonds occurring in Site II and two hydrogen bonds occurring in site III 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#F2
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(Figures 5.1A and 5.2B). Three bifurcated salt bridges are observed. These are Site I salt 

bridge Lys1139(C5b) with Asp2186(C6) and Glu2187(C6), Site III salt bridge 

Arg1704(C6) with Glu646(C5b) and Asp648(C5b), and Site III salt bridge Asp648(C5b) 

with Lys1702(C6) and Arg1704(C6) (Figures 5.1A and 5.2A). Two residues of C6 are 

hydrogen bonded with more than one partner, both in Site I. These are Thr2233(C6) side 

chain with Asp1103(C5b) side chain and Thr1105(C5b) side chain, and Arg2279(C6) side 

chain with Asn1077(C5b) backbone and His1106(C5b) side chain (Figures 5.1A 

and 5.2A). Finally, two residues of C5b and three of C6 participate in both salt bridge side 

chain-side chain interactions and hydrogen bonding side chain-backbone interactions. 

These are Glu149 and Asp648 of C5b, and Arg1704, Arg2244, and Arg2279 of C6. Among 

them are Arg1704(C6)-Asp648(C5b) salt bridge and hydrogen bond, involving 

Arg1704(C6) which is also part of a bifurcated salt bridge with Glu646(C5b) (Site III), 

Arg2244(C6)-Glu149(C5b) salt bridge and hydrogen bond (Site II), and Arg2279(C6) salt 

bridge with Asp1070(C6b), and hydrogen bond Asn1077(C5b) (Site I) (Figures 5.1A 

and 5.2). 

Unfavorable charge-charge interactions within 5 Å of each other were not observed 

at occupancies greater than 10% (Supplementary Data Sheet 4). Thirteen unfavorable 

charge-charge interactions were observed within 8 Å of each other using the 20% 

occupancy threshold, as follows: four at Site I, three at Site II, and six at Site III. At Site I, 

the unfavorable charge-charge interactions are between Lys1139(C5b) and Lys1889(C6), 

Asp1140(C5b) and Glu2187(C6), Asp1167(C5b) and Glu2217(C6) and, Glu1181(C5b) 

and Asp2185(C6). At Site II, the unfavorable charge-charge interactions are between 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#SM1
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Arg177(C5b) and Arg2244(C6), Arg840(C5b) and Arg2252(C6) and, Lys884(C5b) and 

Arg2244(C6). At Site III, the unfavorable charge-charge interactions are between 

Asp43(C5b) and Asp1651(C6), Arg98(C5b) and Lys1690(C6), Arg435(C5b) and 

Arg1734(C6), Asp643(C5b) and Asp1706(C6), Glu646(C5b) and Glu1695(C6) and, 

Lys652(C5b) and Lys1702(C6). Of these, the only interactions with frequency above 50% 

are between Asp1167(C5b) and Glu2217(C6) at Site I, and Lys884(C5b) and Arg2244(C6) 

at Site II. All unfavorable Coulombic interactions with cutoff distances 5 Å and 8 Å at all 

occupancy levels are listed in Supplementary Data Sheets 4, 5, respectively. Overall, 

unfavorable charge-charge interactions are weak. 

We further analyzed the MD trajectory to capture the dynamic changes in 

electrostatic contributions, by evaluating distinct conformational states. We identified six 

representative structures from the MD trajectory through principal component analysis 

(PCA) decomposition on phi and psi angles, followed by k-means clustering of the PCA 

components. The cluster centers (Figure 5.3) were extracted as representative structures. 

Structural representation of clustering conformational states is shown in Figure D.1. 
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x 

Figure 5.3. Free energy landscape of the first two principal components, Principal Component 1 and 

Principal Component 2, with cluster centers represented as white dots. The lowest energy regions (colored 

in dark gray as indicated in the color bar) represent energy minima. 

 

 

We performed MM-PBSA calculations for the 20 most representative structures of 

each cluster to evaluate possible differences in the binding free energies among the six 

clusters. Although we observe differences among the clusters, the overall trends in their 

free energies are similar (Table 5.2). 

 

Table 5.2. Calculated MM-PBSA energies of six conformational states, extracted from the MD trajectory. 
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5.2.2 Electrostatic Analysis 

We used the alanine scan method of our AESOP computational framework [44] to 

explore in detail the significance of the many pairwise charge-charge interactions in 

contributing to the stability of the C5b6 complex. We performed computational alanine 

scan by mutating every ionizable amino acid residue to alanine, one at a time, to generate 

families of single mutants for C5b and C6, and their C5b6 complex. Subsequently, we 

performed Poisson-Boltzmann electrostatic calculations to obtain electrostatic 

contributions to the free energies of binding for the binding reaction of each mutant. We 

present the results in reference to the parent structure, as differences between the calculated 

electrostatic free energies of binding of mutant structures minus the electrostatic free 

energy of the parent structure (see Methods). We performed the calculations for the 

representative structures of all six conformational clusters, and the results for those residues 

that participate in salt bridges (shown in Figure 5.2A) are presented in Figure 5.4. Loss of 

binding upon mutation is denoted by an electrostatic free energy of binding with a positive 

value, whereas gain of binding is denoted by a negative value. Loss of binding for the 

mutant indicates that the mutated residue is a contributor to binding of the parent protein 

by forming favorable charge-charge interactions. Likewise, gain of binding for the mutant 

indicates that the mutated residue opposes binding of the parent protein by contributing to 

unfavorable charge-charge interactions. 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B44
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Figure 5.4. Computational Alanine Scan results of C5b (A) and C6 (B) mutants that participate in salt 

bridges. The vertical axis represents differences in the calculated electrostatic free energies of binding 

between the mutant and the parent structure for the mutants shown in the horizontal axis. Each mutant is 

represented by six free energy values, corresponding to the six representative (cluster center) structures of 

the conformational clusters of the MD simulation. The mutant notation denotes the residue number 

surrounded by the type of replaced residue on the left and the replacing residue (alanine, A) on the right. A 

positive value denotes that the mutation causes loss of binding, indicating that the mutated residue favors 

binding in the parent structure. A negative value denotes that the mutation causes gain of binding, indicating 

that the mutated residue disfavors binding in the parent structure. The one-letter amino acid code is used, 

instead if the three-letter code used in text, to simplify the figure. 
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A few mutants show perturbations greater than thermal energy of 2kBT at room 

temperature, most notably Lys1139A of C5b, followed by Lys884A, Asp1076A, 

Lys1117A, and Lys1133A (Figure 5.4A), and nearly every mutant of C6, most notably 

Arg1704, with the exception of Glu1716A (Figure 5.4B). These significant charge 

interactions depicted by the mutations of Figure 5.4 have been identified in the salt bridge 

occupancy maps of Figure 5.2A. AESOP data for all ionizable amino acid replacements 

within 8 Å of the C5b6 complex interface are listed in Supplementary Data Sheet 6. The 

most notable charge interactions, involving Lys1139(C5b) and Arg1704(C6) as depicted 

by the data of Figure 5.4, form strong bifurcated salt bridges in Sites I and II, respectively 

(see above). Another charge interaction, but of lower strength, involving Asp648(C5b) also 

forms a bifurcated salt bridge in Site III (see above). 

 

5.2.3 Sequence and Electrostatic Potential Comparison of Thioester Domains of C3d, C4d, 

and C5d 

The complement system contains thioester domains, referred herein as C3d and 

C4d, that can covalently attach to different surfaces and tag the cellular species with 

complement complexes and fragments. However, the C5d thioester-like domain of C5 is 

distinct from C3d and C4d because it does not have the ability to covalently tag a surface, 

or to exist as a standalone domain, but has gained the molecular capability to instigate 

MAC formation [32, 33]. Despite all three thioester/thioester-like domains, C3d, C4d, and 

C5d, having similar structures, C3d is a molecular hub for reactions that mediate 

inflammatory processes such as opsonophagocytosis and B-cell activation, whereas C5d 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#SM1
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#F4
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B32
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B33
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participates in the binding of C6 and acts as the cornerstone for the MAC assembly. Thus, 

to elucidate on how C3d and C5d achieve their versatile functions, we performed a 

comparative analysis of the physicochemical properties of C3d and C5d, also including a 

comparative analysis of C3d and C4d for completion. Earlier studies have identified the 

residues of C3d that interact with FH [29] and CR2 [28]. FH is a potent regulator of C3b, 

and C3b's convertase complexes, that inhibits opsonophagocytosis on host cells. The CR2-

C3d complex is formed as part of the B cell receptor-coreceptor complex and is a link 

between innate and adaptive immunity. 

First, we performed a sequence alignment of all three domains, C3d, C4d, and C5d, 

to compare the conservation of their structurally and functionally important residues 

(Figure 5.5). The percent identity between C3d and C5d is 29.2%, between C3d and C4d 

is 35.7%, and between C4d and C5d is 28.8%. The contact sites with FH and CR2 are 

spread across the sequence of C3d. Of the total 310 C3d residues, 87 residues are involved 

in contacts with FH and CR2 combined (union of red and blue horizontal boxes in 

Figure 5.5). On the other hand, only nine C5d residues are involved in contacts with C6 

(green horizontal boxes in Figure 5.5), and from those nine only one is a common site with 

C3d, that of Asp1104(C5d) and Gly1179(C3b). From the 87 residues that are involved in 

C3d-CR2/FH interactions, only 19 are homologous to C5d residues (intersection of 

red/blue horizontal boxes and identical C5d and C3d residues, denoted by vertical blue 

blocks, in Figure 5.5). 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B29
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B28
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a 

Figure 5.5. Sequence alignment of C3d, C4d, and C5d. Regions of intermolecular polar contacts between 

C3d and FH, C3d and CR2, and C5d and C6 are designated with horizontal rectangles above the sequences, 

colored in red, blue, and green respectively. Polar contacts: ionic interactions (salt bridges and long-range 

Coulombic) and hydrogen bonds (including side chain and backbone donor/acceptor groups). The vertical 

blocks in dark blue color denote identity in all three sequences, and those in light blue color denote identity 

in two out of three sequences. The bar plots denote similarity in conservation across all three sequences with 

numbers in yellow indicating the level of conservation where a larger number corresponds to higher 

conservation (“*” and “+” correspond to scores of 11 and 10 respectively). Residue numbering corresponds 

to the numbering of the crystal structures used for C3d and C4d. For C5d the residue numbering used in our 

study is shown, followed by the numbering of the crystal structure (PDB code 4A5W, see Methods). The 

thioester moiety for all three sequences is represented within a black box. Note that the cysteine that 

participates in the thioester bond is mutated to alanine, as was the case in the crystal structure used (PDB 

code 3OED). 

 

 

  



 169 

Lastly, of the nine residues of C5d that are involved in binding to C6, four are 

charged residues (Asp1076, Lys1117, Lys1133, and Lys1139) that interact by forming salt 

bridges with residues in the CCP1 and CCP2 domains of C6 (Site I, Figures 5.1 and 5.2A). 

Contact map analysis showed that Lys1137 forms strong bifurcated salt bridges 

(Figure 5.2A). Also, the AESOP analysis showed that out of these four charged residues, 

alanine perturbation of Lys1139, produces the highest loss of binding mutation, hence 

making it one of the most important contact sites (Figure 5.4). In addition, Val1122 of C5d 

also makes a strong a hydrogen bond with Glu2188 in the CCP1 domain of C6, with a 68% 

frequency of contact from the total trajectory (Figure 5.2). Thus, from the nine residues of 

C5d that are involved in contacts with C6, Lys1139, and Val1122 play the most important 

role by participating in salt bridges and a hydrogen bond. 

We also performed comparative binding/conservation analysis for C3d and C4d. 

There are 19 conserved C4d residues with C3d that are also found in the binding interfaces 

of C3d with FH and CR2 (union of red and blue horizontal boxes in Figure 5.5). The 

majority of the conserved C4d residues (17 out of 19) overlap with the FH contact sites of 

C3d (red-only horizontal boxes in Figure 5.5), with one of them overlapping with FH and 

CR2 contact site and two additional ones overlapping with CR2 only (blue-only horizontal 

boxes in Figure 5.5). The side chains of the two C4d/C3d conserved residues that overlap 

with CR2 contact sites are negatively charged. On the other hand, 11 of the 17 C4d/C3d 

conserved residues that overlap with FH contact sites have hydrophobic side chains, 

including the residue that overlaps with both FH and CR2 contact sites. 
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We also performed a comparative analysis of the electrostatic properties of C3d, 

C4d, and C5d. Earlier works have studied the properties of a highly negatively charged 

concave surface on C3d that is involved in recognition and binding of complement 

regulators [29] and receptors [28, 41] as well as bacterial inhibitors [30, 31]. 

Figure 5.6A shows the C3d concave surface with the negatively charged patch, surrounded 

by a neutral rim. C4d also has a negatively charged patch but spans mostly the cavity's 

periphery (Figure 5.6C). C5d on the other hand, contains a slightly shallower but more 

extended cavity, with a sparsely negatively charged patch on its center and distinct 

positively charged patches at the edges of the surface (Figure 5.6E). The size and charge 

density of the concave cavity in C3d may be the determining factor for binding to CR2, a 

property that is not shared by C4d and C5d. We also examined the electrostatic properties 

of the internal thioester bond face (Figures 5.6B, 5.6D, and 5.6F), focusing on the small 

region that is responsible for covalently tagging pathogen surfaces after hydrolysis of the 

thioester bond. Both, C3d and C4d, contain positively charged patches, but the patch on 

C3d is more extended (Figures 5.6B and 5.6D). Unlike C3d and C4d, the positively charge 

patch of the thioester bond moiety is lost in C5d, which has slightly negatively charged 

character. In addition, this region forms a crevice, which is absent in C3d and C4d, to assist 

packing of three hydrophobic residues of Phe2172, Ile2174, and Met2175 (part of C6's 

FSIM sequence motif), as stated in [33]. C6 contacts C5d through an elongated linker that 

contains the predominantly hydrophobic FSIM sequence motif at one end, and a 

polar/negatively charged DDEE sequence motif, proposed here, toward the other end, 

before it loops out and returns to form additional contacts with C5d. The occupancy of 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B29
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B28
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B41
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B30
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B31
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B33
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intermolecular contacts of FSIM residues throughout the MD trajectory is as follows 

(>20% for 5 Å between heavy atoms): Phe2172-Gln898, 85.7%; Phe2172-Glu899, 62.6%; 

Phe2172-Asn902, 40.9%; Phe2172-Phe938, 39.2%; Ser2173-Gln898, 36.3%; Ile2174-

Ala894, 25.0%; Ile2174-Gln898, 77.6%. The DDEE sequence motif comprises residues 

Asp2185, Asp2186, Glu2187, and Glu2188. Asp2186 and Glu2187 participate in the high-

occupancy bifurcated salt bridge with C5b's Lys1139; Glu2187 also participates in 

bifurcated salt bridge with C5b's Lys1133 and Lys 1139; and Glu2188 participates in 

hydrogen bonding with C5b's Val1122, which is the highest occupancy hydrogen bond of 

the complex (Figure 5.2). Both, FSIM and DDEE side chains interact with part of Site I 

that is depicted by the ellipse of Figure 5.6F. 



 172 

 
Figure 5.6. Electrostatic potentials mapped onto molecular surface representations of C3d (A,B), C4d (C,D), 

and C5d (E,F), showing the CR2/FH binding face on left and the thioester face on right. The color transitions 

from red to white to blue represent electrostatic potential values of −3 to 0 to +3 kBT/e. The green circles 

mark the internal thioester bond region of C3d (B) and C4d (D), and the two black dashed ellipses indicate 

distinct C6 binding regions in Site I of C5d (E,F). 
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5.2.4 Pathway Modeling of Complement System Terminal Cascade 

Formation of the MAC pore is propagated through the cleavage of complement C5 

that forms C5b and C5a. The smaller fragment, C5a, is an anaphylatoxin that mediates 

inflammation through activation of immune cells. The larger fragment, C5b, interacts with 

C6 to form C5b6. The C5b6 complex interacts with C7 and C8 to form the C5b78 complex. 

Subsequently, multiple C9 molecules combine with C5b78 to form the transmembrane 

pore C5b678918 (MAC). We have recently developed quantitative models to study the 

dynamics of the alternative [24] and the combined alternative and classical pathways [25] 

of the complement system. These models are based on describing the biochemical reactions 

of the complement pathways using ordinary differential equations and are parameterized 

using experimental kinetic data. We used our latest model that encompasses the alternative 

and classical pathways to gain a systems level understanding of the terminal cascade of the 

complement system, starting at fluid phase C5 and ending in MAC pore formation on cell 

membranes [25]. Figure 5.7 shows the concentration-time profiles of C5, C5b, C6, C5b6, 

and MAC pores. As C5 is consumed (Figure 5.7A), MAC is produced (Figure 5.7B). C5 

is minorly consumed to form C5b (Figure 5.7C), and so does C6 (Figure 5.7D) when it 

combines with C5b to form the C5b6 complex (Figure 5.7E). C5b and C5b6 show similar 

time responses, but with different concentration magnitudes. The time response of MAC 

pore formation shows a short lag phase, followed by an accelerated production phase. 

Unlike complement products C5b and C5b6 that are mostly consumed in ~40 min, the 

profile of MAC pores shows a continuous production after the 90th min mark. 

 

 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B24
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B25
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B25
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Figure 5.7. Dynamic pathway modeling of the complement terminal cascade. Rates of consumption of 

C5 (A) and production of MAC (B) are shown. Intermediate steps of production and consumption of 

C5b (C), consumption of C6 (D), and production and consumption of C5b6 (E) are also shown. C5, C5b, C6, 

and C5b6 are in fluid phase, whereas MAC is cell membrane bound. 

 

 

Our results present the prompt activation and propagation kinetics of the 

complement system. In spite of the terminal pathway taking root later in the complement 

cascade (after the cleavage of C3), our results show MACs can be generated in less than 

10 min. Furthermore, our results show despite the presence of complement regulators 

acting on the terminal cascade and numerous biochemical steps from C5 to C5b, C5b6, 

C5b67, C5b678, C5b6789, and the polymerization of C9 to form MACs (C5b67891−18), 

the rates of C5 or C6 consumption may be good predictors for the rate of MAC formation 

(Figure 5.7). This is highlighted where an accelerated rate of consumption for C5/C6 are 
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present within the first 30 min, and this rate subsequently is reduced after the 30th min. 

Similarly, but inversely related to the concentration-time profiles of C5/C6, the MAC 

production exhibits an accelerated phase within the first 30 min that also subsequently 

diminishes after 30 min. However, it should be pointed out that the rate of production in 

MACs is still higher compared to the rate of C5/C6 consumption after the 30th min. In 

summary, kinetics of C5 or C6 consumption may be sufficient to study the kinetics of MAC 

formation despite the presence of numerous biochemical steps from C5/C6 to MACs. 

 

5.3 Discussion 

Activation and propagation of the complement system through the alternative, 

classical, and lectin pathways leads to the cleavage of C5 to form C5b and C5a. Presence 

of C5b sets the stage for recruitment of complement protein C6 through C9 to form the 

MAC pore. Pathogens such as Neisseria species (causing meningitis) are susceptible to 

MAC-induced killing, and deficiency in the terminal proteins leads to recurrent meningitis 

[45]. On the other hand, dysregulation of the complement system leads to excessive 

propagation of the terminal step that plays a critical role in diseases such as AMD, aHUS, 

and PNH [15–20]. In addition to diseases, sublytic MAC of the terminal cascade can induce 

multiple signaling pathways associated with proliferation, apoptosis, and protein synthesis 

[13, 46]. Overall, formation of C5b6 initiates a cascade of reactions that affects numerous 

events from pathogen killing, to complement-mediated diseases, and signaling pathways. 

Here, we performed biophysical analysis on C5b6 complex to identify the key components 

that are involved in the mechanism of C5b and C6 binding. 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B45
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B15
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B20
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B13
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B46
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We initiated our study to quantify the physicochemical origins of C5b6 binding, 

with focus on electrostatic interactions, guided by the large number of charged patches on 

the surfaces of C5b and C6 and in their binding interface. Our analysis is based on the 

crystal structure and MD trajectory of the C5b6 complex. MM-PBSA calculations 

throughout the MD trajectory showed an overall unfavorable electrostatic energy 

component in the free energy of binding, which is dominated by favorable van der Waals 

interactions. However, analysis of the binding interface throughout the MD trajectory 

revealed the presence of 13 intermolecular salt bridges and 11 intermolecular hydrogen 

bonds, which is a large number of electrostatic interactions for a complex of approximately 

3200 Å2 buried solvent accessible surface area (Figure D.2). Additionally, AESOP 

analysis using six representative structures from MD conformational clusters, identified 

several charged residues with strong contributions to the electrostatic free energy of 

binding. Therefore, we conclude that the stability of the C5b6 complex is dominated by 

van der Waals interactions and by the presence of several distinct pairwise electrostatic 

interactions in the form of hydrogen bonds and salt bridges. Disrupting the electrostatic 

interactions of residues identified herein as being important for structural stability of the 

C5b6 complex, may be a good strategy for future drug discovery aiming to inhibit MAC 

assembly. 

The complement system contains two thioester domains, C3d and C4d, and one 

thioester-like domain, C5d, which function as initiators and propagators of the cascade of 

reactions that leads to the elimination of pathogens or apoptotic/damaged cells [1]. C3d 

and C4d function as parts of C3b and C4b, respectively, and unlike C5d both C3b and C4b 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B1
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can covalently attach to host/pathogen cell surfaces and tag the cellular species for 

inflammatory response and opsonophagocytosis. C3d and C4d also exist as standalone 

proteins, after degradation cleavage of C3b by complement regulators, and remain 

covalently linked to the surface of cells long after complement activation. On the other 

hand, the thioester-like domain of C5d cannot covalently attach to surfaces of 

pathogens/apoptotic cells; however, C5d makes extensive contacts with C6 to form the 

complex C5b6 [32, 33]. The assembly of C5b6 presents the junction between the different 

phases of complement activation that initiates the formation of MAC. But unlike C5d (and 

also C4d), complement fragment C3d has numerous binding partners ranging from 

complement components to pathogenic proteins [41, 47–49]. For instance, C3d can 

mediate adhesion by interacting with complement receptors, bind the domain 

of Staphylococcus aureus protein Sbi, and also form the link between innate and adaptive 

immunity by interacting with CR2 on B-cells [50–54]. Although all three thioester domains 

are structurally similar, they have distinct electrostatic potential projections on their 

surfaces (Figure 5.6). We identified C3d has 87 of its 310 residues that are involved in 

binding to complement proteins FH and CR2. Furthermore, 19 of the 87 C3d residues are 

conserved on both C4d and C5d (Figure 5.5). These differences indicate that C3d has 

evolved to have multiple binding partners by having more binding residues present its 

thioester domain. 

A major contributing factor to the multifaceted functionality of C3d, has been 

associated with its dual electrostatic nature, through two distinct faces [41]. The thioester 

face is positively charged and functions by tagging cells. The concave negatively charged 
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face functions for recruiting (or as an aid to) adaptive immunity and inducing immune 

response. These charged regions contain functional sites that serve to accelerate protein 

association and stabilize protein complexes [55, 56]. Furthermore, our results also show 

complement C4d contains a negatively charged ring surrounding the concave face, rather 

than entirely covering it, and differences in the distribution of positive charge in its 

thioester face (Figure 5.6). C5d also shows electrostatic differences on both the concave 

face and the thioester-like face compared to C3d and C4d (Figure 5.6). Another difference 

in C5d is the presence of a positive region that accommodates the C6 domain for the 

formation of C5b6 complex (Figure 5.6). This C6-binding site of C5d contains a deep 

groove, which facilitates the binding of conserved C6 linker residues of 

the 2172FSIM2175 sequence motif. In addition, the linker contains 

the 2185DDEE2188 sequence motif of acidic charged residues Asp2186 and Glu2187, which 

form salt bridges with basic residues of Lys1139 (Asp2186 and Glu2187) and Lys1133 

(Glu2187) of C5d, respectively (Figure 5.2A). The perturbation Lys1139Ala most notably 

showed the strongest destabilizing effect on the interaction of C5b6 in AESOP analysis 

(Figure 5.4). Similar to C6, complement protein C7 also contains an analogous linker. 

However, as stated in [33], C5b may discriminate toward C6 because C7 lacks the FSIM 

motif and has a shorter linker that makes less extensive contacts with C5d. Overall, these 

results show complement proteins C3d and C4d that perform similar functions by 

covalently attaching to different surfaces for propagation of complement cascades, also 

have similar electrostatic profiles. However, C5d shows distinct charge properties, with 

lower densities of negative and positive charges in its concave and thioester-like surfaces. 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B55
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Instead, C5d has a positive groove that facilitates C6 binding and instigates the terminal 

step of complement propagation. 

A distinct structural feature of C3 activation product, C3b, is that its C3d domain 

packs at the bottom of macroglobulin domain MG1. In contrast, the C5d domain of C5b is 

located 50 Å from the base of MG1 when in complex with C6 [32, 33]. Although C3 and 

C5 are structurally similar, the distinct locations of their C3d/C5d domains in their active 

products C3b/C5b highlight not only how their active products are topologically different, 

but also on how each of them propagates its distinct function on a surface of pathogen/host 

cells. For instance, C3b uses its C3d domain to covalently attach to nearby pathogens and 

interact with FB to form C3bB. This complex subsequently is activated by FD to form the 

C3/C5 convertase, C3bBb [57, 58]. C3bBb then propagates a cascade of reactions on the 

surface by cleaving C3 to form more C3b and C3a, and to promote pathogen elimination 

through enhanced opsonophagocytosis. The placement of C3d close to base of MG1, in 

conjunction with the active thioester moiety and the positively charged thioester face, 

makes the covalent attachment of C3b possible. On other hand, C5b does not covalently 

attach to surface using its C5d domain but promotes a complementary mechanism of 

pathogen elimination through the formation of the pore-forming MAC. Recent cryo-

electron microscopy and tomography studies of MACs proposed that the role of C5b is to 

assist priming C6 to initiate the pore formation [9, 12]. Close examination of MAC showed 

the cholesterol-dependent cytolysin/MAC perforin (CDC/MACPF) domain in C6, C7, C8, 

and C9 are responsible for pore formation, and this domain is absent in C5b. Furthermore, 

these studies showed that the structural arrangement of C5b6 is also maintained in the 
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MAC pore assembly. The conformation of C5b6, where C5d remains half-way elevated 

from the base of the MG1 domain, ensures the absence of steric clashes with complement 

C9, which is situated below the thioester-like domain of C5b in the MAC assembly. 

Subsequently, the maximum number of C9s (18 polymerization copies) can fit to form the 

MAC's cylindrical shape. Furthermore, downstream reactions of C5b6 to form C5b678 also 

affects the arc-like structure formed by C9 polymerization. Recent cryo-electron 

microscopy studies show polymerized C9 (poly-C9) in the absence of C5b678, assembles 

into a closed symmetric ring with 22 C9 components [59, 60]. This contrasts the recent 

MAC structures where MACs are shown to be asymmetric with a maximum number of 18 

C9s [9, 12]. Superposition of poly-C9 ring with that of a physiological MAC pore shows 

dimensional differences in height and spacing of C9 molecules [61]. These data highlight 

the presence of C5b678 as one of the key factors in affecting the molecular assembly of 

C9s to form an asymmetric pore. All in all, formation of the C5b6 complex results in 

priming C6 for MAC assembly and aiding in the polymerization of C9. These functions 

are brought together by the stabilization of C5d's position by C6 (in the complex C5b6), 

and the downstream reactions that form C5b678 complex. 

Through the course of our analysis of the structural and physicochemical properties 

underlying the mechanism of formation and stability of the C5b6 complex, we identified 

druggable C5d regions with the potential to disrupt C5b6 interface. In Figure 5.8, the C5d 

intermolecular polar contacts contributing to the stability of the C5b6 complex are 

emphasized, with surrounding residues that are in close proximity to C6 highlighted as 

well. The number of polar intermolecular interactions at Site I are restricted to a few narrow 
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regions due to the shape and size of C6. Deriving short peptides from C6 and applying 

modifications to improve the interfacial SASA and specific intermolecular interactions 

could result in stronger binders to C5d in search of inhibitory ligands against C6 binding. 

We also observe that several of the polar intermolecular contacts are adjacent to pockets 

that could be leveraged in the development of drug-like or peptidic inhibitors 

(Figures 5.8C and 5.8D). 
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Figure 5.8. Molecular graphics representation of C5b6 with insets showing zoomed in and rotated views of 

Site I, highlighting the druggability of C5d. (A) C5b6 in ribbon form with C5d shown in surface 

representation (brown), and the rest of C5b (light blue) and C6 (brick) shown in ribbon 

representation. (B) Zoomed-in view of the region circled in panel A and rotated toward the viewer by 

40°. (C) Zoomed-in view of the region circled in panel A and rotated towards the viewer by 

100°. (D) Zoomed-in view of the region circled in A and rotated around the vertical axis by −60°. In the C5d 

surface, red coloring indicates regions within 5 Å of C6 and purple coloring indicates regions where polar 

intermolecular interactions with C6 (salt bridges and hydrogen bonds in site I, Figure 5.2), observed in the 

MD simulation trajectory. Side-chains of C6 residues taking part in polar intermolecular interactions are 

shown and labeled in dark green while their C5d pairing partner residues are labeled in purple. 
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In contrast to the potential therapeutic sites on C5d, C5 inhibitors eculizumab and 

SKY59 interact with domains MG7 and MG1, respectively [62, 63]. Unlike C5d, MG7 and 

MG1 do not contain deep pockets but have charged residues that are critical for interactions 

with eculizumab or SKY59. For instance, MG1 domain has three charged residues, Glu48, 

Asp51, and Lys109 (within 3.5 Å from SKY59 antigen-binding fragment, Fab) that 

mediate binding by forming critical salt bridges and numerous hydrogen bonds [62]. 

Mutating any of these charged residues on C5 to alanine had severe effects on the binding 

affinity of SKY59 [62]. And hence, the binding interface between C5 and SKY59 is highly 

mediated by the charged residues positioned in MG1. Similarly, the MG7 domain of C5 

(targeted by eculizumab) does not contain deep pockets as observed for the thioester 

domains of C3d/C4d or that of C5d (TED-like). Similarly the eculizumab epitope on MG7 

is also highly charged, containing six charged residues comprised of one glutamic acid 

(Glu915) and five positively charged residues of four lysine (Lys858, Lys882, Lys887, 

Lys920) and one arginine (Arg885) [63]. Furthermore, Schatz-Jakobsen et al. showed out 

of the 66 single-point mutants on Fab residues that interact with C5, three residues in the 

heavy chain (Trp107, Phe101, Trp33) and one residue in light chain (Ala32) severely 

impaired hemolysis inhibition when mutated to histidine [63]. Using PDBsum [64] on the 

binding interface between C5 and the Fab fragment, we observed half of these key mutants 

(Phe101 and Trp33) make extensive contacts with the positively charged residue Arg885 

on the MG7 domain of C5. Interestingly, a small number of PNH patients that are resistant 

to eculizumab carry a common single nucleotide polymorphism where Arg885 is replaced 

by histidine [65]. These results show mutations on C5 that affect charged residues in drug 
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sites have severe consequences on the functionality of the complement inhibitors. And 

hence, accounting for the electrostatic nature of the C5 epitopes may significantly improve 

binding affinities and subsequently enhance complement inhibition. 

Although most of our study is structure/dynamics-based at molecular level, we 

expanded our efforts to understand the role of C5b and C6 at pathway dynamics level. 

There is small consumption of C5 and C6 from their initial blood plasma concentrations, 

and this is reflected in the production of C5b and C5b6, and eventually in MAC production. 

C5b and C6 show an initial accelerated production phase, followed by a consumption phase 

as they are converted to MAC. The production of MAC shows a lag phase, corresponding 

to the production phases of C5b and C5b6, followed by an accelerated production phase, 

corresponding to the consumption phases of C5b and C6. Despite this level of production, 

the concentration of MAC pores in 90 min is 27 pM, about four orders of magnitude lower 

than the initial concentrations of C5 and C6. Given that the calculation has performed with 

full complement regulation in place, representing homeostasis, such MAC pore 

concentration is not expected to have any significant effects on host cells. However, in 

pathogen cells, where negative complement regulation is absent, a larger amount of MAC 

deposition is observed [24]. Substantial increase in MAC pore formation is also expected 

in host diseases such as AMD, where there is severe complement dysregulation. 

Overall, our molecular dynamics and electrostatics study revealed that the large and 

multi-site C5b6 interface is stabilized predominantly by van der Waals interactions, but 

also contains an unusually large number of stabilizing salt bridges and hydrogen bonds. 

We identified critical salt bridges and hydrogen bonds for the stability of the C5b6 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B24
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complex. Furthermore, the C5d domain of C5b contains a sparsely negatively charged 

patch enclosed with positively charged patches. C5d does not contain a C3d-like cavity 

which in C3d is an electrostatic hotspot primed for interaction with CR2 for the formation 

of a link between innate and adaptive immunity. This suggests mono-functionality for C5b 

for the formation of the MAC assembly. We propose that C5d is a target for drug discovery, 

by designing inhibitors capable of disrupting the critical salt bridge and hydrogen bonding 

interactions at the C5d-C6 interface. We also showed the presence of small cavities 

neighboring the critical electrostatic contacts that can be leveraged in the development of 

drug-like or peptidic inhibitors. Lastly, we extended our study from molecular level 

dynamics to pathway dynamics to demonstrate the specifics in consumption-production 

rates of C5, C5b, C6, C5b6, toward MAC formation. Inhibition of the C5b6 interaction 

may be an efficient way to block MAC formation for diseases such as PNH, where MAC 

is responsible for hemolytic activity of red blood cells. 

 

5.4 Methods 

5.4.1 Structure preparations 

The three-dimensional cocrystal structure of C5b6 with code 4A5W [32] was 

obtained from the Protein Data Bank (PDB). C5b is represented as chain A, whereas C6 is 

represented as chain B. All missing residues of C5b and C6 were added with MODELLER 

[66]. The crystal structure of C3d with code 3OED [35] was obtained from the PDB. The 

structures of C4d and C5d were extracted from the crystal structures of C4b and C5b6, 

with PDB codes 5JTW [36] and 4A5W, respectively. Missing residues for C4d were 
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modeled using SWISS-MODEL [67]. Structural visualization and comparisons were 

performed using Chimera [68]. Molecular graphics were generated using Chimera. 

Protonation states of histidine were assigned using PDB2PQR [69]. The following 

transformations are needed to convert residue numbering used in 4A5W [32] to residue 

numbering used in our study: for C5b residues 19-765, subtract 18 from the 4A5W residue 

numbers; for C5b residues 766-1676, subtract 96 from the 4A5W residue numbers; for C6 

residues 22-934, add 1559 to the 4A5W residue numbers. 

 

5.4.2 Sequence alignment and analysis 

Sequences of C3d, C4d, and C5d were extracted from the PDB entries 3OED [70], 

5JTW [71], and 4A5W [32], respectively. Sequence alignments of C3d, C4d, and C5d were 

performed using Clustal Omega [72] and visualized with Jalview [73]. Identification of 

C3d residues involved in binding with FH and CR2 were acquired from MD simulation 

analysis performed in previous studies [28, 29]. Identification of C5b6 intermolecular 

interactions was performed as outlined in the MD trajectory analysis section, below. 

 

5.4.3 Molecular dynamics 

Initial minimization of structure in the absence of water was performed using 

NAMD and the CHARMM36 force field [74, 75]. Subsequently, the structure was solvated 

in a cubic TIP3P water box leaving a minimum margin of 12 Å between any protein atom 

and the cube boundary. Sodium and chloride counterions were added to the system to 

achieve 150 mM ionic strength and neutralize protein charges. Adding water and 
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counterions increased the total system size to 747,620 atoms. The solvated structure was 

energy minimized by undergoing 50,000 steps of conjugate gradient energy minimization 

before heating from 0 to 310 K with all protein atoms harmonically constrained to their 

positions after minimization. Next, five equilibration steps were performed in which the 

first five steps for a total time of 7 ns. During the four stages of equilibration, all protein 

atoms were constrained at a force constant of 10, 5, 2, and 1 kcal/mol/Å, respectively. The 

final equilibration step was concluded by only constraining backbone atoms with a force 

constant of 1 kcal/mol/Å. Following equilibration, AMBER16 [76, 77] was used for the 

production run for 100 ns with the following conditions: periodic boundary conditions, 

Langevin temperature control, a non-bonded interaction cutoff of 12 Å, with SHAKE 

algorithm used for constraining hydrogen bonds, and an integration time step of 2 fs. 

 

5.4.4 Molecular dynamics trajectory analysis 

Characterization and visualization of intermolecular interactions was performed 

using CPPTRAJ, pandas, and seaborn [78–80]. Analysis of buried solvent accessible 

surface area upon binding and visualization were performed with MDTraj [81] and 

matplotlib [82], respectively over all 2,000 frames in the trajectory. MSMBuilder [83] and 

MSMExplorer [84] were used for clustering, visualization and extracting representative 

structures from the trajectory for electrostatic analysis. Salt bridges between C5b and C6 

residues was calculated with custom R scripts in conjunction with Bio3D package [85]. A 

distance cutoff of 5 Å was used. CPPTRAJ was used to analyze hydrogen bonds formed 

between C5b and C6 over the course of the trajectory. For hydrogen bonds, the default 
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distance cutoff of 3 Å was used between acceptor to donor heavy atom, and an angle cutoff 

of 135°. To extract representative structures, PCA decomposition was performed on the 

phi and psi angles observed throughout the trajectory to reduce to four principal 

components using MSMBuilder. The MiniBatchKMeans method in MSMBuilder was 

utilized to cluster the four principal components to six distinct clusters and cluster centers 

were extracted as representative structures. 

MM-PBSA calculations were performed using a thermodynamic cycle that 

decomposes the calculation of the free energy of binding into molecular mechanics (MM) 

force field calculations in a state of low dielectric coefficient (ε = 2) and solvation 

calculations by transferring the proteins from the low dielectric coefficient environment to 

a high dielectric environment (ε = 80). A frame interval of 4 was chosen for the MM-PBSA 

calculations, and hence a total of 500 frames from a total of 2,000 were processed. In our 

case, the MM calculations include van der Waals and electrostatic free energies, but not 

covalent geometry energy (bonds, angles, torsions) or entropic effects. We use the one-

trajectory approximation, according to which we separate the structures of the components 

of the complex from the structure of the complex without additional minimization and 

without performing separate MD simulations of the complex components. Given that we 

used the one-trajectory approximation, covalent geometry energies and entropic effects are 

expected to cancel out in the binding scheme 

𝐶5 + 𝐶6
∆𝐺𝑏𝑖𝑛𝑑

0

→    𝐶5𝑏6. 

The solvation free energy calculations include electrostatic contribution according 

to Poisson-Boltzmann electrostatic calculations, and nonpolar contribution (cavity 



 189 

solvation) described by an empirical term based on loss of solvent accessible surface area 

upon binding [86]. The following equations describe the MM-PBSA calculations. 

Δ𝐺𝑏𝑖𝑛𝑑
0 = 𝐺𝐶5𝑏6

0 − (𝐺𝐶5𝑏
0 + 𝐺𝐶6

0 )      (1) 

where the binding free energy according to MM force field calculations is given by 

ΔE𝑏𝑖𝑛𝑑,𝑀𝑀
0 = ΔE𝑀𝑀,𝑣𝑑𝑊

0 + ΔE𝑀𝑀,𝑒𝑙𝑒𝑐𝑡𝑟𝑜
0       (2), 

and electrostatic contributions of individual components, C5b and C6, and complex, C5b6, 

to solvation free energy are given by Poisson-Boltzmann (PB) free energy differences  

Δ𝐺𝑠𝑜𝑙𝑣,𝑝𝑜𝑙𝑎𝑟
0 = G𝑃𝐵,𝜀=80

0 − G𝑃𝐵,𝜀=2
0       (3). 

The overall solvation contributions to binding, including polar and nonpolar effects, and 

are given by 

ΔΔ𝐺𝑠𝑜𝑙𝑣
0 = ΔG𝑠𝑜𝑙𝑣,𝐶5𝑏6

0 − (ΔG𝑠𝑜𝑙𝑣,𝐶5𝑏
0 + ΔG𝑠𝑜𝑙𝑣,𝐶6

0 ) + ΔG𝑛𝑜𝑛𝑝𝑜𝑙𝑎𝑟
0       (4), 

and the MM-PBSA free energy of binding is given by 

Δ𝐺𝑏𝑖𝑛𝑑,𝑠𝑜𝑙𝑣
0 = Δ𝐸𝑀𝑀,𝑣𝑑𝑊

0 + Δ𝐸𝑀𝑀,𝑒𝑙𝑒𝑐𝑡𝑟𝑜
0 + ΔΔ𝐺𝑠𝑜𝑙𝑣

0       (5). 

 

5.4.5 Electrostatic analysis 

The Alanine scan method in the AESOP (Analysis of Electrostatic Structures Of 

Proteins) python package [44] was utilized to perform a computational alanine scan on 

ionizable residues at the C5b6 interface, and to evaluate their electrostatic contributions to 

binding. Alanine scans were performed for each of the six representative structures of the 

MD-derived conformational states. 

AESOP utilizes the Adaptive Poisson-Boltzmann Solver (APBS) [87] to calculate 

grid-based electrostatic potentials, which are converted to electrostatic free energies. The 
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program PDB2PQR is used to pre-assign charges and atomic radii for each atom according 

to the PARSE force field [88, 89], as well as to convert the PDB format to PQR format 

used by APBS. The selection of parameters for AESOP calculations has been described 

before [90]. 

Electrostatic free energies of binding were calculated according to a 

thermodynamic cycle that is similar to the one used for the MM-PBSA calculations, 

described above, except that binding at the reference state is evaluated using Coulomb's 

equation instead of the molecular mechanics method. The following equations are used, as 

described previously [44] and in recent applications of AESOP on C3d and its ligands [28–

30]: 

Δ𝐺𝑏𝑖𝑛𝑑,𝑠𝑜𝑙𝑣
0 = Δ𝐸𝑏𝑖𝑛𝑑,𝐶𝑜𝑢𝑙𝑜𝑚𝑏

0 − Δ𝐺𝑠𝑜𝑙𝑣,𝐶5𝑏6
0 − (Δ𝐺𝑠𝑜𝑙𝑣,𝐶5𝑏

0 + Δ𝐺𝑠𝑜𝑙𝑣,𝐶6
0 )       (6) 

 

where,  

Δ𝐺𝑠𝑜𝑙𝑣
0 = Δ𝐺𝑒𝑙𝑒𝑐𝑡𝑟𝑜,𝜀=80

0 − Δ𝐺𝑒𝑙𝑒𝑐𝑡𝑟𝑜,𝜀=20
0       (7) 

Electrostatic free energies of binding for the family of alanine scan mutants are 

generated as deviations from the electrostatic free energy of binding of the parent protein, 

according to: 

Δ𝐺𝑏𝑖𝑛𝑑
0 = Δ𝐺𝑏𝑖𝑛𝑑,𝑠𝑜𝑙𝑣,𝑚𝑢𝑡𝑎𝑛𝑡

0 − Δ𝐺𝑏𝑖𝑛𝑑,𝑠𝑜𝑙𝑣,𝑝𝑎𝑟𝑒𝑛𝑡
0       (8). 

APBS is used to calculate electrostatic potentials for the solvation steps, and the 

program COULOMB (part the APBS suite) is used to calculate binding at the reference 

state. For the solvated state, dielectric coefficients of 78.54 and 20 were used for solvent 

and protein interior, respectively, while for the reference state a dielectric coefficient of 20 

https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B88
https://www.frontiersin.org/articles/10.3389/fphy.2018.00130/full#B89
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was used to resemble that of the protein interior [90]. The ionic strength of the solvated 

state corresponded to monovalent counterions of 150 mM concentration (physiological 

ionic strength), whereas the reference state had zero ionic strength. For the electrostatic 

analysis of the representative structures of C5b6 the number of grid points and mesh 

dimensions were set to 321 × 257 × 257 and 282 Å × 245 Å × 239 Å, respectively. For the 

electrostatic analysis of C3d, C4d, and C5d, the number of grid points and mesh dimensions 

were set to 84 × 98 × 96 and 129 Å × 129 Å × 97 Å, respectively. 

 

5.4.6 Pathway dynamics of the terminal cascade 

The dynamics of the terminal cascade of complement system activation were 

modeled using a previously developed mathematical model that describes the biochemical 

reactions of the alternative and classical pathways [25]. The output of the model is reaction 

rates in the form of concentration-time profiles for all complement system proteins, 

enzymatic cleavage fragments, and association complexes. The model consists of a system 

of 290 ordinary differential equations (ODEs) and 142 kinetic parameters. Equations, 

initial concentrations, and kinetic parameters can be found in the Supplementary 

Information of [25]. The system of ODEs was solved using the ode23tb solver of 

MATLAB (Mathworks, Natick, MA). 
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CHAPTER 6 

 CONCLUSION 

 

6.1 Summary 

The complement system is an ancient form of innate immunity that targets invading 

pathogens. It is a potent defense system that is constantly on the “look out” and once 

activated unleashes an immune response capable of rapidly removing the stimulus. 

However, due to the potency of the complement system, regulators present in fluid phase 

and bound to cell membranes are also on the “look out” for an improper complement 

activation. Once the delicate balance between activation and regulation is compromised, it 

leads to a viscous cycle of host cell damage.  

 In this thesis, our quantitative models have shown tight regulation of the 

complement system starts in fluid phase through the dismantlement of fluid phase 

convertases. Moreover, we have shown FH-mediated disorder induces a substantial level 

of complement activation compared to homeostasis by generating reduced levels of C3 and 

FB, and to a lesser extent C5, and elevated levels of C3a-desArg, Ba, Bb, C5a-desArg, and 

fC5b-9. These trends are consistent with clinically observed biomarkers associated with 

complement-mediated diseases. Furthermore, we introduced therapy states by modeling 

known inhibitors of the complement system, a compstatin variant (C3 inhibitor) and 

eculizumab (C5 inhibitor). Compstatin demonstrated strong restorative effects for early-

stage biomarkers, whereas eculizumab has strong restorative effects on late-stage 

biomarkers. These results highlight the need for patient-tailored therapies that target early 
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complement activation at the C3 level, or late-stage propagation of the terminal cascade at 

the C5 level, depending on the specific FH-mediated disease and the manifestations of a 

patient’s genetic profile in complement regulatory function. 

The complex between C5b and C6 is the cornerstone for the assembly of the 

membrane attack complex. MAC is the terminal product of three converging pathways of 

the complement system and functions as a pore forming complex. In our study, we 

performed a molecular dynamics simulations and electrostatics study to elucidate the 

mechanism of interaction between C5b and C6 and the formation of the C5b6 complex. 

The C5b6 interface consists of three binding sites stabilized predominantly by van der 

Waals interactions, and several critical salt bridges and hydrogen bonds.  Furthermore, we 

show C3d, C4d, and C5d are structural homologous, however C5d’s mono-functionality 

for MAC formation comes from its electrostatic properties. 

The importance of complement in the fight against pathogen is shown where 

deficiency in the MAC leads to a 7,000- to 10,000-fold higher risk in developing 

meningococcal disease. Our studies show a balanced complement activation and regulation 

is essential to avoid inflammatory disorders, however an imbalanced complement system 

(favoring over-activation) may signify complement homeostasis in regions such as 

nasopharynx that experiences constant insults from toxins and pathogens. To counteract 

the effects of porA, Msf, and fHbp on N. meningitidis, our computational model predicts 

in a concentration barrier where nasal levels of complement activators should be at least 

three orders of magnitude higher than C1-INH, C4BP, Vn, Cn, FH, and FHL-1. However, 

if this concentration barrier is compromised such that the difference is less than three orders 
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of magnitude, MAC production will be reduced. Altogether, if complement homeostasis is 

reached by increasing the concentration of complement regulators to that of activators in a 

region that is physiologically under homeostatic imbalance, this new state may promote 

increased survival of pathogens. And this subsequently makes elevated nasal levels of C1-

INH, C4BP, Vn, Cn, FH, and FHL-1 as early biomarkers for an individual potentially 

developing meningococcal disease. 

  




