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ABSTRACT OF THE DISSERTATION

Time Spectral and Space-Time LU-SGS Implicit Methods for Unsteady Flow Computations

By

Lei Zhan

Doctor of Philosophy in Mechanical and Aerospace Engineering

University of California, Irvine, 2015

Professor Feng Liu, Chair

This dissertation proposes numerical methods for the Euler and Navier-Stokes equations with

spectral discretization in time and a fast space-time coupled LU-SGS (ST-LU-SGS) method

for solving the resultant implicit equations. Firstly, the Fourier time spectral method is

studied for periodic problems with test cases. The problem of non-symmetric solutions for

symmetric periodic flow problems, caused by odd numbers of intervals in a period, is discov-

ered and discussed in detail. The requirement of ensuring symmetric solution is proposed.

In problems where frequency is not known a priori, a new frequency search approach based

on Fourier analysis of the lift coefficient is proposed to work with the time spectral method.

Computational results show that initial guesses of the frequency far away from the exact

value can be used if the new approach is applied before employing a gradient based method.

A new Chebyshev time spectral method is proposed to solve non-periodic unsteady problems

and is validated by test cases. Computational results show that this method is very efficient

in simulating both periodic and non-periodic unsteady flows, especially the non-periodic

problems.

The use of Fourier or Chebyshev spectral discretization in time results in implicit equations

in time marching. Explicit Runge-Kutta methods have often been used to solve such implicit

system of equations through the use of the dual-time stepping algorithm. Such methods are,

xi



however, slow despite the use of acceleration schemes such as implicit residual smoothing

and multigrid. We propose a new space-time LU-SGS (ST-LU-SGS) implicit scheme for

both the Fourier and Chebyshev time spectral methods. In this scheme, the time domain

is regarded as one additional dimension in space. Computational experiments show that

this new scheme is faster than the explicit Runge-Kutta solver. For Navier-Stokes flow test

cases, computations using the ST-LU-SGS implicit scheme is over ten times faster than the

explicit Runge-Kutta solver. The ST-LU-SGS implicit scheme also works very well with the

proposed frequency search approach. The ST-LU-SGS scheme is as efficient as the Block-

Jacobi implicit algorithm and is more robust than the Block-Jacobi implicit algorithm. The

proposed ST-LU-SGS scheme works for problems with either low frequency or high frequency

while the Block-Jacobi implicit algorithm fails for high frequency flow problems.

xii



Chapter 1

Introduction

1.1 Background and Motivation

All fluid flows can be distinguished into two main categories as steady flows and unsteady

flows. The second category is the main concern of this dissertation. In practice, time de-

pendent calculations are needed for various important applications, such as the study of the

internal flow of turbomachinary, the analysis of the flow over helicopter rotors during forward

flight and flutter simulation. In addition to improvements in computer hardware, improve-

ments in numerical methods also play a significant role in reducing computational cost of

time dependent calculations. As a main topic of numerically solving governing equations for

unsteady flows, temporal discretization has been extensively studied.

Magnus and Yoshihara [1] achieved acceptable computational results for transonic flows

using an Euler code based on Lax-Wendroff scheme. Then MacCormack[2] developed a

popular explicit scheme, which used a variation of the two-step Lax-Wendroff scheme and

avoided computing unknowns at midpoints. A drawback of these schemes for steady-state

calculations is that the computed solution depends on time step hence is not unique. This

1



is the motivation of using the so-called Method of Lines, which separates the space and time

discretization procedures. Jameson, Schmidt and Turkel [3] adopted this idea and proposed

an explicit Runge-Kutta time-stepping scheme in combination with Finite Volume Method

(FVM). This method is also known as the JST scheme. In this scheme, central differencing

is used to calculated convective fluxes on faces of grid cells. A blended second-order and

fourth-order artificial dissipation is added for stability and shock capture. Computational

results showed that shock waves are well captured without wiggles in their neighbourhood.

Convergence to a steady state is accelerated by the use of variable local time step and

enthalpy damping. It is well known that the time step of an explicit scheme is restricted by

the Courant-Friedrichs-Lewy (CFL) condition, which requires that the region of dependence

of the difference scheme must include at least that of the differential equation. To relieve

or even remove this limitation, an implicit scheme is desired for the time marching scheme.

Implicit schemes can be generally classified into two main types, those employing residual

averaging and those using approximate factorization. The most successful one in the first

type is Jameson’s multi-stage scheme [4], fast convergence was achieved using CFL numbers

up to nine. In the second type of implicit scheme, the Alternating Direction Implicit (ADI)

scheme has been well studied. Beam and Warming [5] proposed such a scheme that has

been proved to be unconditionally stable. Jameson and Yoon [6] improved convergence of

the ADI scheme by multigrid for calculating steady-state solutions of the two dimensional

Euler equations. In steady-state calculations, to make computational results independent of

the time step, an ADI scheme in delta form (increment of conserved variables and fluxes)

is desired. Unfortunately, the ADI scheme is well known of being unstable in delta form.

Alternatively, Jameson and Turkel [7] proposed the lower-upper(LU) factored implicit scheme

in delta form. This scheme is unconditionally stable with any number of space dimensions.

And the number of factors are always two even in three dimensional space. Based on this LU

factored implicit scheme, Yoon and Jameson [8] [9] [10] introduced the widely-used Lower-

Upper Symmetric Gauss-Seidel (LU-SGS) scheme. This scheme has the advantages of low

2



computational cost and moderate memory requirements, which are both comparable to an

explicit multi-stage scheme. Besides it can be easily implemented on vector and parallel

computers.

Although the above scheme can be applied to time-accurate calculations using real time

marching directly, convergence acceleration techniques such as local time stepping and multi-

grid cannot be employed since time accuracy is required. To overcome this problem, Jameson

[11] proposed a dual-time stepping scheme. In this scheme the real time derivative is dis-

cretized by a three-step, second-order Backward Difference Formula (BDF). And at each real

time level, explicit multi-stage Runge-Kutta pseudo-time marching is carried out. Multigrid

and local time stepping can then be used in pseudo-time marching without losing time ac-

curacy. Although these popular convergence acceleration techniques can be applied, the

computational efficiency using the original dual-time stepping scheme is limited for two rea-

sons. The first reason lies in the use of finite differencing in approximating the real time

derivative. There are only three real time levels involved in BDF method and it can only

achieve second-order accuracy in real time. Then very small real time steps are usually used

due to time accuracy requirement. For example, this is the case in turbomachinery flows,

which are highly complex, unsteady, three dimensional and turbulent. If methods of higher

than algebraic order can be found to approximate the real time derivative, much larger

real time steps, and hence much fewer real time levels can be used to improve computational

efficiency. Second, the original dual-time stepping method uses explicit Runge-Kutta pseudo-

time marching to obtain steady-state solution on each real time level. The pseudo-time step

is limited by CFL condition. To greatly increase the maximum allowable CFL number hence

much faster convergence of pseudo-time marching, implicit scheme is desirable. The work of

this dissertation aims at replacing the BDF method and explicit Runge-Kutta scheme with

new algorithms so as to improve efficiency of unsteady computations.

To increase the time accuracy of a dual-time stepping method, attempts were first made

3



for computations of periodic flows. Hall et al. [12] proposed a linearized method for un-

steady computations. In this method every flow variable is assumed to be a sum of time

averaged value and a small perturbation. Based on the small perturbation assumption the

flow governing equation can be simplified and separated into two sets of equations. One is

for time averaged variables and the other is for small perturbation components. Coefficients

in the latter can be known by solving the former. Then the small perturbation components

are assumed as harmonic functions with the known frequency. Although this approach can

provide analysis on unsteady flow field quite efficiently, the flaw is obvious. This method is

unable to solve flow problems with large time variation. For example when there is shock

movement in the flow, then the time variation of flow variables is large and highly non-linear.

And this is always the case that people have to face in the turbomachinery industry.

Although the time-linearized Euler methods provide the turbomachinery designers with effi-

cient solvers for aerodynamic response predictions, their effectiveness is limited by the linear

assumption. It is of great importance to develop a method that can account for nonlin-

ear effects, while remain computationally efficient. Ning and He [13] proposed a Nonlinear

Harmonic method to meet that objective. In their method, the harmonic perturbations are

added to a time-averaged flow field to approximate the nonlinear unsteady flow field. Due

to the time-averaging on the nonlinear flow equations, extra “unsteady stress” terms are

generated in time-averaged equations. These extra terms are computed from the solution

of the unsteady perturbation equations, while the coefficients of the perturbation equations

depends on the solution of the time-averaged equations. The two sets of equations are solved

simultaneously in a strongly coupled manner. Numerical results show that the nonlinear ef-

fects, such as oscillation of shock waves, can be effectively and efficiently modeled by the

nonlinear harmonic method.

The above approach was among the earliest methods that account for nonlinear effect in the

way of reserving extra “unsteady stress” terms in the time averaged equations. However, the
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unsteadyness is still evaluated by the first harmonic mode only. No harmonic modes with

high frequencies are involved. Therefore the effectiveness of this method could be limited

in unsteady problems with large time variation. Besides the formulation of the method

requires a lot of efforts, especially for three-dimensional viscous unsteady flow problems.

Later, to develop a method that includes more harmonic modes and can be easily applied

to the real problems in engineering practice, Hall[14] proposed a new method suitable for

solving unsteady problems with large time variation. Since the flows inside Turbomachinery

are usually periodic, flow variables can be expanded as Fourier series. If only the first

several harmonics are kept in the expression then this model can be used in practice. Hall

successfully developed a method based on this model. This method is called harmonic

balance method. It is capable of dealing with large non-linear time variation since the model

is non-linear. Hall derived the new governing equations in which the time derivative terms

are evaluated using the time spectral operator. Then the equations look like steady ones and

time derivative terms become source terms. In this method equations for all real time level

are strongly coupled and solved at the same time. Solutions on all instants are connected by

the spectral operator. Then pseudo-time is introduced into the equations. So the equations

can be solved by pseudo-time marching. Convergence accelerating techniques such as the

multigrid method can be used directly in the computation. Hall applied the method to solve

two-dimensional viscous flow past cascades. Since the BDF is replaced by spectral operator,

the discretization in real time achieves higher than algebraic accuracy. Therefore to reach

the same time accuracy level, the harmonic balance method allows the use of larger real

time steps. Since fewer real time levels are required, computational efficiency of harmonic

balance should be higher than that using BDF. The greatly improved efficiency is verified

and non-linear time variation of flow variables due to high flow speed and viscosity are well

resolved. In this method the accuracy and efficiency are totally determined by how many

and which harmonics are retained in the expansion. The more accurate the result is, the

less efficient the computation is. Generally speaking this method has been both efficient and
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accurate for many applications.

McMullen[15] proposed another way to implement the method. In that technique the gov-

erning equations are solved in the frequency domain rather than time domain. The corre-

sponding solver is called the non-linear frequency domain solver. In the frequency domain

the variables that need to be solved are complex coefficients for each Fourier mode. However,

that is not to say the entire computation is carried out in the frequency domain. Repeated

transformations between the time domain and the frequency domain for both solutions and

residuals are involved in the computation. This is because the residuals are not linear func-

tions of solutions. McMullen applied this technique to computations of external flows, such

as flow past a pitching airfoil and vortex shedding flow behind a circular cylinder. Mc-

Mullen’s work not only provided another way to realize the idea of using Fourier expansion

in the time domain but also showed that this type of method can be successfully used to

simulate periodic external flows.

McMullen[16] also did a series of estimations on the efficiency of the non-linear frequency

domain solver. The estimation is based on analyzing integral quantities such as the lift

coefficient and moment coefficient. According to the estimation, the Non-linear frequency

domain method is much more efficient than dual-time stepping scheme using BDF method

if integral quantities are mainly concerned. McMullen also pointed out that the efficiency

of the method may be undermined if the objective is to get satisfying results for individual

unsteady quantities such as pressure coefficient.

Later Gopinath[17] applied the harmonic balance method to the computation of the 3-D

unsteady flows inside multi-stage Turbomachinery. In that computation only one blade

passage is used for each blade row. The harmonic balance method is shown to greatly

reduce the whole cost of the simulation while capturing the dominant unsteadiness and

the main flow features such as the interaction between two blade rows. This means the

method can be successfully used in the simulation of 3-D periodic turbulent internal flows.
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Ekici[18] accomplished the computation of 3-D periodic inviscid flows around helicopter

rotors using the harmonic balance method. The method was reported to be able to resolve

significant unsteady flow features. Since the harmonic balance equations are mathematically

steady state equations the corresponding method was said to be well-suited for adjoint

sensitivity analysis. So this method can provide a good platform for rotor optimization,

such as improving performance and reducing noise.

The validity of both harmonic balance method and non-linear frequency domain method are

limited for two reasons: First, these method can only solve periodic flow problems. Otherwise

flow variables cannot be precisely expanded as Fourier series; Second, the frequency must be

explicitly given for each iteration of the computation since the frequency appears explicitly

in the approximation of time derivative terms. All the flow problems mentioned above

fulfil these two requirements. However, in some periodic flow problems, the frequency is

not known a priori such as the vortex shedding flow behind a cylinder and flow over an

airfoil at large angles of attack. To apply the harmonic balance method or the non-linear

frequency domain method to this kind of flows, a frequency search process must be involved

in the computation. McMullen[15] proposed a method based on minimizing residuals. It is

obvious that if the frequency is correct then the unsteady residual should be zero. In the

opposite, an incorrect frequency results in a finite unsteady residual. Based on this fact the

negative gradient of the squared unsteady residual with respect to frequency is used such

that the updated frequency lowers the squared unsteady residual. The whole computation

process is like a repeated feedback process. First an guessed initial value for frequency is

used. Then the flow field is updated based on this frequency. The newly updated flow

field produces a new gradient. Next the frequency is updated using the new gradient. This

process will not stop until both the frequency and the flow field converge. McMullen found

the correct frequency of the vortex shedding flow behind circular cylinder using this so-called

Gradient Based Variable Time Period (GBVTP) approach. Also the curve for residual versus

frequency was shown. It is interesting to notice that only when the frequency is very close
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to the correct value the corresponding residual drops dramatically. Gopinath[19] used the

GBVTP method along with a variation of the harmonic balance method to simulate vortex

shedding flows behind circular cylinder and airfoil at high angle of attack. The set of the

methods are tested to be able to give the correct frequency and flow field. Gopinath also gave

the variation of harmonic balance method a new name, Time Spectral Method, since the

governing equations are completely solved in time domain. Formula for both odd and even

number of time intervals were derived. Stability of Time Spectral Method was also discussed

there. Ekici[20] applied GBVTP along with harmonic balance method to find out frequency

of limit cycle oscillation of blade in turbomachinery. In that work the harmonic balance

method is used in solving both flow governing equations and structure vibration equations.

However GBVTP works only on structure vibration equations. Generally speaking whether

the GBVTP approach works or not depends on the choice of the initial guess for frequency.

Since the GBVTP method depends on searching for a local optimum, the initial value for

frequency should not be too far from the correct value. So this method is good at dealing

with the case for which the estimated value of frequency is already known. Besides the

GBVTP method is not efficient because the frequency searching is driven by a residual

related quantity.

Spiker[21] suggested another way to do frequency searching. Recall that when the frequency

is about right the corresponding residual is very small. That means the related flow field must

be very similar to that for correct frequency. Spiker looked into these solutions and found

that when frequency is quite close to the correct value the so-called phase drift phenomenon

happens to integral quantities, such as lift coefficient. If the correct frequency is finally

determined and used, the lift coefficient at all real time levels should reach steady state.

Whereas for the case where the deviation in frequency is very small the lift coefficient on all

time instants will keep varying. When viewing the time variation of the lift coefficient in the

frequency domain and only looking at the first harmonic, there are two interesting features.

The amplitude is about correct and does not change with iterations. However, the phase
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is changing at a constant rate. Ekici[20] reported this phenomenon in the study of limit

cycle oscillations too. Spiker also noticed that the phase change per unit iteration is directly

proportional to deviation in frequency. And if the frequency is correct, phase change per unit

iteration is zero. Then this linear relation was used to do frequency searching. The frequency

searching process only needs to run two cases for two different frequencies to establish the

linear relation. In this way the correct frequency can be found out. This method seems

faster than GBVTP but the initial guess of frequency should be close to the exact frequency

as well.

All the above works focused on periodic problems and all the methods that have been

developed so far are only capable of dealing with periodic problems. For aperiodic flows

suitable unsteady solvers are still under development. Ekici[22] did an exploration on an

aperiodic flow in which there exist two periodic excitations. In this research partial sum of

Fourier modes with different frequencies is also used to approximate flow variables. However,

the frequency of each Fourier mode is a different linear combination of the two excitation

frequencies. Ratio between any two frequencies of two different Fourier modes is not an

integer or reciprocal of an integer so the flow is aperiodic. The method was applied to the flow

inside turbines where both unsteady incoming wake and plunging motion of turbine blades

exist. Computations showed that this method can obtain results with satisfying accuracy.

At the same time the computation was quite efficient. Although there are better ways to

approximate time derivatives for aperiodic flows but the attempt made by Ekici started

the research on developing aperiodic flow solvers and the use of these solvers in practical

engineering problems. Though the method proposed by Ekici is still called harmonic balance

technique, the name Time Spectral Method (TSM) would be adopted in this dissertation

since the governing equations are generally solved in time domain.

To make time spectral method suitable for general non-periodic flow problems, general ex-

pansions of a function rather than the Fourier expansion are adopted. These expansions

9



should work without requiring periodic condition in the time interval of interest. One of

such expansions is the Chebyshev polynomial expansion. Kopriva [23] provided details of

how to use Discrete Chebyshev Transforms and its inverse transform to evaluate derivative of

function that is approximated by Chebyshev expansion. The Discrete Chebyshev Transform

is performed based on Fast Fourier Transform, which is popular due to its well known high

efficiency. These tools could be used in developing a new Chebyshev Time Spectral Method

for non-periodic flow problems.

While the time accuracy of a dual-time stepping method can be increased by replacing BDF

with TSM, the explicit Runge-Kutta pseudo-time scheme was still used in conjunction with

time spectral method. Recently several efforts have been spent to employ implicit pseudo-

time scheme suitable for time spectral methods. Sicot, Puigt and Montagnac [24] proposed

a Block-Jacobi Implicit Algorithms for the time spectral method. This is a representative

algorithm that makes use of the original LU-SGS scheme for steady-state computation. The

approximated time derivative term by time spectral operator was included in the implicit

operator. When solving this discretized system, Block Jacobi iteration method was intro-

duced. Solution is updated after a number of Block Jacobi steps. And at each Block Jacobi

step, even number of forward and backward LU-SGS sweeps are employed. During each

LU-SGS sweep, the implicit term due to time spectral operator is regarded as a known

source term and frozen. This term is only updated upon completion of an LU-SGS sweep.

This method was applied to calculating turbulent unsteady flow over a pitching wing. Fast

convergence was reported since large CFL numbers, such as one hundred, could be used

in conjunction with V-cycle multigrid. Woodgate et al. [25] developed a totally different

implicit scheme to efficiently solving for time spectral solutions. Since the implicit operator

with contribution of time spectral discretization is a large sparse matrix, Krylov-type solver

is used to replace pseudo-time iteration method. A preconditioner of the block incomplete

lower and upper(BILU) factorization type is also employed with the Krylov-type solver.

The method was tested with flows over pitching airfoil or wing tip in complex configuration.
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Computational results showed favourable convergence speed and CPU time consumption.

Su et al.[26] came up with a similar idea of using the multigrid preconditioned generalized

minimal residual(GMRES) method, which is still a Krylov-type solver. However, the BILU

type preconditioner was replaced by a Gauss-Seidel iteration type preconditioner to reduce

memory requirement. Fast convergence was achieved for high frequency periodic flow over

a blade of turbomachinery. Thomas et al. [27] proposed a two-step implicit scheme for time

spectral method. In the first step of the method, a temporary solution increment is solved

without considering time spectral operator in the implicit operator. Then the final solution

increment is obtained based on the temporary one by converting a matrix that just reflects

contribution of time spectral method. Existing ADI or LU-SGS scheme for steady-state

solution is used in the first step of the method.

Although all the above proposed implicit schemes for time spectral method can further

improve computational efficiency of periodic solution calculations, treatments in space and

time are separated when solving the implicit system that results from time spectral method.

So in addition to the implicit algorithm in space, these schemes require various complicated

algorithm that deal with the coupling term due to the time spectral method in the implicit

operator. For this reason, the work in this dissertation is aimed at seeking a new implicit

scheme for time spectral method so as to improve the efficiency of pseudo-time marching for

the time spectral method. The new implicit scheme uses a unified treatment in both space

and time in solving the implicit system for the time spectral method; hence it is called the

Space-Time LU-SGS (ST-LU-SGS) method. It is simpler and expected to provide faster and

more robust convergence because of the close coupling between space and time.
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1.2 This Dissertation

In this dissertation, firstly, the Fourier TSM will be studied with test cases. The non-

symmetric solutions caused by odd number of intervals in a period for symmetric periodic

flow problems will be discussed in detail. Requirements of ensuring symmetric solutions will

be concluded. Then the Fourier time spectral method is applied to periodic flow problems

where the period is not a priori. Effort will be spent to find better approach of frequency

searching so as to use initial guesses of the frequency that are relatively far away from

the exact value. Since the Fourier time spectral method is theoretically only capable of

solving periodic unsteady problems, a new Chebyshev TSM will be proposed to solve non-

periodic unsteady problems. The method is validated by solving one dimensional viscous

Burgers’ equation and two dimensional inviscid periodic and non-periodic flow problems.

Computational results show that this method provides higher accuracy in time than any

algebraic order finite difference method. So it is very efficient in solving unsteady problems,

especially non-periodic flow problems.

To remove or at least relax the stability or accuracy requirement for the explicit Runge-

Kutta scheme that is applied to solve the non-linear algebraic equations resulting from time

spectral methods, a new space-time LU-SGS (ST-LU-SGS) implicit scheme is proposed for

time spectral methods. In that scheme, time domain is regarded as one additional dimension

in space. This new scheme can make computation converge faster and save CPU time in

each multigrid cycle compared to an explicit Runge-Kutta solver. Hence the total consumed

CPU time for an unsteady computation is greatly saved. Finally the ST-LU-SGS scheme will

be compared with a similar but different Block-Jacobi implicit algorithm. The ST-LU-SGS

method proposed in this dissertation offers at least the same efficiency as the Block-Jacobi

implicit algorithm. In addition it is stable and works for problems with high frequency where

the Block-Jacobian method becomes unstable and fails.
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Chapter 2

Review on Basic Numerical Methods

In this chapter, basic numerical methods used in this dissertation are presented. All solvers

employed in this dissertation use a cell-centered finite volume method. Central differencing

is used to calculate numerical fluxes. The JST scheme [3] is adopted to add second-order and

fourth-order artificial dissipation for stability consideration. To reach a steady-state solution,

explicit multi-stage Runge-Kutta scheme is applied as pseudo-time stepping method. When

time-accurate solution is desired, a dual-time stepping method using backward difference

formula is introduced to modify the steady problem solver.

2.1 Cell-centered Finite Volume Method on Structured

Grids

In the present work, structured grids and cell-centered finite volume method are used in

all solvers. The flow domain is decomposed into small cells. For structured grids and cell-

centered scheme, these cells can be easily ordered using indices i,j,k of cell centers. For the

sake of simplicity, the finite volume method is presented on two dimensional Euler equations.
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In conservative differential form, the Euler equations can be written as

∂w

∂t
+

∂f

∂x
+

∂g

∂y
= 0 (2.1)

where
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(2.2)

where t is time, ρ density, p pressure. x and y stand for coordinates in two dimensional

space; u and v, are the flow velocity components in the x and y directions; Total energy

and total enthalpy are E = e + u2+v2

2
and H = h + u2+v2

2
, respectively, with h = e + p

ρ
and

e = p

(γ−1)ρ
. γ is the ratio of specific heats.

Integrating equation (2.1) over a grid cell, the equation becomes

∂

∂t

∫

Ω

WdΩ +

∫

S

F · ~ndS = 0 (2.3)

where F = f~i+ g~j and ~n = nx
~i+ ny

~j is the outward unit normal vector on cell surfaces. Ω

is volume of the grid cell. For moving grid, f and g in equation (2.2) should be modified as

f =
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ρEū+ pu



















, g =



















ρv̄

ρuv̄

ρvv̄ + p

ρEv̄ + pv



















(2.4)

where(ū, v̄) = (u− ub, v− vb) is convective velocity relative to moving grid on a cell surface,

and (ub, vb) is the velocity of the same cell surface. For grid cell(i,j), following the method of
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lines and only discretize in space, the semi-discrete form of equation (2.3) can be written as

d

dt
(Wi,jΩi,j) +Ci,j = 0 (2.5)

where Ωi,j is volume of grid cell (i, j), Wi,j is the volume-averaged solution vector of state

variables over that cell; and Ci,j is the finite volume approximation of the net convective

fluxes flowing out of the cell that can be formulated for cell-centered scheme as

Ci,j =Fi− 1

2
,j · ~Si− 1

2
,j + Fi+ 1

2
,j · ~Si+ 1

2
,j+

Fi,j− 1

2

· ~Si,j− 1

2

+ Fi,j+ 1

2

· ~Si,j+ 1

2

(2.6)

where ~S is outward normal surface vector on cell faces. It is expressed as ~Si+ 1

2
,j = ~ni+ 1

2
,j∆Si+ 1

2
,j

on cell face (i+ 1
2
, j) for example. Here ∆Si+ 1

2
,j is the cell face area (length in two dimension)

on cell face (i+ 1
2
, j). In this dissertation, the convective flux vectors at all four cell surfaces

are evaluated as the the average of those on the two adjacent cells as:

Fi− 1

2
,j =

1

2
(Fi−1,j + Fi,j),Fi+ 1

2
,j =

1

2
(Fi,j + Fi+1,j)

Fi,j− 1

2

=
1

2
(Fi,j−1 + Fi,j),Fi,j+ 1

2

=
1

2
(Fi,j + Fi,j+1)

(2.7)

The above treatment of convective flux on cell faces is equivalent to second-order central dif-

ferencing on a Cartesian grid. It is well known that a central differencing scheme alone suffers

from odd-even decoupled spurious solutions as well as undesired oscillations in the neigh-

bourhood of shock waves for transonic flows. To solve these problems, artificial dissipation

is required and equation (2.5) can be revised as

d

dt
(Wi,jΩi,j) +Ci,j −Di,j = 0 (2.8)

where Di,j is the artificial dissipation flux added to grid cell (i, j). To remove oscillations

near shock waves, MacCormack et al.[28] introduced a second-order dissipation term. Then
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Beam et al.[29] added a fourth-order dissipation term to provide background damping for

stability and convergence needs. In the JST scheme proposed by Jameson, Schmidt and

Turkel [3], these two necessary components are combined together. A switching function is

also introduced to activate the second-order dissipation near shock wave while turning off

the fourth-order dissipation, and switch off the second order term in smooth region while

allowing for the operating of the fourth order term. In this dissertation, the JST scheme is

adopted and the artificial dissipation is given as

Di,j = D
(2)
i,j −D

(4)
i,j (2.9)

where D
(2)
i,j and D

(4)
i,j are second order and fourth order artificial dissipation fluxes, respec-

tively. Each of them is a summation of the corresponding artificial dissipation vectors cal-

culated on all cell faces:

D
(2)
i,j = d

(2)

i+ 1

2
,j
− d

(2)

i− 1

2
,j
+ d

(2)

i,j+ 1

2

− d
(2)

i,j− 1

2

D
(4)
i,j = d

(4)

i+ 1

2
,j
− d

(4)

i− 1

2
,j
+ d

(4)

i,j+ 1

2

− d
(4)

i,j− 1

2

(2.10)

where d(2) and d(4) are the second order and fourth order artificial dissipation vectors eval-

uated on cell faces and can be defined as

d
(2)

i+ 1

2
,j
= Λi+ 1

2
,jǫ

(2)

i+ 1

2
,j
(Wi+1,j −Wi,j)

d
(4)

i+ 1

2
,j
= Λi+ 1

2
,jǫ

(4)

i+ 1

2
,j
(Wi+2,j − 3Wi+1,j + 3Wi,j −Wi−1,j)

(2.11)

on cell face (i + 1
2
, j) for example. The Λ in equation (2.11) is a variable scaling factor and

is set to be:

Λi+ 1

2
,j = 2min(λI

i+1,j, λ
I
i,j) (2.12)
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where λI is the spectral radius of the convective flux Jacobian in the i direction, defined as

λI
i,j =

∣

∣

∣

∣

∣

(ūi,j
~i+ v̄i,j~j) ·

~Si+ 1

2
,j +

~Si− 1

2
,j

2

∣

∣

∣

∣

∣

+ ci,j
∆Si+ 1

2
,j +∆Si− 1

2
,j

2
(2.13)

where ci,j is the local speed of sound of the cell (i, j). Spectral radius in the J direction

is given similarly. ǫ(2) and ǫ(4) are the coefficients for the second order and fourth order

artificial dissipation terms, respectively. They have the function of switching on or off the

two dissipation terms and are defined as

ǫ
(2)

i+ 1

2
,j
= κ(2)min[

1

4
,max(νi+1,j, νi,j)]

ǫ
(4)

i+ 1

2
,j
= max[0, (κ(4) − ǫ

(2)

i+ 1

2
,j
)]

(2.14)

where κ(2) and κ(4) are two constants in the order of 1 and ν the JST switch function[quote

ref] using the pressure as a sensor:

νi,j =

∣

∣

∣

∣

pi−1,j − 2pi,j + pi+1,j

pi−1,j + 2pi,j + pi+1,j

∣

∣

∣

∣

(2.15)

with the above switch function, the second order and fourth order dissipation can work

properly in different regions of a flow field. In the region close to shock waves, the pressure

has a sudden jump hence ν and ǫ(2) are all in the order of 1. So the second order dissipation

is enabled while the fourth order dissipation is disabled. On the other hand, in the smooth

region, ν is negligible.Then the second order dissipation is switched off and the fourth order

dissipation is functioning to provide background damping needed by central differencing

scheme.

17



2.2 Explicit Runge-Kutta Pseudo-time Stepping Scheme

The equation (2.8) can also be written in the extensively used semi-discrete form as

d

dt
(Wi,jΩi,j) +Ri,j(Wi,j) = 0 (2.16)

where Ri,j(Wi,j) is the residual for cell (i, j) and is defined as

Ri,j(Wi,j) = Ci,j −Di,j (2.17)

For steady problem, the time derivative term in equation (2.17) disappears, and the solution

of the equation should make the residual equal zero. However, the steady problem can still

be solved by time marching method if the time derivative term is retained and the time is

interpreted as a pseudo-time τ , which has no physical meaning. Then the equation that is

actually to be solved for a steady problem can be written as

d

dτ
(Wi,jΩi,j) +Ri,j(Wi,j) = 0 (2.18)

At the end of pseudo-time marching, the residual Ri,j(Wi,j) achieves zero and the desired

solution is reached.

In this dissertation, a five-stage Runge-Kutta scheme is employed as the explicit pseudo-time
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marching method, which is given as

W(0) = Wq

W(1) = W(0) − 1

4

∆τ

Ωq
R(W(0))

W(2) = W(1) − 1

6

∆τ

Ωq
R(W(1))

W(3) = W(2) − 3

8

∆τ

Ωq
R(W(2))

W(4) = W(3) − 1

2

∆τ

Ωq
R(W(3))

W(5) = W(4) − ∆τ

Ωq
R(W(0))

Wq+1 = W(5)

(2.19)

where superscript q+1 and q refer to two successive pseudo-time steps. Besides, techniques

such as local time stepping, residual smoothing and multigrid method can be applied to

accelerate convergence to the steady-state solution.

2.3 Dual-time Stepping Method Using Backward Dif-

ference Formula

In unsteady computations, the time appearing in equation (2.16) has physical meaning and

the time derivative term does not vanish. Following Jameson [11], the real time derivative

term can be approximated by an implicit(for real time) backward difference formula of second

order accuracy, then the unsteady Euler equation in fully discretized form is written as

3

2∆t
(Wn+1V n+1)− 2

∆t
(WnV n) +

1

2∆t
(Wn−1V n−1) +R(Wn+1) = 0 (2.20)
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The above equation can be solved by pseudo-time marching method in the same way for

steady problems, then the equation that is to be actually solved is

dW

dτ
+R∗(W) = 0 (2.21)

where

R∗(W) =
3

2∆t
(WV )− 2

∆t
(WnV n) +

1

2∆t
(Wn−1V n−1) +R(W) (2.22)

is the discretized unsteady residual. Although equation (2.20) is an implicit equation in

real time, the pseudo-time marching method used to solve it can still employ the explicit

Runge-Kutta scheme. Convergence acceleration techniques mentioned before can all be used

again during pseudo-time marching procedure at each real time level. Once a steady-state

solution is obtained at one real time level, the real time is marched forward to next level and

a new round of pseudo-time marching will be conducted. This implicit-explicit, real time

and pseudo-time marching method for time-accurate computations is called the dual-time

stepping scheme using backward difference formula(BDF).

The dual-time stepping scheme using BDF method and explicit Runge-Kutta pseudo-time

marching is popular in unsteady calculations due to the following advantages. First, it can

be applied to any unsteady problems and not restricted to periodic problems. For periodic

flows, the method can also be used in those with unknown frequency. Second, only three real

time levels are required in the BDF method. So the memory spent on recording flow fields

is low. However, the use of both BDF method and the explicit Runge-Kutta scheme usually

results in low computational efficiency for unsteady calculations. First, the time accuracy

using the BDF method is low. To achieve satisfactory time accuracy, the real time step

needs to be set very small; hence a large number of real time levels are involved in the time

interval of interest. This is one source of high computational cost. Besides, the pseudo-time

step of the explicit Runge-Kutta scheme is limited by CFL condition. So big pseudo-time

steps are not allowed due to stability requirement and hence slow convergence to steady-
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state solution on each real time level. The main concern of the work in this dissertation is to

improve the computational efficiency of unsteady flow calculations. The dual-time concept is

retained since convergence acceleration techniques, such as multigrid and local pseudo time

stepping, can be applied with out losing time accuracy. The time accuracy could be increased

by replacing BDF method with time spectral method, which is presented and discussed in

Chapter 3. And the efficiency of pseudo-time marching can be improved by replacing the

explicit Runge-Kutta scheme by implicit schemes suitable for time spectral method. This is

the topic of Chapter 4.

21



Chapter 3

The Time Spectral Method

As discussed in preceding chapters, the time accuracy of BDF method is low since only three

real time levels are used to discretize the real time derivative term. Whereas time spectral

method couples all real time levels in the time interval of interest for discretization of the

real time derivative term; hence the time accuracy of time spectral method is much higher.

However, compared to BDF method, the time spectral method has the following drawbacks.

First, since flow field on all real time levels are coupled in time spectral method, the memory

spent on recording flow field is higher than that of BDF method. But due to the rapid

development of computer hardware, this drawback is not a major issue. Second, recently

the time spectral method has been developed based on Fourier expansion. Strictly speaking,

the Fourier time spectral method only works for periodic problems. So far the reported

application of Fourier time spectral method are mainly periodic flow problems. This means

that the frequency of a periodic flow problem must be given since it appears explicitly in

the formulation. So for a periodic problem where the frequency is not known a priori, a

frequency search process must be included to work for the Fourier time spectral method. In

this chapter the Fourier time spectral method is derived and validated with test case first.

Then the non-symmetric solution of a symmetric problem using odd numbers of intervals

22



is discussed. For the periodic problems where the frequency is not known a priori, a new

frequency search method is proposed. Finally, a time spectral method based on Chebyshev

expansion is proposed for non-periodic unsteady flow computations.

3.1 The Fourier Time Spectral Method and its Deriva-

tion

Assuming that the volume of grid cell does not change with time, the unsteady flow governing

equations in semi-discrete form can be written as

Ω
dW(t)

dt
+R(W(t)) = 0 (3.1)

The discrete Fourier transform of W(t), for an angular frequency ω and N time intervals in

a period, is given by

W̃k =
1

N

N−1
∑

n=0

Wne
−ikωn∆t (3.2)

where W̃k is the Fourier coefficients for the Fourier mode of frequency kω, ∆t = 2π
ωN

, Wn is

solution on real time level n at t = n∆t and i the imaginary unit. The inverse transform is

given by

Wn =

N

2
−1

∑

k=−N

2

W̃ke
ikωn∆t (3.3)

for N even and

Wn =

N−1

2
∑

k=−N−1

2

W̃ke
ikωn∆t (3.4)

for N odd. The steady residual R(W) can be expanded as discrete Fourier series sim-

ilarly. Substituting these expansions into equation (3.1), McMullen et.al.[15] solved the

unsteady solution by transforming equations (3.6) into frequency domain and using pseudo-
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time marching as

Ω
∂W̃k

∂τ
+ ΩikωW̃k + R̃k = 0, 0 ≤ k ≤ N − 1 (3.5)

This frequency domain method requires transforming both the solution W and the non-

linear steady residual R(W) back and forth between time domain and frequency domain.

Alternatively, the Time Spectral method solves equation (3.1) mainly in time domain, and

at least Fourier transforms on the non-linear steady residual R(W) are avoided. Applying

the Fourier Time Spectral Method, equation (3.1) can be written as

ΩDt,F,nWn +R(Wn) = 0, 0 ≤ n ≤ N − 1 (3.6)

where Dt,F,n is the Fourier time spectral operator for Wn. Gopinath et al.[19] specified the

operator Dt,F,n as

Dt,F,nWn = ω

N

2
−1

∑

k=−N

2

ikW̃ke
ikωn∆t (3.7)

for N even or

Dt,F,nWn = ω

N−1

2
∑

k=−N−1

2

ikW̃ke
ikωn∆t (3.8)

for N odd. If written in terms of solution vector Wn in time domain, equations (3.7) and

(3.8) can be further specified as

Dt,F,nWn = ω

N

2
−1

∑

k=−N

2

devenm Wn+m (3.9)

for N even or

Dt,F,nWn = ω

N−1

2
∑

k=−N−1

2

doddm Wn+m (3.10)
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for N odd. devenm and doddm are given by

devenm =











1
2
(−1)m+1cot(πm

N
), m 6= 0

0, m = 0
(3.11)

and

doddm =











1
2
(−1)m+1cosec(πm

N
), m 6= 0

0, m = 0
(3.12)

respectively. Using this treatment, no discrete Fourier transforms are need in implementing

the Fourier Time Spectral Method and the unsteady computations are completely carried

out in time domain. However, this approach depends on knowing details of the Discrete

Fourier transform and its inverse transform. Since the operations involved in these transforms

are relatively simple, it is practical to implement time spectral method in this way. The

Fourier time spectral operator Dt,F,n can be easily formulated using simple functions. If Time

Spectral Method is developed based on other expansions such as Chebyshev expansion or

Legendre expansion, the operations involved in the corresponding discrete transform may not

be simple. And the formulation of operator Dt,n may be complicated. To avoid this potential

problem and make the derivation of time spectral operator based on different expansions in

the unified way, Hall’s treatment [14] is adopted in present work. This involves applying

Fast Fourier Transform(FFT) and its inverse transform(IFFT) on solution W(t) only to get

the approximation of time derivative term, and the governing equations are still solved in

time domain. Actually this is the original form of the so called Time Spectral Method when

it was firstly proposed by Hall et al. [14].

Following the derivation given by Hall et al.[14], the extended solution vector W∗ can be

related to its Fourier coefficients W̃ as

W∗ = E−1W̃∗ (3.13)
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where W∗ = [W0, . . . ,WN−1]
T and W̃∗ = [W̃0, . . . ,W̃N−1

2

,W̃−N−1

2

, ...,W̃−1]
T for N odd or

W̃∗ = [W̃0, . . . ,W̃N

2
−1,W̃−N

2

,W̃−N

2
+1, ...,W̃−1]

T for N even. E−1 is the IFFT operator.

Correspondingly,

W̃∗ = EW∗ (3.14)

where E is the FFT operator. Using the Fourier time spectral method to approximate the

time derivative of the extended solution vector W∗, the original unsteady governing equation

in semi-discrete form can be written as

ΩDt,FW
∗ +R(W∗) = 0 (3.15)

and the Fourier time spectral operator Dt,F can be derived as

Dt,FW
∗ =

∂E−1EW∗

∂t
=

∂E−1W̃∗

∂t
=

∂E−1

∂t
W̃∗ =

∂E−1

∂t
EW∗ (3.16)

Then it can be concluded that

Dt,F =
∂E−1

∂t
E (3.17)

Making use of the relation between Fourier coefficients of W∗ and those of ∂W∗

∂t
for N odd

W̃
∗(1)
k = ikωW̃∗

k, k = −N − 1

2
, . . . , 0, . . . ,

N − 1

2
(3.18)

where W̃
∗(1)
k is the Fourier coefficient for mode of k of ∂W∗

∂t
while for N even, modification

must be made so that

W̃
∗(1)
k =











ikωW̃∗
k, k = −N

2
+ 1, . . . , 0, . . . , N

2
− 1

0, k = −N
2

(3.19)

since Fourier mode of k = N
2
is not included in FFT and IFFT.
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Denoting the operator for relation (3.18) or (3.19) as NF , the Fourier time spectral operator

Dt,F can be expressed as

Dt,F = E−1NFE (3.20)

Applying the Fourier Time Spectral Method and introducing pseudo-time derivative, the

original unsteady governing equation in semi-discrete (3.1) form can be rewritten as

Ω
∂W∗

∂τ
+ ΩE−1NFEW

∗ +R(W∗) = 0 (3.21)

where τ is pseudo-time. Equation (3.21) can be solved by pseudo-time marching method

until a steady-state solution is reached.

3.2 Test Cases for the Fourier Time Spectral Method

3.2.1 Inviscid Flow over a Pitching NACA0012 Airfoil

The unsteady flow over pitching airfoil has been studied extensively by experiments [30] and

computations [25] [27] [31] [32] . It serves as a perfect external flow test cases for unsteady

solvers. The present Fourier Time Spectral Method is tested with the inviscid flow over

a NACA0012 airfoil pitching around its quarter-chord. Experimental data under turbulent

flow conditions were provided in [30]. The pitching motion is given by the following equation:

α(t) = αm + α0sinωt (3.22)
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Figure 3.1: NACA0012 airfoil, body-fitted mesh.

where α(t) is the instantaneous angle of attack, α0 the pitching range and αmthe mean angle

of attack. The angular frequency ω is related to the reduced frequency κ as

κ =
ωc

2U∞
(3.23)

where c is the chord of the airfoil and U∞ is the free-steam speed. A 225×33 C-type mesh is

generated by a conformal mapping grid generator. The mesh and its close view to the airfoil

surface are shown in Figure 3.1. The AGARD CT5 case [30] is studied. The free stream

Mach number is M∞ = 0.755, αm = 0.016◦, α0 = 2.51◦ and κ = 0.0814. The flow Reynolds

number is 5.5× 106. All the above flow conditions are used in the present inviscid flow test

case except for the Reynolds number since viscous effect is not considered here.

The computed lift and moment coefficients as a function of angle of attack are shown in

Figure 3.2. Results using the Fourier time spectral method are compared with those using

the Backward Difference Formula(BDF) as well as experimental results. It can be seen all

computational results deviate the Experiment data systematically for the absolute value of

lift coefficient. However the trend and the range of variation are about correct. Similar
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Figure 3.2: Pitching NACA0012 airfoil, periodic inviscid flow, lift and moment coefficients
versus angle of attack.

situation is reported by other computations [33]. The computational results for moment

coefficient variation generally match the experimental data well. For both computational

methods, results using different time resolution are provided. In the Fourier time spectral

method, 8, 16 and 32 equal intervals in a period are used, while 32 and 64 intervals are used

for the BDF method. For the time spectral method, even 8 intervals are sufficient to resolve

the variation of force coefficient, especially for lift coefficient.

The variation of surface pressure coefficient distribution is studied in frequency domain

through Fourier transformation. Results using time spectral method are compared with

BDF method in Figures 3.3, 3.4, 3.5 and 3.6 for the time averaged component and the first

three Fourier modes. Experimental data are also provided. For the BDF method, increasing

the time resolution from 32 intervals to 64 does not make obvious difference. Only a slight

deviation in the shock moving area can be found for the third mode. For the time spectral

method, as time resolution increases from 8 intervals to 32 intervals, the solution converges

to that of BDF with 64 intervals very quickly. In the shock moving area, approximately

0.2c < x < 0.6c, 32 intervals are needed to resolve all three modes. Although the first three

Fourier modes are retained in computation if 8 intervals are used in one period, truncation
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Figure 3.3: Pitching NACA0012 airfoil, inviscid flow, surface pressure coefficient, time aver-
aged.

of the following non trivial modes would cause aliasing error to the retained modes. So it is

not strange that the quality of the result is poor in the shock area even for the three retained

modes using 8 intervals. But outside this region, even 8 intervals are sufficient to resolve all

three modes. This is understandable since pressure experiences sudden increase across the

shock wave, while the pressure distribution in the shock-free area is smooth. Computational

results with sufficient resolution generally match experimental data well. This indicates that

no separation occurs in the turbulent flow measured by the experiment. The viscous effect

is confined in very narrow area close to the surface and in the wake. So the surface pressure

distribution can be well predicted by solving the Euler equations.

In this test case, the time spectral method is validated by solving a periodic inviscid flow.

If no discontinuity occurs, such as a shock wave, computational results using time spectral

method can achieve satisfactory accuracy for both surface force distribution and integrated

force coefficient with very coarse time resolutions, such as 8 intervals in a period. When

phenomena like shock waves occur, 8 intervals in a period is still about enough to predict
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Figure 3.4: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
first mode.
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Figure 3.5: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
second mode.
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Figure 3.6: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
third mode.

integrated forces. But to well predict surface force distribution across shock wave, more time

levels are required.

3.2.2 Discussion on Nonsymmetric Numerical Solutions

Numerical experiments show that using odd number of intervals or even number of intervals

does not make too much difference for non-symmetric problem. However, if the flow problem

is symmetric, symmetric solution can only be guaranteed using even numbers of intervals. In

the previous airfoil pitching problem, if the mean angle of attack αm is set to zero, then the

solution is expected to be symmetric. For surface pressure distribution, the part of the upper

surface should be exactly the same or mirror image of the lower surface part. This is because

the flow conditions, the forced motion and the geometry are all symmetric. Computational

results using odd number of intervals and even number of intervals are compared for this

theoretically symmetric problem.

The Fourier transformed surface pressure coefficient distribution is shown in Figures 3.7-

3.10 for time spectral method with 7 intervals and 8 intervals in a period. The results are
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Figure 3.7: Pitching NACA0012 airfoil, inviscid flow, surface pressure coefficient, time aver-
aged.
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Figure 3.8: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
first mode.
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Figure 3.9: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
second mode.
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Figure 3.10: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
third mode.
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compared with that using the BDF method with 32 intervals. Based on the present time

spectral method, 7 or 8 intervals all correspond to retaining the first three Fourier modes in

computation. So computation using either one has the same resolution in frequency domain.

However, it can be found that if 7 intervals are used in a period, symmetry in solution is lost.

In the computation using 8 intervals, the solution is still symmetric just as the situation of

using 32 intervals in the BDF method. Actually this problem is not unique to time spectral

method. Numerical experiment can show it also happens to BDF method. This phenomena

indicates that to ensure symmetric solution for a symmetric problem, a period must be split

in such a way that every time level should be able to find another one that has a 180◦ phase

difference away from it. Obviously, this requirement can be fulfilled using even numbers of

intervals, whereas employing odd number of intervals can not satisfy it. This problem is then

studied on local points in different flow area. Solution on two pairs of symmetric surface

points are analyzed. One pair of points are point A on lower surface and point B on upper

surface. They are about 0.4c away from the leading edge and hence in the shock wave moving

area. Points C on lower surface and D on upper surface are 0.7c away from leading edge, a

location in shock-free area. The pressure spectra calculated using 7, 11, 15 and 21 intervals in

a period for the time spectral method are shown in Figure 3.11. It can be observed that since

odd numbers of intervals are used, the pressure spectrum on point A deviates dramatically

from that on point B, which should not occur theoretically. As time resolution increases,

the deviation becomes smaller. Similar results can be observed in Figure 3.12 for points

C and D. The deviation between points C and D is generally smaller than that between

points A and B. This suggests the problem of losing symmetry in solution becomes worse in

shock wave moving area than in shock-free area when using odd numbers of intervals. This

conclusion is further supported with the fine pressure spectrum on points A and C shown

in Figure 3.13. The fine pressure spectrum is obtained from computation with 64 intervals

using time spectral method. Compared to the spectrum on point A, the one on point C has

much less non-trivial high frequency modes. So on point C, when time resolution improves
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a little, the solution recovers to symmetry very quickly. That is why when 9 intervals are

used, no visible deviation can be observed for pressure spectrum between points C and D.

Though increasing time resolution could improve symmetry in computational results using

odd number of intervals, even number of intervals in a period is adopted in this dissertation

for the following reason. The time resolution in practical use for time spectral method is

usually low for the sake of saving computational efforts. If an odd number of intervals is

used, non-symmetric solution will be produced for a symmetric problem. Increasing time

resolution is usually not affordable in practice. So to avoid fake non-symmetric solution,

even number of intervals is the best choice. However, stability problems using even number

of intervals may occur as reported in [19]. Despite this fact, even number of intervals is still

adopted in this dissertation as long as computation using it can converge normally.

3.2.3 Vortex Shedding Flow over a Circular Cylinder

The Fourier time spectral method is then applied to the laminar vortex shedding flow over

circular cylinder. Being different from the preceding unsteady flow over a pitching airfoil,

the vortex shedding frequency is not known a priori. Only a very roughly estimated value

of the vortex shedding frequency can be given by the experimental fact that the Strouhal

number St = fD

U
≈ 0.2 for Reynolds numbers from 100 to 105 [34]. To precisely measure the

frequency of a specific vortex shedding flow, computation or experiment must be conducted.

Unlike the dual-time stepping based on BDF method, the Fourier time spectral method uses

the flow frequency as an explicit parameter since it appears explicitly in the approximated

time derivative term. This indicates a frequency searching process must be involved in

the computation. McMullen et al.[15] proposed a Gradient Based Variable Time Period

(GBVTP) method for the Frequency Domain method. Gopinath et al. [19] proposed a

similar gradient based method to the time spectral method. This type of method is based

on knowing the following fact. If the frequency is exact, the residuals of the unsteady N-
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Figure 3.11: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient
spectrum, surface points A and B.
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Figure 3.12: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient
spectrum, surface points C and D.
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Figure 3.13: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
fine spectrum, Point A and C.

S equation could be reduced to machine zero in computation. For different guess of the

frequency, the residuals will converge to different levels of accuracy. So the problem becomes

an optimization problem of finding exact frequency so as to make unsteady residuals zero.

The gradient based method uses the negative gradient of residuals with respect to frequency

to find the exact frequency gradually. In the unsteady Navier-Stokes equations that are

discretized by the Fourier time spectral method in time, the gradient of the residual with

respect to frequency can be calculated as

∂R2
i,j,n

∂ω
= 2Ri,j,n ×

V

ω
Dt,nW

∗ (3.24)

at real time level n where Dt,n is nth row of the Fourier time spectral operator Dt and Ri,j,n

is the unsteady residual at point (i, j) at time level n. Then this gradient is averaged over

all time levels on all control volumes. The result of the averaging is denoted as ∂R2

∂ω
and is

used to update frequency ω as follows

ωl+1 = ωl − α
∂R2

∂ω
(3.25)
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where α is a suitable step for updating frequency ω and it has to be carefully chosen to

guarantee convergence. The advantages of this method are that the concept behind it is

clear and the method is easy to implement. If the search is performed in the correct range,

the method can find the exact frequency very precisely. However, there is one well-known

drawback that the initial guess of the frequency must be close to the exact value since

the gradient based method is always locally optimized. To broaden the search range and

make the initial guess of frequency less constrained, another approach is proposed in this

dissertation to be used in combination with the gradient based method.

The new approach is based on the following reasoning. Usually for unsteady problems like the

vortex shedding flows, the first Fourier mode of lift coefficient has the maximum amplitude.

This suggests the frequency can be updated by finding out the Fourier mode of maximum

amplitude of the temporary lift coefficient variation. If the Fourier mode of the maximum

amplitude is not the first mode, then its frequency is set to be the new frequency of the

flow. Furthermore, the Fourier modes with lower frequencies than this new flow frequency

can be filtered out from the flow field. The filtered flow field is a closer match to the exact

unsteady flow field and it serves as the new initial flow field for computation based on the

newly updated frequency.

This new approach may help to enable the frequency search process from a initial guess of

frequency far from exact value. However, it cannot be applied in the final phase of frequency

search process. This is because frequency can only be updated as integer multiples of the old

value (spectrum of lift coefficient is discrete) and the final frequency change is usually very

small. So in the frequency search process, the newly proposed approach should be performed

before the gradient based method. This new frequency search method is tested along with

the Fourier time spectral method on the laminar vortex shedding flow at Reynolds number

of 180. This test case is well studied by experiments [35] [36] [37] [38] and computations [15]

[19]. The Mach number is set to be 0.2 and the flow is essentially incompressible. However
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Figure 3.14: Circular cylinder, body-fitted mesh.

the present solver for compressible flow can still be used. A 257× 129 O-type mesh is used

and shown in Figure 3.14. The farfield boundary of the mesh extends about 200 diameters

away from the cylinder surface. The normal distance from the first grid point to the surface

is 0.001 for this laminar flow since the unsteadiness in the boundary layer need to be well

resolved.

The initial guess of the reduced frequency is set to be 0.05 which is far away from the

correct one, about 0.6. In the frequency search process, the analysis of the Fourier mode

of lift coefficient is performed at the end of every 100 multigrid cycles. The spectrum of

lift coefficient after 100 and 200 multigrid cycles is shown in Figure 3.15. It can be seen

that at the end of 100 multigrid cycles, the third mode of the lift coefficient gets maximum

amplitude. But since the aliasing error of the Fourier mode with highest frequency is usually

big, then the frequency of the second mode is set to be the new flow frequency. The flow

field is filtered accordingly. At the end of 200 multigrid cycles, the first mode of the lift

coefficient achieves maximum amplitude. So the newly proposed approach is turned off.

From this point on, the frequency is updated by the gradient based method. The whole
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Figure 3.15: Circular cylinder, vortex shedding flow, spectrum of lift coefficient cl.

frequency updating history as well as the flow field residual history with respect to multigrid

cycles are shown in Figure 3.16. It can be observed that finally the exact frequency is found

and the residual of flow field can drop to 10−6. Based on the final searched frequency, the

Strouhal number of present computation is 0.1919 and it matches Williamson’s experimental

results[35] [36] very well. The time-averaged total drag coefficient (including the component

due to pressure and the one due to skin friction) is 1.337, which is very close to Henderson’s

experimental results [38].

The lift coefficient history on all real time levels with respect to multigrid cycles are shown

in Figure 3.17. Before 100 multigrid cycles, there is no visible difference in the lift coefficient

history between different real time levels. This is due to the initial flow field on all time

levels are set to be the same for the sake of simplicity. The unsteadiness is triggered by

making the velocity in the upper half flow field slightly different from that in the lower half.

From 100 to 200 multigrid cycles, lift coefficient on different time levels begins to become

different. The phase of the lift coefficient starts to drift. This is because the unsteadiness has

been triggered already and the temporarily searched frequency is still not correct. Between

200 and 300 multigrid cycles, the phase drifting gradually slows down. This indicates the

temporarily searched frequency is close to the exact one. After 300 multigrid cycles, the
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Figure 3.16: Circular cylinder, vortex shedding flow, convergence history versus multigrid
cycles.

phase drifting completely stops. Both the frequency and flow field are all close to the exact

solutions. Frequency updating and flow field refinement do not stop until the flow field

convergence criterion of 1× 10−6 is reached.

3.3 The Chebyshev Time Spectral Method and its Deriva-

tion

The Chebyshev time spectral method aims at solving non-periodic problems. Theoretically

speaking, Fourier time spectral method can only be applied to non-periodic problems when

the problems can be regarded as periodic ones with infinity large period. In the theories of

approximating functions, orthogonal polynomial series are frequently used to approximate

solutions in non-periodic problems. Functions that are square integrable can be expanded

with a set of orthogonal polynomial basis. The basis functions can be conveniently generated

using the Sturm-Liouville theorem, which concerns the eigenfunctions u of the eigenvalue
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cycles.

44



problem known as Sturm-Liouville problem:

− d

dx

(

p(x)
du

dx

)

+ q(x)u = λω(x)u, a < x < b (3.26)

Chebyshev polynomials are known as one set of orthogonal eigenfunctions of the following

singular(when p(a) = p(b) = 0) Sturm-Liouville problem in interval [−1, 1]

− d

dx

(

(1− x)1+α(1 + x)1+β du

dx

)

= λ(1− x)α(1 + x)βu, a < x < b (3.27)

for α = β = −1
2
. They are employed in this present work for solving non-periodic problems

for the following reasons. Firstly, Chebyshev polynomials have well-known nice approxi-

mation properties. Secondly, Chebyshev series using these polynomials can be evaluated

efficiently by Fast Fourier Transform (FFT). The trigonometric definition of Chebyshev

polynomials can be written as

Tk(x) = cos(karccos(x)),−1 ≤ x ≤ 1 (3.28)

Obviously, when k = 0 and k = 1, the Chebyshev polynomial of degree zero and one are

T0(x) = 1, T1(x) = x (3.29)

Using the recurrence relation

Tn+1(x) = 2xTn+1(x)− Tn−1(x) (3.30)

the Chebyshev polynomials of higher degree written in algebraic polynomial form can be

easily obtained. Some of them are shown in Figure 3.18.

With a complete set of Chebyshev polynomials, a square integrable function f(x) can be
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Figure 3.18: The Chebyshev polynomials of degree two through five[23].

expanded using Chebyshev series as

f(x) =
∞
∑

k=0

f̃kTk(x) (3.31)

Note the fact that the Chebyshev polynomials are a set of orthogonal basis in square inte-

grable function space and the orthogonality is expressed in inner product form as

∫ 1

−1

Tk(x)Tl(x)ω(x)dx =











0, l 6= k

ck
π
2
, l = k

(3.32)

where ω(x) = 1√
1−x2

is the weight function associated with Chebyshev polynomials and ck is

given as

ck =











2, k = 0

1, k ≥ 1
(3.33)

Based on the above relations, the series coefficients f̃k can be formulated as

f̃k =

∫ 1

−1
f(x)Tk(x)ω(x)dx

∫ 1

−1
T 2
k (x)ω(x)dx

=
2

πck

∫ 1

−1

f(x)Tk(x)√
1− x2

dx (3.34)
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In equation (3.31), if polynomials up to degree N are retained, then a discrete Chebyshev

transformation pair can be established as

fn =
N
∑

k=0

f̃kTk(xn), 0 ≤ n ≤ N

f̃k =

N
∑

n=0

f(xn)Tk(xn)ωn

N
∑

n=0

T 2
k (xn)ωn

, 0 ≤ k ≤ N

(3.35)

where fn = f(xn) and f̃k are the Chebyshev coefficients in the discrete transform. ωn are the

weight values for a given quadrature at quadrature points xn. Various quadrature rules can be

used to numerically calculate the inner product integrals in equation (3.34). In present work,

the Gauss-Lobatto quardrature rule(covering endpoints, x = ±1) for Chebyshev weighted

integrals is employed. The corresponding quadrature points xn and weights ωn are given as

xn = cos(
nπ

N
), n = 0, 1, . . . , N,

ωn =











π
2N

, n = 0, N

π
N
, n = 1, 2, . . . , N − 1

(3.36)

When the Chebyshev polynomials are evaluated at the above quadrature points

Tk(xn) = cos(
knπ

N
) (3.37)

substitute equations (3.36) and (3.37) into equation (3.35), the Discrete Chebyshev Trans-

form reduces at Gauss-Lobatto points to Discrete Cosine Transform[23]

f̃k =
2

Nc̄k

N
∑

n=0

fn
c̄n

cos(
knπ

N
), k = 0, 1, . . . , N,

fn =
N
∑

k=0

f̃kcos(
knπ

N
), n = 0, 1, . . . , N

(3.38)
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where

c̄l =











2, l = 0, N,

1, l = 1, 2, . . . , N − 1
(3.39)

It is well known that if a sequence {fn}Nn=0 is even, which corresponds to a even function

f(x), then the Fast Fourier Transform on it reduces to the Discrete Cosine Transform. For

a sequence that does not satisfy this special condition, the two transforms can still be made

equivalent if the original sequence {fn}Nn=0 is extended to a new one of length 2N [23],

{f̄n}2N−1
n=0 , as follows:











f̄n = fn, n = 0, 1, . . . , N,

f̄2N−n = fn, n = 1, 2, . . . , N − 1
(3.40)

Suppose the derivative function f ′(x) of function f(x) is also square integrable, then it can

be expanded as a Chebyshev series in the similar way of equation (3.31)

f ′(x) =
∞
∑

k=0

f̃
(1)
k Tk(x) (3.41)

Then a recursion that relates the coefficients of the derivative f̃
(1)
k to the the coefficients of

the original function f̃k can be established as

ckf̃
(1)
k = f̃

(1)
k+2 + 2(k + 1)f̃k+1, k ≥ 0. (3.42)

where ck is given in equation (3.33). when the discrete Chebyshev transform is applied to the

derivative function f ′(x), special treatments must be added, then the Chebyshev coefficients
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of the derivative should be calculated based on those of the original function as

f̃
(1)
N = 0

f̃
(1)
N−1 = 2Nf̃N

f̃
(1)
k = f̃

(1)
k+2 + 2(k + 1)f̃k+1, k = N − 2, . . . , 1

f̃
(1)
0 =

1

2
f̃
(1)
2 + f̃1

(3.43)

This is because in the discrete Chebyshev transforms for a function and its derivative with

N + 1 quadrature points, coefficients for Chebyshev polynomials of degree higher than N

are not involved, hence

f̃
(1)
N+1 = f̃

(1)
N+2 = f̃N+1 = 0 (3.44)

The key issue of developing Time Spectral Method based on Chebyshev expansion is to

approximate the real time derivative by Chebyshev time spectral operator. Firstly, the

Discrete Chebyshev Transform pair for solutions on N + 1 real time levels in an unsteady

flow problem can be written as

W∗ = CW̃ (3.45)

where W∗ = [Wt0 , . . . ,WtN ], C is the forward Discrete Chebyshev Transform operator and

W̃ = [W̃0, . . . ,W̃N ]. Then the Chebyshev coefficients W̃(1) for the real time derivative of

solution on all N + 1 real time levels can be calculated as

W̃(1) = NCW̃ (3.46)

where operator NC is given by equation (3.43). Next, perform backward Discrete Chebyshev

Transform to W̃(1)

(
dW

dt
)∗ = C−1W̃(1) (3.47)

where C−1 is the backward Discrete Chebyshev Transform operator and the extended vec-

tor (dW
dt

)∗ = [dW
dt

|t0 , . . . , dWdt |tN ]T . So in Chebyshev Time Spectral Method, the operator
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approximating real time derivative term can be given as

Dt,C = C−1NCC (3.48)

The above derivations are all based on the interval [−1, 1]. To make operator in equation

(3.48) work for any time intervals t ∈ [a, b], modification must be made on it. Replace the

time variable t in equation (3.45) to (3.48) with ξ, then the linear transform between t and

ξ is given by

t = a+
b− a

1− (−1)
(ξ − (−1)) (3.49)

Next the partial derivative with respect to t can be calculated using that with respect to ξ

as

∂

∂t
=

∂

∂ξ

∂ξ

∂t
=

2

b− a

∂

∂ξ
(3.50)

Finally, the Chebyshev time spectral operator working for any time interval t ∈ [a, b] can be

formulated as

Dt,C =
2

b− a
C−1NCC (3.51)

Applying Chebyshev Time Spectral Method to unsteady computations, the discretized gov-

erning equation can be modified as

Ω
∂W∗

∂τ
+ Ω

2

b− a
C−1NCCW∗ +R(W∗) = 0 (3.52)

Since pseudo-time derivative is added, the above equation can solved by pseudo-time march-

ing method until a steady-state solution is obtained.
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3.4 Test Cases for the Chebyshev Time Spectral Method

3.4.1 Numerical Solutions to the Viscous Burger’s Equation

The Chebyshev time spectral method is firstly tested by solving the following viscous Burgers

equation

∂w

∂t
+ w

∂w

∂x
= µ

∂2w

∂x2
(3.53)

where the viscous coefficient µ = 0.015. The equation is solved in x ∈ [0, 1] and time domain

t ∈ [0, 0.5]. The initial value is specified as

w(x, 0) =











1.2, x ≤ 0.2

0.8, x > 0.2
(3.54)

and the condition on the left boundary is set as w(0, t) = 1.2.

To numerically solve the above problem, a 5-stage explicit Runge-Kutta solver is used. The

real time derivative term is approximated by Chebyshev time spectral operator. Pseudo-time

derivative is added so that a steady-state solution can be obtained by marching pseudo-time

forward. The convergence criteria is set to be 1× 10−4.

The details of the converged solution, such as the final solution at t = 0.5 and solution

history at x = 0.4, are shown in Figure 3.19. At t = 0.5, the theoretical solution to the

inviscid Burgers’ equation should be a discontinuity located at x = 0.7. When the viscous

effect is included, the discontinuity reduces to a gradual jump. However the location of the

jump is the same as the discontinuity. This location is precisely captured in the present

computational results. As time resolution increases, solution converges to the one with

highest time resolution. Actually, there is no visible difference between the result using 8

intervals and the one using 64 intervals. The spatial point x = 0.4 should be swept by
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Figure 3.19: Viscous Burgers’equation, solution details.

the moving jump at t = 0.2. Computational results using all time resolutions capture this

solution feature very well. Difference between solution using 8 intervals and those using

higher time resolution can be found near t = 0. This suggests higher time resolution should

be adopted to well predict local solution history if the local point is swept by a discontinuity.

Finally the error analysis using different time resolution is conducted. The solution using 64

intervals serves as reference solution. Then the error is calculated firstly by comparing the

Chebyshev transformation coefficients between a given solution and the reference solution

and then averaging the results over entire spatial area. The result is shown in Figure 3.20. It

can be seen that the solution error drops faster than any algebraic order method. The error

drop rate of a second-order method is also provided as reference for comparison. Computa-

tional results of this test case show that the Chebyshev time spectral method is capable of

solving non-periodic problems even in those where discontinuity occurs. The result of error

analysis show that the Chebyshev time spectral method may achieve high efficiency since it

provides higher accuracy of approximation for time derivatives.
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Figure 3.20: Viscous Burgers’equation, error analysis.

3.4.2 Periodic Inviscid Flow over Pitching NACA0012 Airfoil

The Chebyshev time spectral method is able to solve non-periodic problems. There is no

doubt that it should have the ability to solve periodic problems if periodic boundary condition

is properly applied in the time domain. The periodic inviscid flow over a pitching NACA0012

airfoil can be used for verification. In this test case, the mean angle of attack αm is still

set to 0, so the problem is symmetric. Computations using 8 and 16 intervals can both

reach convergence criteria of 1× 10−14. Results using Fourier time spectral method with 32

intervals are also provided as the exact solution.

Variation of integrated force coefficients versus angle of attack is shown in Figure 3.21. For

both Chebyshev and Fourier time spectral method, results rebuilt at a much finer time

resolution, 128 intervals in a period, are provided as well. These rebuilt results are obtained

using the Fourier modes or Chebyshev polynomials that the original resolution can retain.

A rebuilt result is completely coincident with the computed result that it is rebuilt from

at the original real time levels. Obvious non-symmetric solution can be observed for drag
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Figure 3.21: Pitching NACA0012 airfoil, periodic inviscid flow, force coefficient versus angle
of attack.
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Figure 3.22: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
time averaged.

coefficient and moment coefficient. As time resolution increases, the solution becomes less

non-symmetric. Similar situation can be found for surface force distribution. The computed

time averaged component and the first three modes of surface pressure coefficient distribution

are shown in Figures 3.22, 3.23, 3.24 and 3.25 for both time spectral methods. Dramatic

non-symmetric solution can be observed even when 16 intervals are used in the Chebyshev

time spectral method. The reason for this is time levels are not equally spaced in time

domain. Though the number of intervals is even, the requirement that every time level

should be able to find another one with phase difference of 180 degrees away from it is not

satisfied. So its understandable that symmetric solution is not achieved using even number

of intervals in the Chebyshev time spectral method.
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(a) real component
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Figure 3.23: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
first mode.
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Figure 3.24: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
second mode.
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Figure 3.25: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
third mode.

3.4.3 Non-periodic Inviscid Flow over Pitching NACA0012 Airfoil

As can be seen in previous inviscid test case, the Chebyshev Time Spectral Method can be

applied to solve periodic flow problems though non-symmetric solution could be produced

for a symmetric problem. Most importantly, the Chebyshev time spectral method could be

used for non-periodic flow cases since it is not based on temporal periodic condition. For the

sake of convenience, a non-periodic inviscid test case is constructed from the airfoil pitching

case discussed before. In this non-periodic test case, a NACA0012 airfoil is still forced to

pitch around its quarter chord at M∞ = 0.755. The mean angle of attack, pitching range

and reduced frequency are still given by α0 = 0.0◦, αm = 2.51◦ and κ = 0.0814, respectively.

To construct the non-periodic inviscid test case, the pitching motion of the airfoil is consid-

ered only in the time interval (0, 0.25T ), where T is the period of the pitching motion. In

non-periodic problems, since no temporal periodic condition is performed, the initial flow

field must be specified to guarantee the unique unsteady solution in the time interval of

interest. For all the constructed non-periodic test cases in this dissertation, the initial flow
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field is chosen to be the exact flow solution at the initial time level. In this way, the error of

the entire non-periodic solution due to the error in initial flow field is excluded. The exact

flow field can be obtained from the periodic solution using Fourier time spectral method

with sufficiently high time resolution. Then the periodic solution on the zero time level can

be used directly as the initial flow field for the non-periodic problem. To achieve the exact

initial flow field, a period is divided into 32 intervals in the periodic calculation. As can

be seen from the periodic solutions using Fourier time spectral method, 32 or even more

intervals in a period are needed to well resolve flow details including shock wave movement.

The same 225× 33 C-type grid in section 3.2.1 is used in the present non-periodic test case.

The convergence criterion is set to be 1 × 10−14. Three different time resolution are used

in Chebyshev Time Spectral Method, for which a period is split into 4, 8 and 16 intervals

respectively. Results using Fourier time spectral method with 32 intervals are provided as

exact solution.

The variation of integrated force coefficients with respect to angle of attack obtained from

the present computations are shown in Figure 3.26. The symbols denote the results on the

original real time levels, while the lines represent the rebuilt results by the resolved Fourier

modes or Chebyshev polynomials. The rebuilt results are plotted on 129 equally spaced

real time levels. As time resolution increases, the results using Chebyshev time spectral

method converge to the exact solution in the quarter period of interest. It can be seen

that, if the lift coefficient variation is the main concern, then four intervals are sufficient to

resolve it. For drag coefficient and moment coefficient, 16 intervals are required to resolve

details of the variation. In the present non-periodic test case, shock waves occur and move

on both upper and lower surfaces of the airfoil. The temporal variation of the lift coefficient

is not sensitive to the shock-wave movement. So the variation is relatively simple and 5

Chebyshev polynomials are enough to resolve it. Whereas the shock-wave movement has

more influence on the variation of the drag coefficient and moment coefficient. Then as

58



Angle of Attack( )

Li
ft 

co
ef

fic
ie

nt
 c

l

0 1 2 3

-0.1

0

0.1

0.2

0.3

0.4

0.5

Chebyshev TSM, 4 intervals, original
Chebyshev TSM, 4 intervals, rebuilt
Chebyshev TSM, 8 intervals, original
Chebyshev TSM, 8 intervals, rebuilt
Chebyshev TSM, 16 intervals, original
Chebyshev TSM, 16 intervals, rebuilt
Fourier TSM, 32 intervals, rebuilt

(a) lift coefficient

Angle of Attack( )

D
ra

g 
co

ef
fic

ie
nt

 c
d

0 1 2

0

0.005

0.01

0.015

Chebyshev TSM, 4 intervals, original
Chebyshev TSM, 4 intervals, rebuilt
Chebyshev TSM, 8 intervals, original
Chebyshev TSM, 8 intervals, rebuilt
Chebyshev TSM, 16 intervals, original
Chebyshev TSM, 16 intervals, rebuilt
Fourier TSM, 32 intervals, rebuilt

(b) Drag coefficient

Angle of Attack( )

M
om

en
t c

oe
ffi

ci
en

t c
m

0 1 2

-0.014

-0.012

-0.01

-0.008

-0.006

Chebyshev TSM, 4 intervals, original
Chebyshev TSM, 4 intervals, rebuilt
Chebyshev TSM, 8 intervals, original
Chebyshev TSM, 8 intervals, rebuilt
Chebyshev TSM, 16 intervals, original
Chebyshev TSM, 16 intervals, rebuilt
Fourier TSM, 32 intervals, rebuilt

(c) Moment coefficient

Figure 3.26: Pitching NACA0012 airfoil, non-periodic inviscid flow, force coefficient versus
angle of attack.
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many as 17 Chebyshev polynomials are needed to the complicated variation of these two

force coefficients.

3.4.4 Non-periodic Laminar Flow over Pitching NACA0012 Air-

foil

Though the flow in the previous non-periodic test case is inviscid, the shock-wave movement

imposes great challenge for the Chebyshev time spectral method to save computational

efforts. It’s interesting to test the method in non-periodic laminar flow test cases. For the

sake of convenience, one of such test cases is constructed from the laminar periodic flow over

the pitching NACA0012 airfoil. In this constructed non-periodic test case, the NACA0012

airfoil pitches at M∞ = 0.5 and Re = 5000. So the flow is shock-free and laminar. For the

pitching motion, α0 = 0.0◦, αm = 1.51◦ and κ = 0.05. Since the mean angle of attack is

zero and the pitching motion is moderate, flow in most surface area is attached. Only small

vortices could occur near the trailing edge.

To construct the present non-periodic test case, the pitching motion is considered only in

the time interval (0, 0.53T ), where T is the pitching period. The exact initial flow field is

obtained in the similar manner used for the inviscid non-periodic test case. The difference is

only 16 intervals are used in one period for the periodic laminar calculation using the Fourier

time spectral method. This is because the present laminar flow is shock-free and 16 intervals

in a period should be sufficient to achieve accurate periodic solution.

A 257× 65 C-type mesh is used for both the LU-SGS and the explicit Runge-Kutta solver.

The distance in the surface normal direction from the first grid point to the surface is 1×10−4.

The convergence criteria is set to 1× 10−5. In the computations using the Chebyshev time

spectral method, the time interval of interest is divided into either 4 or 8 smaller intervals

for two different time resolution. The periodic solution obtained by Fourier time spectral
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method with 16 intervals in a period is also plotted to provide exact solution.

The variation of integrated force coefficients with respect to angle of attack obtained from

the present computations are shown in Figure 3.27. The symbols denote the results on the

original real time levels, while the lines represent the rebuilt results by the resolved Fourier

modes or Chebyshev polynomials. The rebuilt results are plotted on 129 equally spaced real

time levels. As time resolution increases, the results using Chebyshev time spectral method

converge to the exact solution in the quarter period of interest. It can be seen, results

using Chebyshev time spectral method with 4 intervals deviate from the exact solution.

The deviation for lift and moment coefficient is small, while that for the drag coefficient is

dramatic. When time resolution is increased to having 8 intervals in the time interval of

interest, the non-periodic variation of all the force coefficients can be well predicted by the

Chebyshev time spectral method. It can be concluded from the present laminar test case,

phenomena such as the boundary layer adjacent to airfoil surface and small vortices near

trailing edge does not impose great challenge for the Chebyshev time spectral method to

save computational effort. However, if separation occurs in the flow above airfoil surface or

shock wave appears and interacts with the boundary layer. Much finer time resolution may

be required to well resolve the temporal variation of the aerodynamic forces.
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Figure 3.27: Pitching NACA0012 airfoil, non-periodic laminar flow, force coefficient versus
angle of attack.
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Chapter 4

The Space-Time LU-SGS Scheme for

the Time Spectral Method

As discussed in Section 1.1, the dual-time stepping scheme using the Backward Difference

Formula (BDF) method could be improved to achieve higher computational efficiency in two

aspects. The first aspect is the real time accuracy. The BDF method only couples three

real time levels to discretize the real time derivatives hence it is second-order in real time.

Though it is more accurate than the two-step first-order backward Euler discretization, the

accuracy of the BDF method is still of algebraic order. In contrast, the time spectral method

couples all real time levels in the time interval of interest. This method could achieve higher

than any algebraic order time accuracy in the most ideal cases, like the subsonic shock-free

flows over a pitching airfoil. So as shown and concluded in last chapter, the efficiency of

unsteady flow computations can be improved by replacing the BDF method with the time

spectral method.

However, in the early development of time spectral method, the explicit Runge-Kutta pseudo-

time marching is still employed to get the steady-state time spectral solution. In explicit

63



schemes, the pseudo-time step is limited due to CFL condition. The situation becomes worse

when the explicit pseudo-time marching schemes are applied to time spectral method. It

is well-known that the stability requirement could be greatly relaxed or even removed in

implicit schemes. So developing implicit pseudo-time marching schemes suitable for time

spectral method has great potential to further improve efficiency of unsteady computations.

Several attempts were made in this direction recently [24] [25] [26] [27]. Fast convergence

and improved computational efficiency were reported for these schemes. However these

implicit schemes are all based on separating treatments in space and time; hence they are

very complex and not straightforward. The present work is seeking a new simpler algorithm

using unified treatments in both space and time.

In those recently proposed implicit schemes, the original Lower-Upper Symmetric Gauss-

Seidel (LU-SGS) scheme for steady-state computations are frequently employed due to its

low numerical complexity and modest memory requirements, which are both comparable to

an explicit Runge-Kutta scheme. For this reason, the original LU-SGS scheme is also adopted

in the new implicit scheme proposed by this dissertation. In this chapter, the original LU-

SGS scheme is derived and validated with test cases first. Then the Block-Jacobi implicit

algorithm [24] for time spectral method, which is one of the most representative methods

making use of the original LU-SGS scheme, is introduced. Finally, a new space-time LU-SGS

scheme is proposed and validated in test cases. Computational performance of this scheme

is compared with that of Block-Jacobi implicit algorithm.
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4.1 The LU-SGS Scheme for Steady Problems and its

Formulation

For the sake of simplicity, the original Lower Upper-Symmetric Gauss Seidel (LU-SGS)

scheme for steady-state calculation is derived on the two-dimensional Euler equations, which

can be written in differential form as

∂w

∂t
+

∂f

∂x
+

∂g

∂y
= 0 (4.1)

where

w =














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ρ
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






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




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ρū
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ρv̄

ρuv̄

ρvv̄ + p

ρEv̄ + pv
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
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
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







(4.2)

and (ū, v̄) = (u − ub, v − vb) stands for the local convective velocity relative to the control

surface moving at the velocity of (ub, vb).

Integrating the above equations over a quadrilateral grid cell in two-dimensional space, the

general implicit scheme can be formulated as

Ωi,j

wq+1
i,j − wq

i,j

∆t
+ β

4
∑

m=1

[F(wq+1
m ) · ~Sm] + (1− β)

4
∑

m=1

[F(wq
m) · ~Sm] = 0 (4.3)

where Ωi,j is the volume of cell (i, j), m the index of a cell face, F(wm) = f(wm)~i+ g(wm)~j

and ~Sm = (nx,m
~i + ny,m

~j)∆Sm the surface vector with surface length ∆Sm and surface

direction vector (nx,m, ny,m) pointing outwards for face m. The sketch of such a grid cell is

shown in Figure 4.1.
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Figure 4.1: Sketch of a grid cell for current LU-SGS scheme (in two dimensions) [39].

If β = 1
2
the scheme remains second-order accurate in time, while for other values of β

the time accuracy drops to first order. Following Yoon and Jameson’s choice [8], β = 1 is

adopted here. The convective flux of time step q + 1 can be linearised at time step q as

follows

F(wq+1
m ) = f(wq+1

m )~i+ g(wq+1
m )~j

= [f(wq
m)~i+ (

∂f

∂w
)mδwm]~i+ [g(wq

m)~i+ (
∂g

∂w
)mδwm]~j

= F(wq
m) + Amδwm

~i+ Bmδwm
~j

(4.4)

where Am = ( ∂f
∂w

)m and Bm = ( ∂g

∂w
)m are convective flux Jacobian matrices in x and y

directions respectively. Then equation (4.3) can be cast into the following form

Ωi,jδwi,j +∆t
4

∑

m=1

Am∆Smδwm +∆tRi,j = 0 (4.5)

where Ri,j =
4
∑

m=1

[F(wq
m) · ~Sm] is the explicit residual estimated at time step q and Am =

Amnx,m + Bmny,m the convective flux Jacobian matrix on cell face m.

To proceed further, firstly, all outward surface vectors should be reoriented so that they all
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point in the i increasing or j increasing directions. Then equation (4.5) can be rewritten as

Ωi,jδwi,j −∆t[Ai− 1

2
,j(−nx,i− 1

2
,j) + Bi− 1

2
,j(−ny,i− 1

2
,j)]δwi− 1

2
,j∆Si− 1

2
,j

+∆t[Ai+ 1

2
,j(nx,i+ 1

2
,j) + Bi+ 1

2
,j(ny,i+ 1

2
,j)]δwi+ 1

2
,j∆Si+ 1

2
,j

−∆t[Ai,j− 1

2

(−nx,i,j− 1

2

) + Bi,j− 1

2

(−ny,i,j− 1

2

)]δwi,j− 1

2

∆Sj,i− 1

2

+∆t[Ai,j+ 1

2

(nx,i,j+ 1

2

) + Bi,j+ 1

2

(ny,i,j+ 1

2

)]δwi,j+ 1

2

∆Si,j+ 1

2

+∆tRi,j = 0

(4.6)

The above equation can be simplified using Ãi− 1

2
,j = Ai− 1

2
,j(−nx,i− 1

2
,j) + Bi− 1

2
,j(−ny,i− 1

2
,j)

and Âi+ 1

2
,j = Ai+ 1

2
,j(nx,i+ 1

2
,j) + Bi+ 1

2
,j(ny,i+ 1

2
,j) in i direction for example. Next, following

Yoon and Jameson’s approach[8], the matrix Ãi− 1

2
,j can be split as

Ãi− 1

2
,j = Ã+

i− 1

2
,j
+ Ã−

i− 1

2
,j

(4.7)

where the “ + ” matrix and the “− ” matrix are constructed in the following way such that

the eigenvalues of “ + ” matrix are non-negative and those of “− ” matrix are non-positive.
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2
,j)
∣
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∣
+ ci− 1
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,j]I}
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2
{Ãi− 1
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∣ūi− 1
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,j(−nx,i− 1

2
,j) + v̄i− 1

2
,j(−ny,i− 1

2
,j)
∣

∣

∣+ ci− 1

2
,j ]I}

(4.8)

Here c is the local speed of sound on cell face (i − 1
2
, j) and I is the identity matrix.

∣

∣

∣
ūi− 1

2
,j(−nx,i− 1

2
,j) + v̄i− 1

2
,j(−ny,i− 1

2
,j)
∣

∣

∣
+ c is the spectral radius of matrix Ãi− 1

2
,j. Employing

up-winding concept, the “ + ” matrix at grid side (i − 1
2
, j) can be estimated on its left

neighbouring cell center (i− 1, j). This is because all eigenvalues of the “ + ” matrix being

non-negative indicate that all information propagates in the i increasing direction. Similarly,

the “− ” matrix at grid side (i− 1
2
, j) can be calculated on its right neighbouring cell center
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(i, j). Having the above ideas in mind, equation (4.6) can be modified as

Ωi,jδwi,j −∆t[Ã+
i−1,jδwi−1,j + Ã−

i,jδwi,j]∆Si− 1

2
,j

+∆t[Â+
i,jδwi,j + Â−

i+1,jδwi+1,j ]∆Si+ 1

2
,j

−∆t[Ã+
i,j−1δwi,j−1 + Ã−

i,jδwi,j]∆Si,j− 1

2

+∆t[Â+
i,jδwi,j + Â−

i,j+1δwi,j+1]∆Si,j+ 1

2

+∆tRi,j = 0

(4.9)

In the above equation, it can be shown that in the i direction

Â+
i,j∆Si+ 1

2
,jδwi,j − Ã−

i,j∆Si− 1

2
,jδwi,j = [

∣

∣ūi,jn
I
x,i,j + v̄i,jn

J
y,i,j

∣

∣+ ci,j]∆SI
i,jδwi,jI (4.10)

if the following relations are defined in the way specified by Blazek [39]

nI
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Similarly, in the j direction

Â+
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2
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i,j∆Si,j− 1

2
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J
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with

nJ
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(4.13)
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Finally (4.9) can be rearranged as
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I
y,i,j

∣

∣+ ci,j)∆SI
i,j +∆t(

∣

∣ūi,jn
J
x,i,j + v̄i,jn

J
y,i,j

∣

∣+ ci,j)∆SJ
i,j]δwi,j

+∆t[−Ã+
i−1,j∆Si− 1

2
,jδwi−1,j − Ã+

i,j−1∆Si,j− 1

2

δwi,j−1

+ Â−
i+1,j∆Si+ 1

2
,jδwi+1,j + Â−

i,j+1∆Si,j+ 1

2

δwi,j+1] + ∆tRi,j = 0

(4.14)

The discretized system expressed by Equation (4.14) is actually a set of linear equations for

solution update δw over all points in the computational domain. The coefficient matrix of this

set of linear equations is usually called the implicit operator or system matrix [39]. Clearly,

from the above derivation, only convective fluxes are considered in the implicit operator. To

make the implicit scheme have the best convergence behaviour, artificial dissipation fluxes

should also be treated in the implicit operator. However, if the artificial dissipation term

is small compared to convective term (which is usually the case), ignoring it in the implicit

operator would not influence the convergence of the scheme too much. For this reason,

the artificial dissipation term is not considered in the implicit operator throughout this

dissertation to make the scheme simple and easy to implement.

In the implicit operator, it can be observed that the coefficient in front of δwi,j shown in

(4.14) will appear in diagonal elements. Coefficients in front of δwi−1,j and δwi,j−1 will be

in the lower triangular part, while those in front of δwi+1,j and δwi,j+1 will show up in the

upper triangular part. Regardless the number of dimensions of a flow problem, the implicit

operator matrix is always composed of such diagonal, lower and upper matrices. This is

one feature of the present LU-SGS scheme. The “LU” in the name of the method is short

for “Lower and Upper”, which refers to the above fact. The “SGS” in the method’s name

is short for “Symmetric Gauss-Seidel” iterations, which involves two “symmetric” sweeping

procedures and is described as follows
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Forward sweep

[Ωi,j +∆t(
∣

∣ūi,jn
I
x,i,j + v̄i,jn

I
y,i,j

∣

∣+ ci,j)∆SI
i,j +∆t(

∣

∣ūi,jn
J
x,i,j + v̄i,jn

J
y,i,j

∣

∣+ ci,j)∆SJ
i,j]δw

∗
i,j

+∆t[−Ã+
i−1,j∆Si− 1

2
,jδw

∗
i−1,j − Ã+

i,j−1∆Si,j− 1

2

δw∗
i,j−1

+ Â−
i+1,j∆Si+ 1

2
,jδw

(0)
i+1,j + Â−

i,j+1∆Si,j+ 1

2

δw
(0)
i,j+1] + ∆tRi,j = 0

(4.15)

Backward sweep

[Ωi,j +∆t(
∣

∣ūi,jn
I
x,i,j + v̄i,jn

I
y,i,j

∣

∣+ ci,j)∆SI
i,j +∆t(

∣

∣ūi,jn
J
x,i,j + v̄i,jn

J
y,i,j

∣

∣+ ci,j)∆SJ
i,j]δw

(1)
i,j

+∆t[−Ã+
i−1,j∆Si− 1

2
,jδw

∗
i−1,j − Ã+

i,j−1∆Si,j− 1

2

δw∗
i,j−1

+ Â−
i+1,j∆Si+ 1

2
,jδw

(1)
i+1,j + Â−

i,j+1∆Si,j+ 1

2

δw
(1)
i,j+1] + ∆tRi,j = 0

(4.16)

where δw(0) is initial value of a solution update before forward sweep, δw∗ is the intermediate

value after forward sweep, and δw(1) is the final solution update after backward sweep. When

the two sweeps are completed, the solution on each point in the computational domain is

updated as

wq+1 = wq + δw(1) (4.17)

Usually, for the sake of simplicity, the initial value of solution update δw(0) is set to be zero

over the entire computational domain including all boundaries. In this way, the evolution of

solution update on point (i, j) can be formulated as follows

Forward sweep

δw∗
i,j =

∆t

Ωi,j +∆t(
∣

∣ūi,jnI
x,i,j + v̄i,jnI

y,i,j

∣

∣+ ci,j)∆SI
i,j +∆t(

∣

∣ūi,jnJ
x,i,j + v̄i,jnJ

y,i,j

∣

∣+ ci,j)∆SJ
i,j

[Ã+
i−1,j∆Si− 1

2
,jδw

∗
i−1,j + Ã+

i,j−1∆Si,j− 1

2

δw∗
i,j−1 −Ri,j ]

(4.18)
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Backward sweep

δw
(1)
i,j =

∆t

Ωi,j +∆t(
∣

∣ūi,jnI
x,i,j + v̄i,jnI

y,i,j

∣

∣+ ci,j)∆SI
i,j +∆t(

∣

∣ūi,jnJ
x,i,j + v̄i,jnJ

y,i,j

∣

∣+ ci,j)∆SJ
i,j

[Ã+
i−1,j∆Si− 1

2
,jδw

∗
i−1,j + Ã+

i,j−1∆Si,j− 1

2

δw∗
i,j−1

− Â−
i+1,j∆Si+ 1

2
,jδw

(1)
i+1,j − Â−

i,j+1∆Si,j+ 1

2

δw
(1)
i,j+1 −Ri,j]

(4.19)

To guarantee convergence of the Gauss-Seidel iteration method, it is well known that the

coefficient matrix of the corresponding linear system should be diagonally dominant. In the

present LU-SGS scheme, this requirement is satisfied by introducing the way of constructing

the A+ and A− matrices, which is illustrated in (4.7) and (4.8) already. It can be seen that

the spectral radius of local convective flux Jacobian matrix is always in the diagonal elements

of the implicit operator. This feature brings another advantage of the scheme. Since the

spectral radius is a number, which is easier to be converted than a matrix, the local solution

update can be calculated very conveniently.

For a lot of steady inviscid flow problems described by the Euler equations, an infinitely

large time step ∆t is usually allowed for fast stable convergence. Then the LU-SGS scheme

expressed in (4.18) and (4.19) reduces to an approximate Newton iteration method [8] as

Forward sweep

δw∗
i,j =

1

(
∣

∣ūi,jnI
x,i,j + v̄i,jnI

y,i,j

∣

∣+ ci,j)∆SI
i,j + (

∣

∣ūi,jnJ
x,i,j + v̄i,jnJ

y,i,j

∣

∣+ ci,j)∆SJ
i,j

[Ã+
i−1,j∆Si− 1

2
,jδw

∗
i−1,j + Ã+

i,j−1∆Si,j− 1

2

δw∗
i,j−1 −Ri,j ]

(4.20)
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Backward sweep

δw
(1)
i,j =

1

(
∣

∣ūi,jnI
x,i,j + v̄i,jnI

y,i,j

∣

∣+ ci,j)∆SI
i,j + (

∣

∣ūi,jnJ
x,i,j + v̄i,jnJ

y,i,j

∣

∣+ ci,j)∆SJ
i,j

[Ã+
i−1,j∆Si− 1

2
,jδw

∗
i−1,j + Ã+

i,j−1∆Si,j− 1

2

δw∗
i,j−1

− Â−
i+1,j∆Si+ 1

2
,jδw

(1)
i+1,j − Â−

i,j+1∆Si,j+ 1

2

δw
(1)
i,j+1 −Ri,j ]

(4.21)

In order to avoid explicit calculation and storage of the convective flux Jacobian matrices in

the LU-SGS scheme, the products A±δw∆S can be approximately evaluated by calculating

the flux difference [39]. For example, during forward sweep

Ã+
i−1,j∆Si− 1

2
,jδw

∗
i−1,j =

1

2
{[F(wq

i−1,j + δw∗
i−1,j)− F(wq

i−1,j)] · (−~Si− 1

2
,j)

+[
∣

∣

∣
ūi−1,j(−nx,i− 1

2
,j) + v̄i−1,j(−ny,i− 1

2
,j)
∣

∣

∣
+ ci−1,j ]∆Si− 1

2
,j}

(4.22)

note that product Ã+
i−1,j∆Si− 1

2
,jδw

∗
i−1,j is used for updating δw∗

i,j . Point (i − 1, j) is swept

before point (i, j) during forward sweep. So δw∗
i−1,j has already become available when δw∗

i,j

is calculated. The use of (4.22) utilizes this fact.

Another important feature of the LU-SGS scheme is the diagonal sweeping order. For the

forward sweep, this special sweeping order is illustrated in Figure 4.2. • denotes the points

that are currently swept(on line i + j = constant), while × denotes the points that have

been swept already. During backward sweep, the sweeping order is reversed, in other words,

from top right to bottom left. For every diagonal line, solution update δw can be calculated

independently on each point of it. It indicates the scheme can be easily vectorised [39]. This

is why the diagonal sweeping order is frequently used.

When viscous effect is considered, the above LU-SGS scheme needs to be revised. First of

all, the explicit residual should include viscous fluxes. Besides, the viscous fluxes should

be treated in the implicit operator of LU-SGS scheme. This requirement has to be fulfilled

especially for the viscous flows where viscous effect is also significant in large area, such as
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Figure 4.2: Sweeping order of the LU-SGS scheme in computational domain [39].

the low Reynolds flow over a circular cylinder. However, the complete treatment of viscous

term in the implicit operator is very complicated. To balance the accuracy of the scheme

and the implementation difficulty, the way suggested by Tysinger and Caughey [40] [41] is

employed in this dissertation. That is to add the following term to the diagonal elements in

the implicit operator

γµ

ρPr

(∆SI
i,j)

2 + (∆SJ
i,j)

2

Ωi,j

(4.23)

where γ is the ratio of specific heats, ρ the local density, Pr the Prandtl number and Ω

the volume of grid cell. ∆SI
i,j and ∆SJ

i,j are length defined in (4.11) and (4.13) respectively.

This term is actually the largest eigenvalue of the viscous Jacobian matrix. It has the

same dimension as the spectral radius of the convective Jacobian matrix. The contribution

of viscous fluxes to the lower and upper parts of the implicit operator is ignored. These

treatments still maintain the implicit operator being diagonally dominant, hence guarantee

the convergence of the Guass-Seidel iterations in LU-SGS scheme. And the new diagonal

coefficient in the implicit operator remains a number, which still can be easily converted.

Finally, the forward and backward sweep formula should be revised accordingly. For example,
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equation (4.18) and (4.19) become

Forward sweep

δw∗
i,j =

∆t

D
[Ã+

i−1,j∆Si− 1

2
,jδw

∗
i−1,j + Ã+

i,j−1∆Si,j− 1

2

δw∗
i,j−1 −Ri,j] (4.24)

Backward sweep

δw
(1)
i,j =

∆t

D
[Ã+

i−1,j∆Si− 1

2
,jδw

∗
i−1,j + Ã+

i,j−1∆Si,j− 1

2

δw∗
i,j−1

− Â−
i+1,j∆Si+ 1

2
,jδw

(1)
i+1,j − Â−

i,j+1∆Si,j+ 1

2

δw
(1)
i,j+1 −Ri,j ]

(4.25)

where

D = Ωi,j +∆t(
∣

∣ūi,jn
I
x,i,j + v̄i,jn

I
y,i,j

∣

∣+ ci,j)∆SI
i,j

+∆t(
∣

∣ūi,jn
J
x,i,j + v̄i,jn

J
y,i,j

∣

∣+ ci,j)∆SJ
i,j

+∆t
γµ

ρPr

(∆SI
i,j)

2 + (∆SJ
i,j)

2

Ωi,j

(4.26)

4.2 Steady Flow Test Cases Using the LU-SGS Scheme

To validate the present LU-SGS solver and show improvement of computational efficiency

by replacing the explicit Runge-Kutta solver with this solver, computation results for the

following test cases are shown and discussed.

4.2.1 Transonic Inviscid Flow over a NACA0012 Airfoil

Inviscid transonic flow over NACA0012 airfoil at M∞ = 0.8, angle of attack α = 1.25◦ is

a well-studied case for testing transonic flow solvers. Computational results using explicit

Runge-Kutta solver and LU-SGS solver can be found in [8]. It is also a test case in the

earliest references reporting progress on LU-SGS scheme. For these reasons, this test case is
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Figure 4.3: NACA0012 airfoil,body-fitted mesh.

chosen to be the first one for validating present LU-SGS solver.

A 129 × 33 C-type body-fitted mesh is used here. The mesh is shown in figure 4.3(a), the

close view near airfoil surface is shown in figure 4.3(b).

Convergence history using LU-SGS scheme and explicit Runge-Kutta scheme is shown in

Figure 4.4. The convergence criteria is set to be 1× 10−14. In Figure 4.4(a), it can be found

that the explicit Runge-Kutta solver takes 376 multigrid cycles to reach convergence, which

is approximately 1.61 times of that for the LU-SGS solver to reach the same residual level.

When consumed CPU time is compared, the ratio rises a little to 1.67. This suggests the

current LU-SGS solver consumes less CPU time in each multigrid cycle. It is mainly because

the 5-stage explicit Runge-Kutta solver needs to calculate convective fluxes five times, while

present LU-SGS solver just do it three times(once in the explicit residual, the other two

in the implicit operator). So this test case reveals two desired features of LU-SGS scheme

compared to the explicit Runge-Kutta solver. Firstly, the LU-SGS solver saves CPU time

during each multigrid cycle. Secondly, less multigrid cycles are required for the LU-SGS

solver to reach the same convergence criteria.
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Figure 4.4: NACA0012 airfoil, steady inviscid flow, convergence history.
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Figure 4.5: NACA0012 airfoil, steady inviscid flow, pressure coefficient.
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Figure 4.6: NACA0012 airfoil, steady inviscid flow, Mach number contours.

The comparison on computed surface pressure coefficient distribution is shown in Figure 4.5.

The result using the LU-SGS solver matches the one using explicit Runge-Kutta solver very

well. So both computations converge to the same solution.

The Mach number contours using LU-SGS solver are shown in Figure 4.6. It can be seen

that a strong shock wave occurs on the upper airfoil surface, while a very week shock wave

can be found on the lower surface. These features are very similar to those reported in [8].

4.2.2 Subsonic Laminar Flow over a NACA0012 Airfoil

A purely subsonic laminar flow over NACA0012 airfoil at M∞ = 0.5, angle of attack α = 0◦

and Reynolds number Re = 5000 is computed as the second test case. A 257 × 65 C-type

mesh is used for both the LU-SGS and the explicit Runge-Kutta solver. The distance in the

surface normal direction from the first grid point to the surface is 1 × 10−4. The mesh is
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Figure 4.7: NACA0012 airfoil,body-fitted mesh.

shown in Figure 4.7(a) and the close view near the airfoil surface is shown in Figure 4.7(b).

The Mach number contours using LU-SGS solver are shown in Figure 4.8. Separation occurs

close to the trailing edge of the airfoil. It can be observed that viscous effects are only

significant in a small region near the airfoil, as well as in the wake region since local Mach

number in these these areas is pretty low.

The computed surface pressure coefficient and skin friction distribution are shown in Fig-

ure 4.9. Computations using the present LU-SGS solver and the explicit Runge-Kutta solver

both converge to the same solution.

The convergence history vesus multigrid cycle is shown in Figure 4.10(a), while the result

versus CPU time is shown in Figure 4.10(b). The convergence criteria is set to be 1× 10−5.

It can be seen that, to reach convergence, explicit Runge-Kutta solver needs approximately

1.75 times the number of multigrid cycles that are required by LU-SGS solver. When CPU

time is considered, this ratio increases to 2.59. Compared to the previous inviscid test case,

LU-SGS solver saves more CPU time during each multigrid cycle(relative to explicit Runge-
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Figure 4.8: NACA0012 airfoil, steady laminar flow, Mach number contours.
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Figure 4.9: NACA0012 airfoil, steady laminar flow, surface force coefficient.
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Figure 4.10: NACA0012 airfoil, steady laminar flow, convergence history.

Kutta solver) in laminar flow computations. This is due to the fact that the viscous fluxes are

evaluated only once in LU-SGS solver on every grid level, while the explicit Runge-Kutta

solver usually does it at least three times. The convergence history of this test case also

shows that the modification on the original LU-SGS scheme for Euler equations to include

viscous effects is successful. The improvement on computational efficiency using LU-SGS

solver is maintained.

4.2.3 Laminar Flow over a Circular Cylinder

The laminar flow over a circular cylinder at Re = 40 has been extensively studied in exper-

iments and computations. It serves as a good test case for numerical methods, and hence is

selected as the third test case for the present LU-SGS solver.

The sketch of the flow field is shown in Figure 4.11. Key parameters that quantitatively

describing flow features, such as the length of the wake L, distance between two vortices b,

distance from any vortex core to the trailing edge of the cylinder a and the separation angle
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Figure 4.11: Sketch of laminar flow over a circular cylinder.
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Figure 4.12: Circular cylinder,body-fitted mesh.

θ are labelled in the sketch. At this low Reynolds number, the laminar flow is steady.

The free-stream Mach number is set to be M∞ = 0.1, which indicates the flow is essentially

incompressible. However, the flow can still be computed using the present compressible flow

solver.

A 257×257 O-type mesh is used, which is shown in Figure 4.12(a), while the close view near

the surface is shown in Figure 4.12(b). The distance in the surface normal direction from

the first grid point to the cylinder is 1 × 10−2. The far field boundary of the mesh extends

to approximately 100 times of the cylinder diameter away from the cylinder center. The
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Table 4.1: Flow over circular cylinder, LU-SGS results
Cd θ Lw/D a/D b/D

Tritton [42] 1.48
Coutanceau & Bouard [43] 126.2◦ 2.13 0.76 0.59

Dennis & Chang [44] 1.52 126.2◦ 2.35
Fornberg [45] 1.50 124.4◦ 2.24

Gautier et al. [46] 1.49 126.4◦ 2.24 0.71 0.59
Present LU-SGS 1.51 126.3◦ 2.21 0.71 0.60

explicit Runge-Kutta 1.51 126.3◦ 2.21 0.71 0.60
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Figure 4.13: Circular cylinder, steady laminar flow, convergence history.

computational results using the present LU-SGS scheme are compared to those using the

explicit Runge-Kutta solver, as well as results of experiments and computations in Table 4.1.

It can be seen that the present computations can precisely capture key flow field features

and match results in literature very well.

The convergence history using the present LU-SGS solver is compared with that for the

explicit Runge-Kutta solver in Figure 4.13. It can be observed that computation using LU-

SGS solver converges to the criteria of 1 × 10−5 much faster than that using Runge-Kutta

solver. The number of multigrid cycles for the latter to converge is about 3.26 times of that
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Figure 4.14: Circular cylinder, steady laminar flow, surface force coefficient.

needed for the former. When CPU time is compared, this ratio goes up to approximately 5,

which means LU-SGS solver still saves considerable CPU time during each multigrid cycle.

The computational results confirm the conclusion that is made in the previous laminar flow

test case. The use of the present LU-SGS solver can greatly reduce computational cost

relative to explicit Runge-Kutta solver in laminar flow computations. Even for the flows at

low Reynolds number, the efficiency advantage of using present LU-SGS is still obvious.

The computed surface pressure coefficient and skin friction coefficient distributions are shown

in Figure 4.14. It can be observed that computations using the two solvers both converge

to the same solution. Contours of the flow field and streamlines are shown in Figure 4.15.

Two symmetric attached vortices can be seen behind the cylinder. This could explain why

in Figure 4.14(b), the surface skin friction near the trailing edge is negative. This is because

reverse flows occur in that area due to the attached vortices.
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Figure 4.15: Circular cylinder, steady laminar flow, flow field contours.

4.3 The Block-Jacobi Implicit Algorithm

For the unsteady problems, implicit schemes based on the original LU-SGS scheme can be

developed to work with the Time Spectral Method. The block-Jacobi implicit algorithm

proposed by Frederic Sicot et al. [24] is a representative one of this kind. The algorithm was

applied with the Fourier time spectral method and reported to be very efficient in solving

periodic flow problems, such as three-dimensional turbulent flow over a pitching wing.

To derive the Block-Jacobi Implicit algorithm, the unsteady flow governing equations with

application of Fourier time spectral method are written in semi-discrete form as

Ω
∆Wn

∆tn
= −[R(W q+1

n ) + ΩDn( ~W
q+1)], 0 ≤ n < 2N + 1 (4.27)

where ∆Wn = W q+1
n −W q

n is the solution update on the nth real time level, ~W is the solution

vector composed of solutions on all real time levels and N the number of resolved Fourier

modes. Following the original derivation, odd number of real time levels (2N + 1) is used.

Dn is the Fourier time spectral operator for the nth real time level and can be specified
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through

Dn( ~W
q+1) =

2N+1
∑

m=0

Fn,mW
q+1
m (4.28)

where Fn,m represents element of the Fourier time spectral operator matrix.

In equation (4.27), the steady residual evaluated at step q + 1 can be linearised at step q as

R(W q+1
n ) = R(W q

n) + Jn∆Wn +O((∆Wn)
2) (4.29)

Since the Fourier time spectral operator is linear, the real time derivative term approximated

at step q+1 and be calculated at step q as

Dn( ~W
q+1) = Dn( ~W

q) +Dn(∆ ~W ) (4.30)

Then equation (4.27) can be rewritten as

(
Ω

∆tn
I + Jn)∆Wn + ΩDn(∆ ~W ) = −RTSM(W q

n), 0 ≤ n < 2N + 1 (4.31)

where RTSM(W q
n) is the explicit unsteady residual evaluated at step q. Equation (4.31) for

all real time levels can be listed together and written in the form of Ax = b,where x and b

are given by

x = [∆W0, . . . ,∆Wn−1,∆Wn,∆Wn+1, . . . ,∆W2N+1]
T

b = [RTSM(W q
0 ), . . . , RTSM(W q

n−1), RTSM(W q
n), RTSM(W q

n+1), . . . , RTSM(W q
2N+1)]

T

(4.32)
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The matrix A can be assembled as

A =







































Ω
∆t0

I + J0 . . . ΩF0,n−1 ΩF0,n ΩF0,n+1 . . . ΩF0,2N+1

...
. . .

...
...

...
...

ΩFn−1,0 . . . Ω
∆tn−1

I + Jn−1 ΩFn−1,n ΩFn−1,n+1 . . . ΩFn−1,2N+1

ΩFn,0 . . . ΩFn,n−1
Ω

∆tn
I + Jn ΩFn,n+1 . . . ΩFn,2N+1

ΩFn+1,0 . . . ΩFn+1,n−1 ΩFn+1,n
Ω

∆tn+1
I + Jn+1 . . . ΩFn+1,2N+1

...
...

...
...

. . .
...

ΩF2N+1,0 . . . ΩF2N+1,n−1 ΩF2N+1,n ΩF2N+1,n+1 . . . Ω
∆t2N+1

I + J2N+1







































(4.33)

It can be seen this matrix is block full and it could be split in three parts as A = L+D+U.

Then a standard block-Jacobi iteration algorithm can be constructed as

Dxl+1 = b− (L+U)xl (4.34)

Specifying this equation on each real time level and notice Fn,n = 0, the following equation

can be obtained

(
Ω

∆tn
I + Jn)∆W l+1

n = −RTSM(W q
n)− ΩDn(∆ ~W l), 0 ≤ n < 2N + 1 (4.35)

where ∆ ~W l = [∆W l
0, . . . ,∆W l

n−1,∆W l
n,∆W l

n+1, . . . ,∆W l
2N+1]

T

In equation 4.35, the solution update at block-Jacobi step l is known, while that at step l+1

is unknown and needs to be solved. Though the real time derivative term approximated

by Fourier time spectral operator is initially included in the original full block implicit

operator, its contribution is removed from the new reduced implicit operator in the block-

Jacobi algorithm. The term representing this contribution, which is ΩDn(∆ ~W l) in equation

(4.35), serves as an known source term. In this case, at every block-Jacobi step, equation

(4.35) reduces in the form of classical implicit scheme for steady problems. At this point
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the original LU-SGS scheme for steady problems can be applied at each real time level

of a block-Jacobi step. To ensure the strongest coupling through updating ΩDn(∆ ~W l),

Sicot [24] proposed to carry out only one Gauss-Seidel sweep (on each real time level) at

a block-Jacobi step and update the implicit coupling term ΩDn(∆ ~W l) before each Gauss-

Seidel sweep. However, a block-Jacobi step with forward sweep should be followed by one

with backward sweep to balance the successive sweeping procedure. So an even number of

block-Jacobi steps lmax(1 ≤ l ≤ lmax) is suggested to be used. Then the successive sweeping

procedure at each block-Jacobi step is given by forward sweep

(Ln +Dn)W
l+1
n = −UnW

l
n −RTSM(W q

n)− ΩDn(∆ ~W l), 0 ≤ n < 2N + 1 (4.36)

if l is odd and backward sweep

(Dn + Un)W
l+1
n = −LnW

l
n −RTSM(W q

n)− ΩDn(∆ ~W l), 0 ≤ n < 2N + 1 (4.37)

if l is even. Finally, after lmax block-Jacobi steps, solution at pseudo-time step q is updated

as W q+1
n = W q

n +∆W lmax

n .

Though fast convergence and improved efficiency of unsteady computations were achieved

using the Block-Jacobi implicit algorithm, the algorithm itself has the following drawbacks.

First, the algorithm is constructed based on the fact that diagonal elements of Fourier

time spectral operator Fn,n are zero. This is only true for Fourier time spectral method.

If a time spectral method does not use Fourier expansion, the diagonal elements of the

corresponding time spectral operator are not necessarily all zero, such as in Chebyshev time

spectral method. If that is the case, the Block-Jacobi implicit method may fail or at least

cannot be applied in its original form. This means the Block-Jacobi implicit method does

not work for different time spectral methods in a unified form.

Second, when solving the implicit system resulting from time spectral method, treatments in
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space and time are separated for the Block-Jacobi implicit algorithm. This leads to the fact

that equations and solutions in delta form in the implicit system must be listed according

to different real time levels. Then the implicit operator is split into blocks for different real

time levels; hence block-matrix operations have to be adopted in the algorithm. So it can

be observed that distinguishing space and time in solving the implicit system makes the

algorithm not simple and not straightforward.

Third, the use of LU-SGS sweeps is only confined on each real time level, or in other words,

only in space. So the algorithm only guarantees the just updated information in space can

be used as soon as it becomes available. The just updated information in time direction is

not used in the same way. Actually the time spectral coupling terms of the solution update

on all real time levels are calculated once at the beginning of each Block-Jacobi step and are

frozen during that Block-Jacobi step. So within a Block-Jacobi step, solution update that is

just obtained on real time level n and the earlier ones is not used immediately to calculate

the time spectral coupling term on real time level n + 1. This is the well-known feature of

a Jacobi iteration method. Clearly the Jacobi iteration method does not offer the fastest

convergence.

4.4 The Space-Time LU-SGS Scheme for the Fourier

Time Spectral Method and its Formulation

To make improvements on the drawbacks of Block-Jacobi implicit algorithm, a new space-

time LU-SGS (ST-LU-SGS) scheme for time spectral method is proposed in this dissertation.

This method is not based on specific features of a particular time spectral method, such as

the diagonal elements of a Fourier time spectral operator being all zero. Therefore it can be

applied to any time spectral method in a unified form. Most importantly, time is regarded as
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an additional dimension in space in the ST-LU-SGS scheme; hence treatments in time and

space for solving the implicit system resulting from time spectral method are not separated.

The original LU-SGS scheme for a steady-state problem is modified such that the Gauss-

Seidel sweeps are implemented not only in space but also in time. In this way the just

updated information in both space and time can be used immediately as soon as it becomes

available. This newly proposed scheme is simpler in algorithm and has the potential to make

computation more stable and converge not slower than the Block-Jacobi implicit algorithm.

To develop the ST-LU-SGS scheme, the unsteady Euler equations are used for the sake of

simplicity. After integration in two-dimensional space and applying the Fourier time spectral

method, equation (4.3) can be modified as

Ωi,j

wq+1
i,j,l − wq

i,j,l

∆t
+

4
∑

m=1

[F(wq+1
m,l ) · ~Sm] + Ωi,j

N−1
∑

n=0

Fl,nw
q+1
i,j,n = 0 (4.38)

where Fl,n denotes element of the Fourier time spectral operator with explicit flow frequency

inside, l the index number of real time level and N the total number of real time levels used

in time spectral method. In equation (4.38), since the time spectral operator is a linear, the

real time derivative approximated by it at pseudo-time step q+1 can be easily evaluated at

step q as

Ωi,j

N−1
∑

n=0

Fl,nw
q+1
i,j,n = Ωi,j

N−1
∑

n=0

Fl,nw
q
i,j,n + Ωi,j

N−1
∑

n=0

Fl,nδwi,j,n (4.39)

Substituting the above relation back and let β = 1 as usual, equation (4.5) is revised as

Ωi,jδwi,j,l +∆t

4
∑

m=1

Am,l∆Smδwm,l +∆tΩi,j

N−1
∑

n=0

Fl,nδwi,j,n +∆tR̃i,j,l = 0 (4.40)

where R̃i,j,l =
4
∑

m=1

[F(wq
m,l) · ~Sm]+Ωi,j

N−1
∑

n=0

Fl,nw
q
i,j,n is the explicit unsteady residual estimated

at pseudo-time step q. In equation (4.40), the third term can be split into three parts, one

for the real time levels in the past (n < l), one for the current real time level (n = l) and
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the last one for the real time levels in the future (n > l) as

∆tΩi,j

N−1
∑

n=0

Fl,nδwi,j,n = ∆tΩi,j

l−1
∑

n=0

Fl,nδwi,j,n+∆tΩi,jFl,lδwi,j,l+∆tΩi,j

N−1
∑

n=l+1

Fl,nδwi,j,n (4.41)

In the revised implicit operator, combining equation (4.41) and the original treatment for

space in the LU-SGS scheme for steady problem, equation (4.14) can be rewritten as

Dδwi,j,l +∆t[−Ã+
i−1,j,l∆Si− 1

2
,j,lδwi−1,j,l − Ã+

i,j−1,l∆Si,j− 1

2
,lδwi,j−1,l + Ωi,j

l−1
∑

n=0

Fl,nδwi,j,n

+ Â−
i+1,j,l∆Si+ 1

2
,j,lδwi+1,j,l + Â−

i,j+1,l∆Si,j+ 1

2
,lδwi,j+1,l + Ωi,j

N−1
∑

n=l+1

Fl,nδwi,j,n] + ∆tR̃i,j,l = 0

(4.42)

where

D = Ωi,j +∆t(
∣

∣ūi,j,ln
I
x,i,j,l + v̄i,j,ln

I
y,i,j,l

∣

∣+ ci,j,l)∆SI
i,j,l

+∆t(
∣

∣ūi,j,ln
J
x,i,j,l + v̄i,j,ln

J
y,i,j,l

∣

∣+ ci,j,l)∆SJ
i,j,l

+∆tΩi,jFl,l

(4.43)

In equation (4.43), terms due to Fourier time spectral operator are added to the implicit

operator. Among these terms, the coefficient in front of δwi,j,l appears in the diagonal

elements of the modified implicit operator. Coefficients of δwi,j,n(0 < n < l) will be found

in the lower triangular part, while those for δwi,j,n(l < n < N − 1) will be in the upper

triangular part. It can be shown that if the modified implicit operator matrix is assembled,

it will be an augmented matrix corresponding to solution update on all spatial points and

all real time levels. Unlike the banded matrix for steady problem, this matrix is full.

Based on equation (4.43), a symmetric Gauss-Seidel sweeping procedure similar to that for

steady problems can be constructed as follows.
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Forward sweep

δw∗
i,j,l =

∆t

D
[Ã+

i−1,j,l∆Si− 1

2
,j,lδw

∗
i−1,j,l + Ã+

i,j−1,l∆Si,j− 1

2
,lδw

∗
i,j−1,l

− Ωi,j

l−1
∑

n=0

Fl,nδwi,j,n − R̃i,j,l]
(4.44)

Backward sweep

δw
(1)
i,j,l =

∆t

D
[Ã+

i−1,j,l∆Si− 1

2
,j,lδw

∗
i−1,j,l + Ã+

i,j−1,l∆Si,j− 1

2
,lδw

∗
i,j−1,l

− Â−
i+1,j,l∆Si+ 1

2
,j,lδw

(1)
i+1,j,l − Â−

i,j+1,l∆Si,j+ 1

2
,lδw

(1)
i,j+1,l

− Ωi,j

N−1
∑

n=l+1

Fl,nδwi,j,n − R̃i,j,l]

(4.45)

where

D = Ωi,j +∆t(
∣

∣ūi,j,ln
I
x,i,j,l + v̄i,j,ln

I
y,i,j,l

∣

∣+ ci,j,l)∆SI
i,j,l

+∆t(
∣

∣ūi,j,ln
J
x,i,j,l + v̄i,j,ln

J
y,i,j,l

∣

∣+ ci,j,l)∆SJ
i,j,l

+∆tΩFl,l

(4.46)

When ∆t goes to infinity, the above scheme reduces to Newton iteration as:

Forward sweep

δw∗
i,j,l =

1

D
[Ã+

i−1,j,l∆Si− 1

2
,j,lδw

∗
i−1,j,l + Ã+

i,j−1,l∆Si,j− 1

2
,lδw

∗
i,j−1,l

− Ωi,j

l−1
∑

n=0

Fl,nδwi,j,n − R̃i,j,l]
(4.47)
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Backward sweep

δw
(1)
i,j,l =

1

D
[Ã+

i−1,j,l∆Si− 1

2
,j,lδw

∗
i−1,j,l + Ã+

i,j−1,l∆Si,j− 1

2
,lδw

∗
i,j−1,l

− Â−
i+1,j,l∆Si+ 1

2
,j,lδw

(1)
i+1,j,l − Â−

i,j+1,l∆Si,j+ 1

2
,lδw

(1)
i,j+1,l

− Ωi,j

N−1
∑

n=l+1

Fl,nδwi,j,n − R̃i,j,l]

(4.48)

where

D =(
∣

∣ūi,j,ln
I
x,i,j,l + v̄i,j,ln

I
y,i,j,l

∣

∣+ ci,j,l)∆SI
i,j,l

+ (
∣

∣ūi,j,ln
J
x,i,j,l + v̄i,j,ln

J
y,i,j,l

∣

∣+ ci,j,l)∆SJ
i,j,l

+ ΩFl,l

(4.49)

When the ST-LU-SGS scheme is applied to viscous flows, treatment on viscous fluxes in

implicit operator for steady problems is adopted in this dissertation. In this way the implicit

operator still remains diagonally dominant. Hence convergence of the symmetric Gauss-

Seidel iterations is guaranteed. So similar to equation (4.26), equations (4.46) and (4.49)

can be revised as

D = Ωi,j +∆t(
∣

∣ūi,j,ln
I
x,i,j,l + v̄i,j,ln

I
y,i,j,l

∣

∣+ ci,j,l)∆SI
i,j,l

+∆t(
∣

∣ūi,j,ln
J
x,i,j,l + v̄i,j,ln

J
y,i,j,l

∣

∣+ ci,j,l)∆SJ
i,j,l

+∆tΩFl,l +∆t
γµi,j,l

ρi,j,lPr

(∆SI
i,j,l)

2 + (∆SJ
i,j,l)

2

Ωi,j

(4.50)

for the general form of the full LU-SGS scheme and

D =(
∣

∣ūi,j,ln
I
x,i,j,l + v̄i,j,ln

I
y,i,j,l

∣

∣+ ci,j,l)∆SI
i,j,l

+ (
∣

∣ūi,j,ln
J
x,i,j,l + v̄i,j,ln

J
y,i,j,l

∣

∣+ ci,j,l)∆SJ
i,j,l

+ ΩFl,l +
γµi,j,l

ρi,j,lPr

(∆SI
i,j,l)

2 + (∆SJ
i,j,l)

2

Ωi,j

(4.51)

for the full LU-SGS scheme in Newton iteration form if the scheme is still stable using
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Figure 4.16: Sweeping plane of the ST-LU-SGS scheme in computational domain[39].

infinitely large pseudo-time step.

In the newly proposed ST-LU-SGS scheme, the sweeping order is similar to that in the

standard LU-SGS scheme for three-dimensional steady problems. This is a natural result of

regarding the time domain as an additional dimension in space. In the ST-LU-SGS scheme,

the points that are currently swept are all on a diagonal plane(i + j + l = constant) other

than a diagonal line. One of such a diagonal sweeping plane is illustrated in Figure 4.16.

Then computations of solution update δw on all points over the same diagonal plane can be

easily vectorised.

Another issue about the newly proposed ST-LU-SGS scheme is its performance in modelling

high frequency periodic flows. It has been reported, when applied with explicit Runge-Kutta

solver, the convergence of time spectral method is significantly influenced if the flow frequency

is high [19]. Since the ST-LU-SGS scheme is constructed on time spectral method, whether or

not the convergence of this scheme is maintained for high frequency flows remains a problem.

Actually, computational experiments show that if the frequency of a flow is sufficiently high,

computations using the ST-LU-SGS scheme in the form of equations (4.44),(4.45) and (4.46)

cannot converge. One possible reason for this problem is that, at high frequency, the implicit
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operator of the ST-LU-SGS scheme is no longer diagonally dominant. To investigate further,

it is worthwhile to examine the Fourier time spectral operator first. For the sake of simplicity,

the Fourier time spectral operator using four real time levels is

F = ω



















0 0.5 0 −0.5

−0.5 0 0.5 0

0 −0.5 0 0.5

0.5 0 −0.5 0



















(4.52)

where ω is angular frequency. It can be seen that in this operator, all diagonal elements

Fl,l are zero. When incorporated in the implicit operator of the ST-LU-SGS scheme, these

zero coefficients are added to the diagonal elements. Those non-zero coefficients of the

Fourier time spectral operator will be added to the off-diagonal elements in the implicit

operator. Note that these non-zero coefficients are directly proportional to the frequency of

the flow field. So when the flow frequency is sufficiently high, those off-diagonal elements

in the implicit operator could become equal or even larger than the diagonal elements,

which are summations of spectral radius of local convective Jacobian matrix and viscous

Jacobian matrix. Hence, the convergence of Gauss-Seidel iterations is no longer guaranteed.

Inspired by the way how contribution of viscous fluxes is added to the implicit operator for

viscous flow. A possible solution to the convergence problem at high flow frequency could

be replacing Fl,l with the following term to the diagonal elements of the implicit operator:

Fl,max = max(F (l, n)), 0 ≤ n ≤ N − 1 (4.53)

It can be shown that the modified implicit operator is still diagonally dominant even at high

flow frequency. So the convergence of the ST-LU-SGS scheme at high frequency could be

improved. And at the same time the accuracy of the flow solution is not influenced since

the it completely depends on the explicit residual other than the implicit operator. This
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treatment is called high frequency modification in this dissertation. With this treatment,

only equation (4.50) needs to be revised as

D = Ωi,j +∆t(
∣

∣ūi,j,ln
I
x,i,j,l + v̄i,j,ln

I
y,i,j,l

∣

∣+ ci,j,l)∆SI
i,j,l

+∆t(
∣

∣ūi,j,ln
J
x,i,j,l + v̄i,j,ln

J
y,i,j,l

∣

∣+ ci,j,l)∆SJ
i,j,l

+∆tΩFl,max +∆t
γµi,j,l

ρi,j,lPr

(∆SI
i,j,l)

2 + (∆SJ
i,j,l)

2

Ωi,j

(4.54)

in the original full LU-SGS scheme of the general form and only equation (4.51) need to be

revised as

D =(
∣

∣ūi,j,ln
I
x,i,j,l + v̄i,j,ln

I
y,i,j,l

∣

∣+ ci,j,l)∆SI
i,j,l

+ (
∣

∣ūi,j,ln
J
x,i,j,l + v̄i,j,ln

J
y,i,j,l

∣

∣+ ci,j,l)∆SJ
i,j,l

+ ΩFl,max +
γµi,j,l

ρi,j,lPr

(∆SI
i,j,l)

2 + (∆SJ
i,j,l)

2

Ωi,j

(4.55)

for the Newton iteration form if infinitely large pseudo-time step is allowed. This treatment

will be tested in high frequency flow test case in next section.

4.5 Periodic Flow Test Cases Using the ST-LU-SGS

Scheme for the Fourier Time Spectral Method

To validate the newly proposed ST-LU-SGS scheme for time spectral method and show

its advantage in improving computational efficiency, results of the following test cases are

presented and discussed.
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4.5.1 Inviscid Flow over a Pitching NACA0012 Airfoil

The periodic flow over a pitching NACA0012 airfoil at transonic flow conditions is frequently

used as a test case for unsteady solvers. In this test case, a NACA0012 airfoil is forced to

pitch around its quarter chord atM∞ = 0.755, Re = 5.5×106. The forced pitching movement

is given by

α = α0 + αmsinωt (4.56)

where α0 is mean angle of attack, αm the pitching amplitude. ω is the angular frequency

defined as

κ =
ωc

2U∞
(4.57)

where κ is the reduced frequency, c the chord length and U∞ the free stream velocity. In

this case, α0 = 0.0◦, αm = 2.51◦ and κ = 0.0814.

Although this test case is perfect to test turbulent flow solvers, it also serves as an good test

case for numerical methods solving the Euler equations. This is because strong shock waves

occur in this case and then can be simulated by solving Euler equations.

The same 128 × 32 C-type grid as in the previous steady inviscid flow problem is used in

this test case again. To implement the time spectral method, eight real time levels are used.

Computational results using the ST-LU-SGS scheme are compared with those of the Runge-

Kutta solver. The convergence criteria is set to be 1 × 10−14. Computational results show

that the ST-LU-SGS scheme can be carried out in the way of Newton iteration method,

which is equivalent to using infinitely large CFL number (hence infinitely large pseudo-time

step) in the scheme for this inviscid case. This means the stability of the new scheme is well

preserved when regarding the time domain as an additional dimension of space in the basic

LU-SGS scheme.

The residual history with respect to multigrid cycles and CPU time is shown in Figure 4.17(a).
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(b) Residual versus CPU time

Figure 4.17: Pitching NACA0012 airfoil, periodic inviscid flow, convergence history.

The number of multigrid cycles for the explicit Runge-Kutta solver to reach convergence is

about 1.52 times of that for the ST-LU-SGS scheme. When CPU time is compared, this

ratio goes up to 3.51. This can be observed in Figure 4.17(b). So nearly a half of the CPU

time spent in a multigrid cycle can be saved if the explicit Runge-Kutta solver is replaced by

the ST-LU-SGS scheme. This improvement on computational efficiency is obviously greater

than that in the previous steady test case. The main reason is as follows. On each grid

level in a multigrid cycle, the time spectral operator is applied five times in the explicit

Runge-Kutta solver, whereas in the ST-LU-SGS scheme it is only applied twice, one in the

explicit residual and the other in the implicit operator. This makes a multigrid cycle much

less time-consuming in the ST-LU-SGS scheme.

The force coefficient variation with respect to angle of attack is shown in Figure 4.18. The

symbols denote the original results on the 8 real time levels, while the lines represent the

rebuilt results by adding the resolved Fourier modes together. It can be seen computations

using the ST-LU-SGS scheme and explicit Runge-Kutta both converge to the same solution.

The temporal variation of surface pressure coefficient distribution is extensively shown in
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Figure 4.18: Pitching NACA0012 airfoil, periodic inviscid flow, force and moment coefficients
versus angle of attack.
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Figure 4.19: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
time averaged.
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Figure 4.20: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
first mode.
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Figure 4.21: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
second mode.
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Figure 4.22: Pitching NACA0012 airfoil, periodic inviscid flow, surface pressure coefficient,
third mode.
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frequency domain. The Fourier transformed results of the time averaged component and

the first three modes are shown in Figures 4.19, 4.20, 4.21 and 4.22. The results using

ST-LU-SGS scheme match those by the explicit Runge-Kutta solver very well. Though the

Mach number of this test case is not very high, strong shock waves occur due to the thick

airfoil. As the airfoil pitches up and down, shock waves on both upper and lower surfaces

move back and forth. This phenomenon indicates strong non-linearity. The high efficiency

of the new ST-LU-SGS scheme is verified when simulating this kind of unsteady flows.

4.5.2 Laminar Flow over a Pitching NACA0012 Airfoil

Next the newly proposed ST-LU-SGS scheme is tested in cases where viscous effects are

significant. The second test case is chosen to be the laminar flow over a pitching NACA0012

airfoil. In this case, the airfoil still pitches around its quarter chord with a smaller pitching

amplitude αm = 1.51◦ and a smaller reduced frequency κ = 0.05. The mean angle of attack

is still zero. The flow conditions are M∞ = 0.5 and Re = 5000. At these conditions, the flow

is laminar and shock free. The same 257 × 65 C-type grid in the previous steady laminar

flow example is used. To accurately resolve the laminar boundary layer in this unsteady

flow, the normal distance between the first grid point and the airfoil surface is set to be

1×10−4 as usual. When implementing the time spectral method, 8 real time levels are used.

Computational results are still compared between the ST-LU-SGS solver and the Runge-

Kutta solver. It is similar to the previous steady laminar flow that the CFL number can

only achieve a finite large one, which is 16 in this case. This is because viscous fluxes only

make contribution to the diagonal elements in the implicit operator. Since this is a viscous

computation, the convergence criteria is set to be 1× 10−5.

The convergence history versus multigrid cycles is shown in Figure 4.23(a). To reach con-

vergence, the explicit Runge-Kutta solver uses almost four times the multigrid cycles needed
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(b) Residual versus CPU time

Figure 4.23: Pitching NACA0012 airfoil, periodic laminar flow, convergence history.

by the ST-LU-SGS scheme. Figure 4.23(b) shows this ratio is enlarged to over eight when

CPU time is compared. In terms of CPU time consumption, the acceleration effect of con-

sidering time domain as an additional dimension of space in the basic LU-SGS scheme can

be accumulated on the acceleration effect of properly involving viscous fluxes in the implicit

operator.

The variation of the force coefficients with respect to angle of attack is shown in Figure 4.24.

As before, symbols denote original results on the 8 real time levels, while the lines represent

the rebuilt results by adding resolved Fourier modes together. It can be seen that computa-

tions using ST-LU-SGS scheme and explicit Runge-Kutta solver both converge to the same

solution.

The temporal variation of surface pressure coefficient and skin friction coefficient distribution

are Fourier transformed and shown in Figures 4.25- 4.32 for several Fourier modes. For every

resolved Fourier mode, the solver using ST-LU-SGS scheme and the explicit Runge-Kutta

solver reach the same result.
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Figure 4.24: Pitching NACA0012 airfoil, periodic laminar flow, force and moment coefficients
versus angle of attack.
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Figure 4.25: Pitching NACA0012 airfoil, periodic laminar flow, surface pressure coefficient,
time averaged.
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Figure 4.26: Pitching NACA0012 airfoil, periodic laminar flow, surface pressure coefficient,
first mode.
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Figure 4.27: Pitching NACA0012 airfoil, periodic laminar flow, surface pressure coefficient,
second mode.
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Figure 4.28: Pitching NACA0012 airfoil, periodic laminar flow, surface pressure coefficient,
third mode.
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Figure 4.29: Pitching NACA0012 airfoil, periodic laminar flow, surface skin friction coeffi-
cient, time averaged.
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Figure 4.30: Pitching NACA0012 airfoil, periodic laminar flow, surface skin friction coeffi-
cient, first mode.
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Figure 4.31: Pitching NACA0012 airfoil, periodic laminar flow, surface skin friction coeffi-
cient, second mode.
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Figure 4.32: Pitching NACA0012 airfoil, periodic laminar flow, surface skin friction coeffi-
cient, third mode.
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Figure 4.33: Pitching NACA0012 airfoil, periodic laminar flow, Mach number contours in
the first half period.
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Figure 4.34: Pitching NACA0012 airfoil, periodic laminar flow, Mach number contours in
the second half period.
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The Mach number contours computed by the ST-LU-SGS scheme at the 8 real time levels

are shown in Figure 4.33 for the first half period and Figure 4.34 for the second half period.

It can be seen that under the given flow conditions, viscous effects are confined in a small

region close to the airfoil surface as well as in the wake region. Close to the trailing edge,

small vortices occur alternately on upper surface and lower surface as the airfoil pitches

up and down. In the forced pitching movement, the instantaneous angle of attack achieves

positive maximum at t = 2
8
T and negative maximum at t = 6

8
T . At t = 0 and t = 4

8
T zero

angle of attack is arrived. It can be seen that the flow field is not symmetric even at these

zero angle of attack instants. This is due to the unsteady effect. The flow field at current

instant inherit features of that in the past and it imposes influence on the flow field in the

future.

4.5.3 Laminar Vortex Shedding Flow Behind a Circular Cylinder

In the preceding test case, the high efficiency of the ST-LU-SGS scheme is verified for the

laminar flow at a moderate Reynolds number. It is interesting to see if high efficiency using

the scheme can be achieved for low Reynolds number flows. The laminar vortex shedding

flow behind a circular cylinder is chosen to be the third test case. Though this flow is known

to be periodic, the frequency is not a priori. Only a rough result can be estimated empirical

formula using Strouhal number. To obtain the accurate frequency and the unsteady flow

field in computation, a frequency searching process must be involved. As before, this process

is carried out by firstly finding out the most significant Fourier mode of the lift coefficient

and then using the gradient based method. Whether or not the ST-LU-SGS scheme works

well with the above frequency searching process is also tested.

In this test case, a circular cylinder is fixed in the laminar flow at M∞ = 0.2 and Re = 180.

A 257 × 129 O-type mesh is used. The normal distance from the first grid point to the
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(a) Residual versus Multigrid cycles
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(b) Residual versus CPU time

Figure 4.35: Circular cylinder, laminar vortex shedding flow, convergence history.

surface is 1× 10−3 of the cylinder diameter. The far field boundary of the mesh extends to

about 200 diameters away from the cylinder. 8 real time intervals are still employed when

implementing the time spectral method. Convergence criteria for the unsteady flow field is

set to be 1× 10−6. The frequency search process does not stop until the flow field converges.

Computational results using the ST-LU-SGS scheme are compared with those of explicit

Runge-Kutta solver as well as experiments [35] [36] [37] [38].

The convergence histories are compared in Figure 4.35. The maximum CFL number that

can be used in the ST-LU-SGS scheme is 12, which is lower than that in preceding laminar

flow test cases. A possible reason for this is that during the frequency search process, the

flow frequency change could be significant. This imposes difficulty in using large pseudo-

time steps (hence large CFL number). From Figure 4.35(a), it can be seen that the explicit

Runge-Kutta solver needs about 4600 multigrid cycles to converge, while only around 640

cycles are required for the ST-LU-SGS scheme. The ratio of the number of multigrid cycles

is about 7.2. When CPU time is considered, that ratio increases to around 14. Though the

maximum allowable CFL number can only reach 12, the ST-LU-SGS scheme is still much
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(b) ω
′ vs. CPU time

Figure 4.36: Circular cylinder, laminar vortex shedding flow, ω′ updating history.

more efficient than the explicit Runge-Kutta solver.

The frequency updating history with respect to Multigrid Cycles as well as CPU time is

shown in Figure 4.36. The nondimensionalized frequency is defined as

ω′ =
ωd

√

p∞
ρ∞

(4.58)

where d is diameter of cylinder, p∞ the free stream pressure and ρ∞ the free stream den-

sity. It can be observed that the updated frequency approaches the accurate value faster if

the explicit Runge-Kutta solver is replaced by the ST-LU-SGS scheme. This ensures high

efficiency of the ST-LU-SGS scheme in the current test case. So obviously the ST-LU-SGS

scheme also work very well with the frequency search method.

The time averaged drag coefficient and the Strouhal number of the present computations

are compared with experimental data in Table 4.2. For the time averaged drag coefficient,

results using both ST-LU-SGS scheme and Runge-Kutta solver match Henderson’s data [38]

very well. And for the Strouhal number, the present computational results are all very close
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Table 4.2: Vortex shedding flow behind circular cylinder
time averaged Cd St

Williamson [35] [36] 0.1919
Roshko [37] 0.185

Henderson [38] 1.336
full LU-SGS 1.336 0.1918

explicit Runge-Kutta 1.337 0.1919
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(b) Moment coefficient

Figure 4.37: Circular cylinder, laminar vortex shedding flow, lift and moment coefficients
variation in a period

to Williamson’s data [35] [36].

The variation of lift and moment coefficient in the finally searched period is plotted in

Figure 4.37. For each force coefficient, the amplitude and the frequency are almost the same

using the ST-LU-SGS scheme or explicit Runge-Kutta solver. However, in each figure, a

phase difference can be seen. This is understandable since the phase is drifting during the

frequency search process.

The temporal variation of total drag coefficient and its component due to pressure and skin

friction in the finally searched period is shown in Figure 4.38. Similarly to Figure 4.37,

there is phase difference between the results using ST-LU-SGS scheme and those of explicit
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(c) Total drag coefficient

Figure 4.38: Circular cylinder, laminar vortex shedding flow, drag coefficient variation in a
period.
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Figure 4.39: Circular cylinder, laminar vortex shedding flow, surface force coefficient distri-
bution, time averaged.

Runge-Kutta solver. In addition, there are slight differences in amplitude between the two

group of results. This indicates the result of drag variation is more sensitive to the simulated

vortex shedding than those of lift and moment coefficient.

The distribution of the time averaged surface force coefficient is shown in Figure 4.39. Re-

sults of using ST-LU-SGS scheme match those of explicit Runge-Kutta solver very well. In

Figure 4.39(b), it can be seen that the time averaged skin friction coefficient is negative near

the trailing edge. This is evidence that reverse flows exist on the surface in that area. Actu-

ally during the vortex shedding process, vortices are generated on the surface near trailing

edge due to instability of the laminar boundary layer.

Figures 4.40 and 4.41 vividly show the vortex shedding process during the first and the

second half period. Mach number contours in flood type and streamlines are computed

using the ST-LU-SGS scheme. Every vortex in this flow is firstly generated on the surface

near trailing edge, then it grows progressively bigger. When it is in about the size of the

cylinder, it detaches. After that the detached vortex sheds away from the cylinder and
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Figure 4.40: Circular cylinder, laminar vortex shedding flow, Mach number contours and
steam lines in the first half period.
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Figure 4.41: Circular cylinder, laminar vortex shedding flow, Mach number contours and
steam lines in the second half period.
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(b) Residual versus CPU time

Figure 4.42: Pitching NACA0012 airfoil, periodic inviscid flow, convergence history.

dissipates very fast in the wake. This process is seen to occur alternately on upper and lower

surface near the trailing edge.

4.6 Test Cases for Comparing the ST-LU-SGS Scheme

with the Block-Jacobi Implicit Algorithm

Since both schemes are developed for Fourier time spectral method and based on the original

LU-SGS scheme for steady problems, it is interesting to compare their performance in solving

the same periodic flow problem. The computational efficiency of using it is compared with

that using present ST-LU-SGS scheme in several test cases. Results will be discussed.

First of all, the inviscid flow over a pitching NACA0012 airfoil, which is the first test case

in Section 4.5 is used for comparison.

The convergence history using the Block-Jacobi Implicit algorithm is compared with that of

the ST-LU-SGS in Figure 4.42. In computations applying Block-Jacobi Implicit algorithm,

different lmax is used. When lmax = 2, maximum allowable CFL number is 22. For lmax > 2,
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Newton iteration is stable. As lmax increases, the computation converge faster and become

more stable. This is understandable since as more Block-Jacobi steps are implemented, the

implicit coupling term ΩDn(∆ ~W l) is updated more frequently. So the coupling between real

time steps in the implicit algorithm is strengthened, which is helpful to make computation

stable and speed up the convergence. But this improvement is achieved at the price of

consuming more CPU time since more Block-Jacobi steps are involved. This fact can be

observed in Figure 4.42(a). So finally for Block-Jacobi Implicit algorithm, if CPU time

is concerned, lmax = 4 is the best choice. Similar results were reported by Frederic Sicot

[24]. Compared to the Block-Jacobi Implicit algorithm, the convergence using the ST-LU-

SGS scheme is not achieved at the minimum number of multigrid cycles. But when CPU

time is considered, the ST-LU-SGS scheme reaches convergence the fastest. If the real

time derivative approximated by Fourier time spectral operator is completely not considered

in implicit operator, convergence of the computation becomes much slower. Besides the

maximum allowable CFL number can only be used up to 3 and only three-level V-type

multigrid can be used to make the computation converge. Any higher CFL number and

more complex multigrid will make it unstable. This indicates the importance of including

the time derivative term in implicit operator.

Next the Block-Jacobi Implicit algorithm is tested in viscous flow problems. The second test

case in Section 4.5, which is the laminar periodic flow over an pitching NACA0012 airfoil,

is employed again.

The convergence history versus multigrid cycles and CPU time is shown in Figure 4.43.

In this test case, Newton iteration cannot be used for both algorithms. The maximum

allowable CFL number decreases below 20. All computations including the one using ST-

LU-SGS scheme converge at nearly the same number of multigrid cycles. When CPU time

is considered, the ST-LU-SGS scheme is the least time consuming algorithm. However, the

Block-Jacobi Implicit algorithm with lmax = 2 becomes almost equally efficient as the ST-
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Figure 4.43: Pitching NACA0012 airfoil, periodic laminar flow, convergence history.

LU-SGS scheme. This is because both of them use the same CFL number and converge at

the same number of multigrid cycles in this test case. Besides, the CPU time consumed

during each multigrid cycle is about the same. It seems in viscous flow problems similar

to this test case, compared to the Block-Jacobi Implicit algorithm, the present ST-LU-SGS

scheme has no advantages. However, computational experiment show that the present ST-

LU-SGS scheme is more stable than the Block Jacobi Implicit algorithm for high frequency

flow problems. For instance, if the airfoil pitching reduced frequency increases to 0.1, the

Block-Jacobi Implicit algorithm cannot converge even at a low CFL number of 6, whereas

the ST-LU-SGS scheme can still reach convergence at CFL number of 16 even without the

high frequency modification. This fact can be observed in Figure 4.44.

A possible reason can be found from the difference of the two algorithms. In the Block-

Jacobi Implicit algorithm, during each Block Jacobi step, the just updated solution change

of current real time level is not used immediately on the next levels. But in the ST-LU-SGS

scheme, since Gauss-Seidel sweeping is also carried out in time domain, the coupling of δw is

in the strongest manner among different real time level. So the ST-LU-SGS scheme is more
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Figure 4.44: Pitching NACA0012 airfoil, periodic laminar flow, convergence history.

stable than the Block-Jacobi implicit algorithm.

4.7 The Space-Time LU-SGS Scheme for the Cheby-

shev Time Spectral Method and its Formulation

For fast periodic unsteady calculations, the newly proposed ST-LU-SGS scheme works well

with the Fourier time spectral method. When the solution of a non-periodic problem is

desired, Chebyshev time spectral method proposed in last chapter can be employed to save

computational efforts. As mentioned before, the ST-LU-SGS scheme is not based on any

feature of a specific time spectral operator, such as the Fourier time spectral operator. In

principle, it can be applied to any time spectral method, including the Chebyshev time

spectral method. The ST-LU-SGS scheme for the Chebyshev time spectral method can be

derived in the same way as presented in section 4.4.

Replacing the Fourier time spectral operator with the Chebyshev time spectral operator,
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equation (4.44) and (4.45) are modified as

the forward sweep

δw∗
i,j,l =

∆t

D
[Ã+

i−1,j,l∆Si− 1

2
,j,lδw

∗
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∗
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(4.59)

the backward sweep
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where

D = Ωi,j +∆t(
∣

∣ūi,j,ln
I
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(4.61)

where Cl,n denotes element of the Chebyshev time spectral operator. Modification due to

viscous effect has been added if Navier-Stokes equations are solved.

when ∆t goes to infinity, the above scheme reduces to the Newton iteration as

the forward sweep
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(4.62)
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the backward sweep
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∣ūi,j,ln
I
x,i,j,l + v̄i,j,ln

I
y,i,j,l

∣

∣+ ci,j,l)∆SI
i,j,l

+ (
∣
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Numerical experiments show that if the time interval of interest (a, b) is sufficiently short, the

implicit operator of the ST-LU-SGS scheme for the Chebyshev time spectral method may

have the convergence problem. Inspired from the analysis of the same problem for Fourier

time spectral method, it is helpful to look into the features of the Chebyshev time spectral

operator. If (a, b) is divided into 4 intervals, the Chebyshev time spectral operator can be

calculated and written in matrix form as

C =
2

b− a












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
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−5.5 6.828 −2 1.172 −0.5
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0.5 −1.172 2 −6.828 5.5


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




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







(4.65)

Unlike the Fourier time spectral operator, the diagonal elements are not all zero in the

Chebyshev time spectral operator. However, the matrix is not diagonally dominant. This

feature is similar to that of the Fourier time spectral operator. Besides, it can be observed
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that the elements of the above matrix are all inversely proportional to the time length b− a.

In the ST-LU-SGS scheme for Chebyshev time spectral method, at any time level l, the

diagonal element of the time spectral operator Cl,l only appears in the diagonal elements

of the implicit operator. The rest elements in the row l of the Chebyshev time spectral

operator Cl,n(n 6= l) can be found only in off-diagonal elements of the implicit operator. So

the contribution from the time spectral operator is not desirable to make the implicit operator

diagonally dominant, while the treatments in space make favourable contribution. Whether

or not the implicit operator is diagonally dominant depends on the dominant contribution.

If the time length b − a is not too small, the spectral radius of the convective Jacobian

matrices are big enough to maintain the diagonal dominance of the implicit operator. It

can be imagine that when the time length b− a is smaller than a certain value, the implicit

operator loses diagonal dominance. Then the convergence of the ST-LU-SGS for Chebyshev

time spectral method is not guaranteed.

To solve this problem, a similar modification made to the ST-LU-SGS for the Fourier time

spectral method can still be employed. The Cl,l in the diagonal element of the implicit

operator can be replaced by the following term

Cl,max = max(C(l, n)), 0 ≤ n ≤ N (4.66)

It can be shown the modified implicit operator is still diagonally dominant even for very

small time length b− a. So the convergence of the ST-LU-SGS scheme for Chebyshev time

spectral method for very small time length b − a could be improved. And at the same

time the accuracy of the flow solution is not influenced since the it completely depends on

the explicit residual other than the implicit operator. This treatment is called small time

interval modification in this dissertation. With this treatment, only equation (4.61) need to
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be revised as
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in the original ST-LU-SGS scheme of the general form and only equation (4.64) need to be

revised as
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for the Newton iteration form if infinitely large pseudo-time step is allowed. This treatment

will be tested with the flow test cases in next section.

4.8 The Non-periodic Flow Test Cases Using the ST-

LU-SGS Scheme for the Chebyshev Time Spectral

Method

As can be seen in section 3.4.2, non-symmetric solution could be produced using Chebyshev

time spectral method for a symmetric periodic problem. For this reason, only non-periodic

flow test cases are used in this section to validate the ST-LU-SGS scheme for the Chebyshev

time spectral method. For the sake of convenience, the non-periodic test cases discussed in

this section are still constructed for the inviscid and laminar flow over a pitching NACA0012

airfoil. In either test case, the exact initial flow field is obtained from the periodic solution

using Fourier time spectral method.
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4.8.1 Inviscid Flow over a Pitching NACA0012 Airfoil

The same non-periodic inviscid flow problem presented in section 3.4.3 is still used as the

inviscid test case here. In this test case, a NACA0012 airfoil is forced to pitch around

its quarter chord at M∞ = 0.755. The mean angle of attack, pitching range and reduced

frequency are given by α0 = 0.0◦, αm = 2.51◦ and κ = 0.0814, respectively.

To construct the non-periodic inviscid test case, the pitching motion of the airfoil is consid-

ered only in the first quarter period. The computed flow field at the zero time level in the

periodic solution using Fourier time spectral method with 32 time levels is assigned to be

the exact initial flow field.

The same 128 × 32 C-type grid as in the previous steady inviscid flow problem is used in

this test case again. To implement the Chebyshev time spectral method, the time interval of

interest(the first quarter period) is divided into eight segments according to Gauss-Lobatto

quadrature rule. Computational results using the ST-LU-SGS scheme are compared with

those of the explicit Runge-Kutta solver. The convergence criteria is set to be 1× 10−14.

Numerical experiments show that the length of the time interval of interest in this test case,

which is a quarter period, is small enough to make the original ST-LU-SGS scheme for the

Chebyshev time spectral method unstable. However, computations can converge once the

small time interval modification proposed in last section is added.

Computational results show that the ST-LU-SGS scheme can be carried out in the way of

Newton iteration method. Which is equivalent to use infinitely large CFL number(hence

infinitely large pseudo-time step) in the scheme for this inviscid case. This indicates the sta-

bility of the ST-LU-SGS scheme for the Chebyshev time spectral method is well maintained

when the time intervals of interest is small.

The residual history with respect to multigrid cycles and CPU time is shown in Figure 4.45(a).

126



Multigrid cycles

R
es

id
ua

l

50 100 150 200 250 300 350
10-14

10-12

10-10

10-8

10-6

10-4

10-2

100
Chebyshev TSM, ST-LU-SGS, Newton iteration
Chebyshev TSM, Runge-Kutta, CFL=3

(a) Residual versus Multigrid Cycles

CPU time, seconds

R
es

id
ua

l

50 100 150
10-14

10-12

10-10

10-8

10-6

10-4

10-2

100
Chebyshev TSM, ST-LU-SGS, Newton iteration
Chebyshev TSM, Runge-Kutta, CFL=3

(b) Residual versus CPU time

Figure 4.45: Pitching NACA0012 airfoil, non-periodic inviscid flow, convergence history.

The number of multigrid cycles for the explicit Runge-Kutta solver to reach convergence is

about 1.38 times of that for the ST-LU-SGS scheme. When CPU time is compared, it can

be observed in Figure 4.45(b) this ratio goes up to 3.2. So more than a half of the CPU

time spent in a multigrid cycle can be saved if the explicit Runge-Kutta solver is replaced by

the ST-LU-SGS scheme. This result is similar to that of the ST-LU-SGS scheme for Fourier

time spectral method.

The force coefficient variation with respect to angle of attack is shown in Figure 4.46. The

symbols denote the original results on the 9 real time levels, while the lines represent the

rebuilt results by the resolved Chebyshev polynomials. The rebuilt results are plotted on 129

equally spaced real time levels. It can be seen computations using the ST-LU-SGS scheme

and explicit Runge-Kutta both converge to the same solution. So the application of ST-LU-

SGS scheme does not change solution. It only improves computational efficiency. Results of

this test case verifies the above facts as expected.
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Figure 4.46: Pitching NACA0012 airfoil, non-periodic inviscid flow, force and moment coef-
ficients versus angle of attack.
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4.8.2 Laminar Flow over a Pitching NACA0012 Airfoil

Next the ST-LU-SGS scheme for the Chebyshev time spectral method is further tested with

a laminar flow over a pitching NACA0012 airfoil. The same constructed non-periodic test

case in section 3.4.4 is used again. In this test case, the airfoil still pitches around its quarter

chord. Flow conditions are still given as M∞ = 0.5 and Re = 5000. For the pitching motion,

α0 = 0.0◦, αm = 1.51◦ and κ = 0.05.

To construct the non-periodic test case, the airfoil pitching motion is considered only in time

intervals (0, 0.53T ), where T is the period of the pitching motion. The exact initial flow field

is produced in the same way as that in the inviscid test case. However, only 16 intervals are

used in the Fourier time spectral method to obtain the periodic solution. This is because this

test case is shock-free and 16 intervals in a period is sufficient to achieve accurate solution.

The same 257× 65 C-type grid in the previous steady laminar flow example is used. When

implementing the time spectral method, the time intervals of interest is split into 8 smaller

intervals according to Gauss-Lobatto quadrature rule. Computational results are still com-

pared between the ST-LU-SGS solver and the Runge-Kutta solver. It is found only finite

large CFL numbers, such as 16, are allowed in the ST-LU-SGS scheme for the Chebyshev

time spectral method when laminar flows are calculated. This fact can also be observed

when the ST-LU-SGS scheme for the Fourier time spectral method is used. The convergence

criteria is set to be 1× 10−5.

The convergence history vesus multigrid cycles is shown in Figure 4.47(a). It can be seen

to reach convergence, the explicit Runge-Kutta solver uses almost 4.3 times the multigrid

cycles needed by the ST-LU-SGS scheme. And Figure 4.47(b) shows this ratio is enlarged to

over 9 when CPU time is compared. Just like the applying the ST-LU-SGS scheme for the

Fourier time spectral method to periodic laminar flows, the acceleration effect of considering

Chebyshev time spectral operator in the implicit operator can be accumulated on that of
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Figure 4.47: Pitching NACA0012 airfoil, non-periodic laminar flow, convergence history.

adding modification due to viscous fluxes in the implicit operator. This result confirms

that the performance of the ST-LU-SGS scheme in laminar flow cases is better than that in

inviscid flow cases. More computational effort can be saved in laminar flow cases.

The variation of the force coefficients with respect to angle of attack is shown in Figure 4.48.

As before, symbols denote original results on the 9 real time levels, while the lines represent

the rebuilt results by the resolved Chebyshev polynomial. The rebuilt results are plotted on

129 equally spaced real time levels. It can be observed that computational results using the

ST-LU-SGS scheme and those of explicit Runge-Kutta solver completely overlap each other

as expected.
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Figure 4.48: Pitching NACA0012 airfoil, non-periodic laminar flow, force and moment coef-
ficients versus angle of attack.
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Chapter 5

Conclusions and Future Work

In this dissertation, firstly, the Fourier time spectral method is studied and validated with

test cases. The non-symmetric solutions caused by odd number of intervals in a period

for symmetric periodic flow problems are discussed in detail. The requirement of ensuring

symmetric solution is proposed. Then the Fourier time spectral method is applied to periodic

flow problems where the period is not known a priori. To search the frequency during

unsteady computation, a new approach based on Fourier analysis of the lift coefficient is

proposed to work with the Fourier time spectral method. A combined method in which the

new approach is followed by the gradient based method is validated with a vortex shedding

flow problem. Computational results show that the correct frequency can be found out,

even when the initial guesses of the frequency are relatively far away from the exact value.

Since Fourier time spectral method is theoretically only capable of solving periodic unsteady

problems, a Chebyshev time spectral method is proposed to solve non-periodic unsteady

problems. The method has been validated by solving one dimensional viscous Burgers’

equation and two dimensional periodic and non-periodic flow problems. Computational

results show that this method provides higher accuracy in approximating the time derivative

term than any algebraic order finite-difference method. So it is very efficient in simulating
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unsteady flows, especially non-periodic problems. A drawback of using Chebyshev time

spectral method to solve periodic problems is pointed out and studied. The method produces

non-symmetric solutions to symmetric problems even though it uses even number of intervals.

The newly proposed requirement of ensuring symmetric solution is found still true for the

present Chebyshev time spectral method.

The solver that has been used extensively in the past is the explicit Runge-Kutta solver.

In a lot of occasions only small pseudo-time steps are allowed due to stability or accuracy

requirement for such solvers. When it is applied to time spectral method, theoretical analysis

points out the problem becomes even worse. The high computational efficiency expected to

be achieved by time spectral method is usually jeopardized by the explicit solver. To over-

come this problem, a new Space-Time LU-SGS (ST-LU-SGS) implicit scheme is proposed

for both Fourier and Chebyshev time spectral methods. In that scheme, time domain is

regarded as one additional dimension in space. Computational experiments show that using

this new scheme for time spectral methods can make periodic and non-periodic computations

converge faster and save CPU time in each multigrid cycle compared to the explicit Runge-

Kutta solver. Hence the total consumed CPU time for an unsteady computation is greatly

saved. For the present laminar flow test cases, computations using the ST-LU-SGS implicit

scheme can converge over ten times faster than those employing the explicit Runge-Kutta

solver. The ST-LU-SGS implicit scheme also works very well with the proposed frequency

search approach. The ST-LU-SGS scheme for the Fourier time spectral method is compared

with the Block-Jacobi implicit algorithm by[24]. Computational results show that conver-

gence of using the ST-LU-SGS scheme is not slower than that using Block-Jacobi implicit

algorithm. Besides, unlike the Block-Jacobi implicit algorithm, the ST-LU-SGS scheme uses

updated information as soon as it becomes available. So the ST-LU-SGS implicit scheme

is found more stable than the Block-Jacobi implicit algorithm, especially for high frequency

flow problems. Modifications to the ST-LU-SGS scheme is proposed to ensure fast conver-

gence for periodic problems of high frequency and non-periodic problems with small time
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intervals of interest. These modifications have been verified in the test cases.

In the future, to further improve the efficiency of unsteady computations, a Space-Time

multigrid (ST-multigrid) method for time spectral method would be proposed and studied.

It regards time domain as one additional dimension in space during each multigrid cycle.

It has the potential to further save computational cost of using time spectral method. The

next step is to apply ST-LU-SGS scheme and hopefully the ST-multigrid method along

with Fourier and Chebyshev time spectral method to practical three-dimensional unsteady

turbulent flows.
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