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Abstract 
We examined whether probability weighting in decisions made 
under risk changed depending on the difference in evaluation 
methods. In particular, we focused on two methods, joint eval-
uation (JE) and separate evaluation (SE). We conducted a be-
havioral experiment and found that participants put more prob-
ability weight on small probability when using the SE method 
than when using JE, and that for large probabilities, the inverse 
was observed (i.e., participants put more weight in JE). We an-
alyzed these results using a cognitive model and found that par-
ticipants’ subjective value of money does not change owing to 
differences in evaluation methods. However, beliefs concern-
ing uncertain events shifted depending on evaluation methods, 
which led to the differences in probability weight. In this paper, 
we also discuss psychological mechanisms that produce differ-
ent judgments or evaluations between SE and JE. 

Keywords: probability weight; separate evaluation; joint eval-
uation; computer simulation; cognitive model of decision mak-
ing 

Introduction 
It is well known that judgments change greatly depending on 
the difference in the evaluation methods. In the present study, 
we focused on one of the most studied topics, the difference 
between separate evaluation (hereafter, SE) and joint evalua-
tion (hereafter, JE; Hsee, 1996; Hsee, Loewenstein, Blount, 
& Bazerman, 1999). Hsee (1996) showed that preference re-
versals by SE and JE occur in several contexts. Imagine peo-
ple evaluating the worth of the following two dictionaries: 
 
Dictionary A: Number of entries, 10,000 
Dictionary B: Number of entries, 20,000 (cover is broken) 
 
When they evaluate dictionaries A and B at the same time 
(i.e., JE), they may easily spot that there is a difference in the 
number of entries, and they may be attracted by the number 

of entries in Dictionary B. Thus, they may evaluate Diction-
ary B as having a higher price than Dictionary A. However, 
if people evaluate these dictionaries separately (i.e., SE), they 
may not notice the difference in the total number of entries 
(they may feel that either is enough), but they may mind the 
broken cover of Dictionary B. Thus, they may value Diction-
ary A as having a higher price than Dictionary B. 

We predicted that shifts in evaluations by JE and SE 
might occur in the evaluation of probabilistic information. 
Previous studies on decisions under risk have shown that peo-
ple put unique weights (i.e., non-linear weight) on probabil-
istic information in making decisions (Kahneman & Tversky, 
1979; Tversky & Kahneman, 1992). For example, in deci-
sions under risk, although people tend to be highly sensitive 
to differences in the end point (e.g., the difference between 
0% and 10%, or differences between 90% and 100%), they 
tend to be less sensitive to differences in the middle degree 
(e.g., the difference between 30% and 40%). This finding 
suggests that sensitivity to differences is not constant. Recent 
studies have also showed that probability weighting is con-
structed through experimental procedures. In particular, dif-
ferent sets of probabilistic values presented in experimental 
tasks induce different probability weighting (e.g., Stewart, 
Reimers, & Harris, 2014; Walasek & Stewart, 2015). 

Based on these previous findings, we predicted that 
differences in evaluation between JE and SE would change 
the probability weighting. If so, then what differences will be 
generated between JE and SE? In evaluating a certain proba-
bility value, people may refer to their probabilistic beliefs. 
For example, in evaluating 30% in a probabilistic event, peo-
ple may refer to their probabilistic beliefs (i.e., how likely is 
the event to occur) and compare 30% with that belief. If they 
believe that the event usually occurs with high probability, 
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they may judge 30% as “not enough.” In contrast, if they be-
lieve that the event usually occurs with low probability, they 
may judge 30% as “enough.” Then, what is the nature of peo-
ple’s belief about probabilistic events? Stewart, Chater, and 
Brown (2006) showed that when people communicate prob-
abilistic information using verbal expressions such as “likely” 
or “impossible,” they tend to use highly extreme expressions 
such as “never” (representing 0%) or “always” (representing 
100%). This finding suggests that people tend to easily imag-
ine event occurrences or non-occurrences. In other words, 
people may refer to “black and white” probabilistic beliefs 
when evaluating probability. 

We predicted that this would be true in evaluations 
using the SE method, but that it may not be true in evaluations 
using the JE method. In JE, people are presented with some 
probabilistic values at the same time, and they can compare 
these values. Thus, people may refer to probabilistic infor-
mation in a continuous way. To the best of our knowledge, 
no previous studies have examined the above issue. In the 
present study, using a behavioral experiment and cognitive 
modeling, we examined whether probability weighting 
would shift depending on differences in the evaluation 
method between SE and JE. In the following section, we re-
port the results of our behavioral experiment. We then report 
our analyses based on cognitive modeling. 

Behavioral experiment 
We examined whether probability weighting would shift due 
to using different evaluation methods—specifically, JE or 
SE—in a gambling task. 

Method 
Participants. We recruited 682 students as participants. 
Task, stimulus, and procedure. We followed the method in 
Gonzalez and Wu (1999) to conduct the following task: Par-
ticipants were asked to make a choice between a gamble that 

gets 10,000 yen (around $100) with certain probability p or 
sure gain. Figure 1 shows an example of the task. For exam-
ple, participants choose one of two options: 100% chance of 
winning 5,000yen or a 30% chance of winning 10,000 yen. 
When they choose to a sure option, the monetary value of the 
option decreased: “you can get 4,500 yen.” Amounts of sure 
gain ranged from 9,500 yen to 500 yen. As seen in Figure 1, 
the choice should change from a sure option to a gamble, and 
in the change point, we can assume that there is an amount of 
money to which a person is indifferent about getting a sure 
gain or playing the gamble (i.e., certainty equivalent, hereaf-
ter, CE). We assumed that CE was the median of the change 
point (in Figure 1, CE was assumed to be 1,750 yen). For the 
probability of the gambles, we set 11 values: 1%, 10%, 20%, 
30%, 40%, 50%, 60%, 70%, 80%, 90%, and 99%. 

In the JE group (n = 47), participants were asked to 
answer the choices for the 11 probabilities. At first, they were 
instructed to answer the choices for 11 probabilities and then 
check their choices for each while answering the questions. 
In the SE group (n = 635), they were presented with one of 

 
Figure 1. A stimulus for measuring CE. The checks 
indicate the participant’s selection. 

 

Figure 2.  Mean CEs for 11 probabilities in the two groups. 
Error bars show standard deviation. 

Table 1. Results of statistical analyses about the difference 
in CE between the two groups.  

Probability t-test Effect size 
(d) 

1 t (99) = 4.00 p = .001 0.80 
10 t (106) = 4.23 p < .001 0.82 
20 t (109) = 2.45 p = .174 0.47 
30 t (118) = 0.68 p = .999 0.13 
40 t (95) = 0.01 p = .999 0.00 
50 t (93) = 2.58 p = .125 0.53 
60 t (111) = 0.80 p = .999 0.15 
70 t (101) = 0.19 p = .999 0.04 
80 t (98) = 1.28 p = .999 0.26 
90 t (99) = 2.13 p = .392 0.42 
99 t (101) = 3.99 p = .001 0.79 

Note. p-value was adjusted with Bonferroni’s method. 
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the 11 probability gambles and answered the choices for the 
probability. 

Results 
Figure 2 shows mean CEs for 11 probabilities in the two 
groups. We found that the CEs differed between the two 
groups. In particular, in the low-probability range (1–20), the 
CE was higher for the SE group than in the JE group, sug-
gesting that participants in the SE group applied more proba-
bility weight than those in the JE group. However, this trend 
reversed in the high-probability range (80–99), suggesting 
that participants in the JE group applied more probability 
weight than those in the SE group (as to the statistical anal-
yses of CEs, see Table 1). 
 Taken together, the difference in evaluations be-
tween the JE and SE groups induced different probability 
weighting. In the following sections, we report the analyses 
of cognitive processes using a cognitive model. 
 

Analyses of cognitive processes based on the  
cognitive model 

Cognitive model of decision making: Decision by 
Belief Sampling (DbBS) 
In this section, we introduce the decision model, called the 
decision by belief-sampling model (hereafter, DbBS; Honda, 
Matsuka, & Ueda, 2017). This model was proposed based on 
the decision by sampling model (DbS; Stewart, Chater, & 
Brown, 2006; Stewart, 2009). In the DbS model, subjective 
attribute values are constructed by a series of binary, ordinal 
comparisons to a sample of attribute values that reflect the 

immediate decision context and real-world distribution. The 
subjective value for a target is calculated as follows: 

𝑟 = 	
𝑅 − 1
𝑁 − 1 
 

(1) 

where r (0 ≤ r ≤ 1) denotes the subjective value for a target, 
and R denotes the rank of the target within the decision sam-
ple of N items. In this model, if the decision sample differs, r 
varies in the relationship between R and the decision sample. 
For example, imagine the subjective value for 60%. When 
decision samples are 10%, 20%, 30%, 30%, and 70%, the 
subjective value is r = (5-1)/(6-1) = 0.8. In contrast, in deci-
sion samples of 20%, 30%, 70%, 80%, and 90%, the subjec-
tive value is r = (3-1)/(6-1) = 0.4. That is, even when the tar-
get has the same attribute value, the subjective value varies 
depending on the decision samples. Previous studies have 
shown that this model can explain evaluations that vary de-
pending on the samples (e.g., Stewart, Chater, Stott, & 
Reimers, 2003; Stewart, Reimers, & Harris, 2014). 

DbBS is a model representing the subjective evalu-
ation of probability. DbBS has two assumptions. First, the de-
cision maker (DM) refers to the probabilistic belief samples 
in making decisions, and these samples represent the DM’s 
probabilistic belief of an event’s occurrence. For example, 
imagine the probable success rates of medical procedures for 
a serious disease and for appendicitis, respectively. Generally, 
people believe that the probability of success in treating a se-
rious disease is low compared to the probable success of 
treating something simple, like appendicitis (Honda & 
Matsuka, 2014). We assume that the DMs refer to belief sam-
ples according to their probabilistic beliefs. We represent 
these beliefs using beta distributions (see the four examples 

 

Figure 3.  Summaries of DbBS. (a) Probabilistic belief regarding an uncertain event. (b) Subjective value in DbBS. This is 
represented with the cumulative distribution function (CDF) of the beta distribution. 
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of DMs’ subjective beliefs in Figure 3[a]). Example 1 repre-
sents the belief such that an event will occur or not (people 
refer to event occurrence and nonoccurrence). Likewise, in 
Examples 2 and 4, the DMs have the belief such that the event 
will happen with a low or high probability. Example 3 repre-
sents the belief that an event has a 50% chance of occurring. 
Thus, beta distributions can represent extensive kinds of be-
liefs about uncertain events. As a second assumption, a sub-
jective value for a target is constructed by the comparison be-
tween the target value and the belief samples. Figure 3(b) 
shows subjective values calculated by the DbBS model. 
Given that beta distributions represent beliefs about uncertain 
events, subjective values correspond to values in the cumula-
tive distribution functions (CDF) of beta distributions. 
 Using DbBS, we estimated the beliefs participants 
had in answering the gambling task in the behavioral experi-
ment. In particular, we focused on the difference in beliefs 
produced between participants in the JE and SE groups. 

Parameter estimation 
In the gambling task of the behavioral experiment, when CE 
is y yen for the gamble that can win 10,000 yen with proba-
bility p, we assumed that the following relation: 

𝑣(𝑦) = 	𝑣(10000)𝑤(𝑝) 
 

(2) 
where v is a value function, represented with v(x) = xα, and 
w(p) is a subjective weight for probability p. In this study, 
w(p) is represented by subjective value according to DbBS. 
 With the above assumptions, we estimated parame-
ters for value function (i.e., α) and two parameters of the beta 
distribution whose CDF best explains the choice patterns in 
gambling task. 

In the JE group, we estimated the best parameters 
based on the choice patterns for the 11 probabilities. In this 
estimation, we conducted a grid search; for α, from 0.04 to 1 
with increments of 0.04 (i.e., 25 values); and for each of the 
two parameters of beta distributions, from 0.01 to 1 with in-
crements of 0.01 (i.e., 100 values). Thus, in total, from 
250,000 combinations of parameters, we searched the com-
binations of parameters, which explained the observed choice 
pattern best for every participant in the JE group. 

For participants in the SE group, it was impossible 
to estimate their beliefs on uncertainty because they answered 
choices only for one gamble. Thus, we constructed a hypo-
thetical participant who responded to 11 gambles (i.e., gam-
bles for 11 probabilities), by the “SE” method with the fol-
lowing procedure. CEs for the 11 probabilities were con-
structed based on the data of the behavioral experiment. In 
particular, the CE at one probability was randomly sampled 
from normal distribution. Here, mean and standard deviation 
were determined by the data of the behavioral experiment 
(i.e., the data demonstrated in Figure 2). In these random 
samplings for 11 probabilities, we assumed that the hypothet-
ical participant showed consistent choice patterns such that 
when p1 < p2, CE for p1 (CE1) and p2 (CE2) always satisfied 
CEp1 ≦ CEp2. Thus, we estimated the response for 11 gam-
bles using the SE method by the “identical person.” With 

these procedures, we constructed 1,000 hypothetical partici-
pants. For the data of the hypothetical participants, we esti-
mate the best parameters for value function and beta distribu-
tion using a grid search as we did for the JE group. 

In our parameter estimation, we evaluated the model 
fit using R2. In the following analyses, we used the data 
wherein the model showed a good fit. Here, we set the crite-
rion of “goodness” as R2 > 0.5 (44 out of 47 data in the JE 
group and 787 out of 1000 data in the SE group satisfied this 
criterion). 

Results of parameter estimations 

Value function 
Figure 4 shows the distribution of the estimated parameter of 
α for the JE and SE groups. As shown in the figure, the dis-
tributions were similar between the two group, and there was 
no significant difference (w = 16328, p =.516, Wilcoxon rank 
sum test). Thus, this result suggests that the different evalua-
tions did not affect valuation of money. 

 
Figure 4. Distribution of estimated parameter for value 
function (α) 
 

 
Figure 5. Results of clustering analysis. (a) Scree plot for 
within-cluster sum of squares (WSS) in K-means cluster-
ing. (b) Relationship between reduction of WSS (differ-
ence) and that in proportion. The number in the circle (e.g., 
n) indicates the reductions in WSS when the number of 
clusters increased from (n-1) to n. 
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Beliefs on uncertainty 
Next, we examined participants’ beliefs (i.e., estimated beta 
distribution) in detail with the following procedure. First, we 
clustered beliefs (i.e., shape of beta distribution) using prob-
ability densities. For the 831 data sets, the patterns of proba-
bility densities for 99 probabilities (1%, 2%, 3%,..., 97%, 
98%, 99%) were clustered using the K-means method. We 
determined the number of clusters by considering the tradeoff 
between parsimony (i.e., as least clusters possible) and in-
formativeness (i.e., as many clusters as required). Here, we 
calculated the within-cluster sum of squares (WSS) for each 
cluster and examined reductions in the WSS in terms of the 
difference and proportion of increasing numbers of clusters. 
Figure 5 shows the scree plot (a) and the relationship between 
the reduction in WSS in difference and proportion (b). We 
adopted four clusters based on their parsimony and informa-
tiveness. 
 We examined features of each cluster: median 
strengths of belief and median subjective values for 99 prob-
abilities for each cluster. Figure 6 shows these results. The 
four clusters can be summarized as follows: For the clusters 
1, 2, and 3, the probabilistic belief is “black and white” (i.e., 
deterministic). That suggests that a person refers to “winning” 
and “losing” gambles. The differences among the three clus-
ters lie in whether a person is more optimistic (i.e., the belief 
in “winning” is stronger than that for “losing,” Cluster 1), 
more pessimistic (i.e., the belief in “losing” is stronger than 
that for “winning,” Cluster 2), or neutral (i.e., the belief in 
“losing” is as strong as that for “winning,” Cluster 3). Cluster 

4 has a different feature: the strength of belief is almost con-
stant, suggesting that a person believes that the probability of 
winning gamble takes any probability (i.e., referring wide 
range of probability). 
 Then, we examined the proportions of data catego-
rized into the four clusters for the two evaluation methods. 
Table 1 shows those results. Most data were categorized into 
Clusters 1, 2, or 3, which represented “black and white” be-
lief. Those findings were generally consistent with the previ-
ous findings in Stewart et al. (2006) showing that people tend 
to often use extreme probabilistic expressions representing 
0% and 100%. However, the most notable point was the pro-
portion that was categorized into Cluster 4: more data from 
the JE group were categorized into Cluster 4 than from the 
SE group (p <.001, Fisher’s exact test), suggesting that the 
participants (though “hypothetical participants”) in SE re-
ferred to probabilistic information in a continuous way. These 
findings corroborated our prediction. 

Discussion 
In this study, we examined whether probability weighting 
shifts according to which evaluation method, JE or SE, was 
used in a gambling task. We found that the different evalua-
tion methods induced different weighting. Furthermore, we 
analyzed our results using a cognitive model. The analyses 
indicated that differences in probability weighting for JE and 
SE were derived from a difference in probabilistic beliefs that 
people refer to in making decisions. 

Previous studies have discussed changed prefer-
ences based on evaluation methods (JE, SE) but there has 
been little discussion about the process of making decisions 
under risk. One reason may be the difficulty of examining 
decision processes since researchers can obtain only one da-
tum for each participant in an SE group, making model-based 
analysis highly difficult. In the present study, we proposed a 
new method to overcome such difficulties by constructing 
hypothetical participants using behavioral data. We believe 
that the proposed method makes a substantial contribution 

 
Figure 6. Median of strength of probabilistic belief (A) and subjective value (B) for the four clusters. 

Table 2. Proportion of data categorized into the four clus-
ters. 

Group Cluster 1 Cluster 2 Cluster 3 Cluster 4 
JE 0.295 0.364 0.068 0.273 
SE 0.287 0.159 0.475 0.079 
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that helps clarify the difference in cognitive processes be-
tween JE and SE methods. 
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