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ABSTRACT OF THE DISSERTATION

Topics in kinetics of tokamak edge plasma and laser-plasma interactions

by

Alexey Knyazev

Doctor of Philosophy in Engineering Sciences (Engineering Physics)

University of California San Diego, 2023

Sergei I. Krasheninnikov, Chair

Kinetic models are often necessary to adequately describe plasma dynamics. Firstly,

important kinetic effects in plasmas can persist even in a fluid parameter regime, such as

the thermal force in the Braginskii model. Secondly, many plasmas of interest – such as

occur in laser-plasma interactions – are far from the thermal equilibrium assumed by fluid

models, and must be described using the Vlasov equation.

Direct kinetic simulations of plasmas are computationally expensive. Therefore,

reduced models and simplified problem setups are instrumental to the study of kinetic

plasma effects.

This dissertation is divided into three projects, each addressing kinetic plasma

xiv



effects with a reduced model.

The first project investigates relativistic electron dynamics in the presence of

colliding laser pulses. The stochastic dynamics of an electron in counter-propagating

linearly polarized laser beams is analyzed using a recently developed 3/2-dimensional

Hamiltonian approach. It is shown that perpendicular canonical momentum suppresses

stochasticity, helping to explain the results from recently reported numerical studies of

stochastic dynamics in a similar setting. The stochasticity in a perpendicular polarization

setup is demonstrated. Lastly, the impact of radiation friction effects is considered, and

shown to be negligible in the classical radiation reaction limit.

The second project investigates electron dynamics during laser-target interaction.

The model is proposed to describe the laser-driven electron acceleration that occurs when

a high-intensity laser interacts with a nanoplate target. Formation of the quasi-static

electric and magnetic fields is described, and the residual between these static fields is

shown to be crucial for stochastic the electron acceleration beyond the ponderomotive

scaling.

The third project is dedicated to reduced modeling of Coulomb collisions in gyroki-

netic simulations. A linearized multi-species model collision operator is adapted for the

continuum gyrokinetic code COGENT. It is used to simulate highly collisional plasmas

to illustrate that the operator recovers both friction and thermal forces of the Braginskii

fluid model. The neoclassical transport of heavy impurities simulated with COGENT is

shown to agree with previously published theoretical results.
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Chapter 1

Introduction

1.1 Kinetic plasma description

Kinetics of the ideal, classical, fully ionized plasma can be described with a system

of Boltzmann equations for each plasma species. For s species with charge es and mass

ms, the Boltzmann kinetic equation,

∂fs
∂t

+
dxs

dt

∂fs
∂xs

+
dPs

dt

∂fs
∂Ps

=

(
dfs
dt

)
c

, (1.1)

describes particle dynamics in the presence of external forces and the self-consistent fields,

where fs(xs,Ps, t)dxsdPs is the number of particles in the dxsdPs phase space volume

element of the s species, xs (and Ps) are canonical coordinates (and momenta).

For high-temperature plasmas, such as those produced by the laser with relativistic

intensity I ≥ 1.37× 1018(1µm/λ)2 W/cm2 – where λ is the laser wavelength – collisions

can be ignored completely, resulting in the Vlasov equation,

∂fs
∂t

+
dxs

dt

∂fs
∂xs

+
dPs

dt

∂fs
∂Ps

= 0. (1.2)

Relativistic intensity laser-plasma interaction is considered in Chapter 2 and 3 of this

thesis. Observe that the left-hand side of the Vlasov equation is the full-time derivative

of fs(xs,Ps) in a phase space, so Dfs/Dt = 0 without collisions. This incompressibility
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Figure 1.1. Despite that the phase space flow in Vlasov equation Eq. (1.2) is Hamiltonian
and therefore volume preserving, stochasticity can cause the “drop” of nearby initial
condition to spill over the large “effective” phase space volume. Image taken from [1].

in the phase-space is a consequence of particle dynamics being Hamiltonian. Notably,

despite the volume-preserving nature of the Hamiltonian flow, a “drop” of initial conditions

– depicted schematically in Figure 1.1 – may spill over the large “effective” phase space

volume due to stochasticity that will be discussed in the section below.

As will be shown in Chapters 2 and 3 of this thesis, stochastic “spilling” across the

phase space may be utilized to accelerate electrons in relativistic laser-plasma interactions.

In various relativistic laser setups, stochastic electron heating – triggered by additional

perturbation laser or static electromagnetic fields in the plasma – can produce electron

energies larger than the maximum energy of the electron quiver motion in the relativistic

laser field alone (the so-called ponderomotive scaling). Design and analysis of efficient

acceleration techniques – such as stochastic acceleration mentioned here – is an active

research area, both due to the rapid advancements in high-power laser technology [2] and

due to prospective applications for produced energetic electron bunches [3].

Analysis in Chapter 2 and 3 is primarily concerned with the Hamiltonian dynamics

of electrons, as is assumed by the Vlasov equation Eq. (1.2). However, certain processes of

2



interest are not easily handled within the Hamiltonian formalism. One such example is the

radiation friction experienced by the electron in a high-intensity laser field, considered in

Chapter 2. Another example is the impact of small scale electromagnetic fluctuations [4] –

called Coulomb collisions – on a single-particle distribution function fs.

Coulomb collisions are described by a collision operator on the right-hand-side of

the kinetic equation Eq. (1.1). The Landau form [5] of the collision operator is often

used, suitable for deriving collisional transport of energy, momentum, and particles in

Braginskii [6] fluid model. Notably, because the thermal conductivity of the plasma is

determined [7] by particles with superthermal energies, the high-collisionality limit analysis

of Braginskii-type models is only applicable to plasmas with λC/LT ≲ 10−2, where λC is

the Coulomb mean free path of thermal electrons and LT is the characteristic gradient

scale length of the plasma temperature profile. Such a high collisionality requirement is not

satisfied for parallel transport in typical tokamak-relevant plasmas. As a result, tokamak

plasma simulation tools must either implement workarounds in the parallel transport

treatment, such as flux limited Braginskii model in the SOLPS-ITER [8] code, or resort

to kinetic models. Kinetic simulations of collisional plasma are, however, numerically

expensive, and the high computational cost of the Landau operator makes it impractical

for many problems of interest. Instead, various reduced operators are used to capture

collision effects in the kinetic model. Such reduced operators are typically designed to

be simple and numerically efficient, but may decrease simulation fidelity. For example,

some reduced operators do not recover any thermal forces between the colliding species,

which is important for simulating impurity transport in the tokamak. Chapter 4 of this

thesis presents an implementation of the model linearized multi-species operator into a

gyrokinetic code. The implemented collision operator is based on the Landau operator,

with approximations that allow to circumvent numerically expensive steps by analytical

treatment. The resulting model operator recovers thermal and friction forces as they

appear in the Braginskii model.
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1.2 Cyclic coordinates and integrals of motion

If the Hamiltonian of a system does not depend on a certain coordinate xc, such

coordinate is called cyclic, and its conjugate momentum is an integral of motion,

dPc

dt
= −∂H

∂xc
= 0. (1.3)

More generally, Nether’s theorem – stating the existence of a motion integral associated

with a symmetry of the Hamiltonian – can be reduced to a cyclic coordinate argument

above. For example, consider a setup from Chapter 3, where a particle of charge q and

mass m interacts with a static electric field described by a scalar potential U(y), a static

magnetic field described by the vector potential AB(y)ez, and an electromagnetic wave

described by the vector potential A(ct−kz)ey. The dynamics of such a particle is described

by the extended Hamiltonian,

He = Pt +mc2
√

1 +
P 2
x

m2c2
+

(Py +
q
c
A(ct− kz))2

m2c2
+

(Pz +
q
c
AB(y))2

m2c2
+ qU(y), (1.4)

where t is the canonical coordinate with the corresponding momentum Pt = −γmc2−qU(u).

Since He does not depend on x, the canonical momentum Px is conserved

dPx

dt
= −∂He

∂x
= 0. (1.5)

Furthermore, observe that t and z coordinates appear in He as combination ct − kz.

Accordingly, coordinate transformation t′ = t+æ/ω, z′ = z +æ/k keeps He unchanged.

Parameter æ can be used instead of z as a canonical coordinate, and the corresponding
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canonical momentum is conserved since æ does not enter He explicitly,

dPæ

dt
=

d

dt

(
Pt

ω
+
Pz

k

)
=

d

dt
(Pt + cPz) = (1.6)

=
d

dt
(−γmc2 − qU(y) + c[γmvz +

q

c
AB(y)]) = (1.7)

= − d

dt

(
γmc2

(
1− vz

c

)
+ q
[
(U(y)− AB(y)

])
= −∂He

∂æ
= 0. (1.8)

Integrals of motion reduce the dimensionality of the system. The next section explains

how the dimensionality of the problem can have significant implications for the character

of dynamics.

1.3 Stochasticity in Hamiltonian systems

Dynamics of nonlinear systems can become stochastic. Stochasticity – also referred

to as “chaos” – is a special kind of instability that occurs in nonlinear dynamical systems.

Its distinguishing characteristic is that, despite the deterministic nature of equations of

motion, various characteristics of the system behave like random quantities. Stochasticity

is surprisingly common in nonlinear Hamiltonian systems. Chapters 2 and 3 of this thesis

demonstrate examples of stochastic electron dynamics in different laser plasma setups, and

investigate the role of chaos in the electron acceleration. The rest of this section introduces

the stochasticity criterion K ≳ 1, that will later be used in electron dynamics analysis.

It is important to emphasize that the stochastic trajectories in classical (i.e., not

quantum) systems are produced from deterministic Hamiltonian equations, without any

ad hoc random forces. Notably, stochastic dynamics of the underlying deterministic

system often serves as justification for including random forces – that are also often

called “stochastic” – to capture the phenomenology of the dynamics with a reduced model.

One such example is a Langevin equation [9] describing the Brownian motion [10] of a

suspended body due to interactions with a heat bath of other particles in a fluid. Another
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example [11] is “stochastic” description of the wave propagation in random media. In this

thesis, the terms stochasticity and chaos will be both used to describe chaotic dynamics in

deterministic Hamiltonian systems [12, 13].

Stochasticity requires an instability of the system’s motion. One of the commonly

occurring instabilities that lead to stochastic dynamics is phase-stretching instability. It

can be illustrated by Fermi’s problem of a ball bouncing between two walls [14], proposed

to explain the acceleration mechanism [15] of charged particles interacting with magnetic

clouds in space. Let the two walls be a distance L apart, with the moving wall position

given by x = L+ d sin(ωt), d≪ L. The ball dynamics is trivial everywhere except during

collisions with the moving wall. Therefore, given time tn and ball velocity vn after the last

moving wall collision, one can calculate the time of the next collision tn+1 and the velocity

vn+1 that results from it. Taking the ball to be much faster than the wall v ≫ ωd, the

motion can be described with a trajectory mapping,

vn+1 = vn + 2ωd sinψn, (1.9)

ψn+1 ≈ ψn +
2Lω

vn+1

≈ (1.10)

≈ ψn +
2Lω

vn

(
1− vn+1 − vn

vn

)
≈ (1.11)

≈ ψn +
2Lω

vn
− 4Lω2d

v2n
sinψn mod 2π, (1.12)

where ψ = ωt is the phase of the moving wall. Observe that even if velocity v does not

change much during collisions δv ∼ ωd ≪ v, the phase ψ can change significantly. The

phase stretching instability can occur if

∣∣∣∣δψn+1

δψn

− 1

∣∣∣∣ ≈ 4Lω2d

v2n
|cosψn| ≡ K| cosψn| > 1, (1.13)

and can cause the onset of stochasticity. Since K > 1 is necessary for instability, there
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exists an upper bound on the energy of the ball, v2 ≲ 4Lω2d.

Note that stochastic dynamics is not possible in one-dimensional conservative

systems H(x, P ). The stochastic motion in the ball problem considered above becomes

possible due to explicit time-dependence H(x, P, t), which increases the dimensionality of

the phase space. Indeed, as was illustrated in the section on cyclic coordinates above, time

can serve as a canonical coordinate in the extended HamiltonianHe(x, P, t, Pt) = Pt+H = 0.

Extended Hamiltonian shows that explicit time dependence of H(x, P, t) adds another

phase space dimension, dPt/dt = −∂He/∂t ̸= 0. Because of the degeneracy He ≡ 0 of

the extended Hamiltonian treatment, time-dependent H(x, P, t) systems are often called

3/2-dimensional instead of 2-dimensional.

If the motion is described by a 2-dimensional Hamiltonian H occurs in the finite

volume of phase space, surfaces of constant H are nested tori in the action-angle variables.

Such tori divide the 2-dimensional space into two subspaces, restricting [13] stochasticity

to the finite volume of the phase space. For higher dimensions, this is not the case, and

stochasticity can explore the entire phase space via Arnold diffusion. This highlights the

uniqueness of stochastic dynamics in 2-dimensional systems.
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Chapter 2

Stochastic electron motion in colliding
plane waves

Stochastic dynamics of electrons interacting with multiple electromagnetic waves

has been studied using Hamiltonian formalism [16, 17] and investigated via numerical

simulations [18, 19, 20, 21]. Recently, a novel approach [22] was proposed, where the

dynamics of the relativistic electron in two collinearly polarized counter-propagating plane

waves was described with a 3/2-dimensional Hamiltonian, allowing to apply the techniques

used in previous studies of stochastic dynamics in such systems [13, 12]. However, the

effects of perpendicular canonical momenta P⊥ of the electron were not considered in the

previous analysis of stochasticity. Considering these effects enables better understanding

of the recent numerical results of stochastic heating in colliding laser pulses, such as the

dependence on the initial laser phases [20].

In this chapter, we expand on the previous stochastic motion analysis [22] to account

for perpendicular canonical momenta P⊥, and allow for an arbitrary angle between linear

polarizations of the waves. We discuss the effect of P⊥ on the stochastic heating, and

relate that effect to the impact of the initial laser phases. Finally, we consider stochastic

heating in the presence of radiation friction.
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2.1 Stochastic motion

To provide context for the present discussion, it is instructive to revisit the well-

known problem of the interaction between a single electron in vacuum with the laser pulse

described by a vector potential a1 = a1 sin(η)ex, where η = t − z, a1 = eE1/mcω is the

normalized amplitude of the vector potential, E1 is the maximum electric field of the laser,

λ is the laser wavelength, c is speed of light in vacuum, and m and −e are electron’s mass

and charge, respectively. In what follows, we use dimensionless units, normalized by the

introduced constants as follows: length is normalized by k = 2π/λ, time by ω, electron’s

velocity v and canonical momenta P by c and mc, respectively, electric and magnetic

fields by e/mcω. The outlined problem has three well-known integrals of motion,

γ − Pz = H = const, Px,y = const, (2.1)

where Px,y,z are components of P = γv−A, γ is the Lorentz factor of the electron, and A

is the vector potential of electric −∂tA and magnetic ∇×A field. In the reference setup

A equals simply a1. From the integrals of motion in Eqs. (2.1) follow the expression for

the Lorentz factor of the electron,

γ =
1

2

(
H +

Ep
H

)
, (2.2)

where Ep = 1 + (Px + Ax)
2 + (Py + Ay)

2. In the rest of the chapter, we will refer to the

maximum of Eq. (2.2) as ponderomotive scaling γp.

Now, consider that a second laser was added to the setup, described by a2 =

a2 sin(k2τ)(αex +
√
1− α2ey), where τ = t + z, k2 is the wavenumber of the second

laser, and α is the cosine of the angle between a1 and a2. Introduction of a2 breaks

the conservation of H, and it was shown that even a2 ≪ a1 can enhance the maximum

Lorentz factor γ. Significant physical insight into this phenomenon was obtained by using
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a 3/2-dimensional Hamiltonian description [22] of the electron dynamics in colliding laser

beams, where it was shown that the role of the perturbation laser a2 is to onset stochasticity

in H, with the stochastic change in H then leading to increase in electron energy γp. The

previously performed analysis of stochasticity [22] was, however, limited to the case of

parallel pulse polarization with both lasers propagating along the general momenta of the

electron, P⊥ = 0. In this section, we will generalize the analysis of stochastic heating to

the case of P⊥ ̸= 0. We show that both Px ≫ a1 and Py ≫ a1 suppress stochasticity. For

cases where stochasticity is still present, we show that Py > 0 and Px ≳ a1 increases the

lower stochastic limit Hmin, while keeping the higher stochastic limit Hmax intact. Based

on the Hmin/max limits, we explain how |Px| and |Py| affect the limits of stochastic heating

relative to the ponderomotive scaling max(γs)/Ep, where γs is the ponderomotive scaling

Eq. (2.2) for the initial value of the dephasing rate H0. We verify our analysis with a

series of Poincaré maps obtained from numerical integration of Eqs. (2.3-2.5) below.

We begin by describing the dynamics of the electron interacting with both laser

beams A = a1 + a2 as a 3/2D Hamiltonian [22] system:

H =
1

χ

[
1 +

(
Px + a1 sin(η) + αa2 sin(k2τ)

)2
+
(
Py +

√
1− α2a2 sin(k2τ)

)2]
= γ − Pz,

(2.3)

dη

dτ
≡ η̇ = −∂H

∂χ
=
H

χ
, (2.4)

dχ

dτ
≡ χ̇ =

1

χ
{a1 cos(η) [Px + a1 sin(η) + a2 sin(k2τ)]} , (2.5)

where χ = γ + Pz. Because the onset of stochasticity is typically attributed to the overlap

of high harmonic resonances, [13] it is instructive to begin analysis with the study of

the Fourier harmonics χ̂0(Ω) of the unperturbed (a2 = 0) χ0(τ) electron motion, and

analyze how the spectrum depends on Px,y. As Fig. (2.1) illustrates, the unperturbed

electron motion χ0(τ) is a nonlinear periodic oscillation with base frequency Ω, and so the
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Fourier spectrum consists of discrete harmonics χ̂0,n, where n is the harmonic’s number.

A typical χ̂0(Ω) spectrum has a tail of Fourier harmonics with power law amplitude decay

|χ̂0,n| ∝ 1/n2, followed by an exponential cut-off |χ̂0,n| ∝ exp[−(n− nc)], where nc is the

cut-off harmonic number,

n2
c =

Ω2
c

Ω2
≈ 1

Ω2
max

(
1

χ

d2χ

dτ 2

)
. (2.6)

The cut-off frequency Ωc ≈ max(χ̈0/χ0) corresponds to the most rugged parts of χ0(τ).

Unless Px ≈ a1, max(χ̈0/χ0) occurs at minima min(χ0) ≡ χm along the unperturbed

trajectory, so we can estimate cutoff frequency as

Ω2
c =

1

χ

d2χ

dτ 2

∣∣∣∣
χm

= 2a1H
4×

× a1 cos
2(ηm)− sin(ηm)[Px + a1 sin(ηm)]

(1 + P 2
y + [Px + a1 sin(ηm)]2)3

,

(2.7)

where ηm is the value of η corresponding to χm. It follows from the Hamiltonian Eq. (2.3)

that sin(ηm) = −a1/Px for |Px| < a1, and sin(ηm) = −Px/|Px| otherwise. We can use

Eqs. (2.6, 2.7) to determine the number of unsuppressed Fourier harmonics nc by comparing

Ωc with the frequency of unperturbed motion Ω. To find Ω, we solve for implicit η0(τ)

dependence

τ + const =
1

H2

((
1 + P 2

x + P 2
y +

a21
2

)
η0

− 2a1Px cos(η0)−
a21
4
sin(2η0)

)
,

(2.8)

and calculate the unperturbed frequency as

Ω =
2π

τ(η0 + 2π)− τ(η0)
=

H2

1 + P 2
x + P 2

y + a21/2
. (2.9)
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Combining Eq. (2.6) with results from Eqs. (2.7, 2.9) gives

n2
c =

2a1(1 + P 2
x + P 2

y + a21/2)
2(|Px| − a1)

[1 + P 2
y + (|Px| − a1)2]3

(2.10)

for |Px| ≫ a1 case and

n2
c =

2(1 + P 2
x + P 2

y + a21/2)
2(a21 − P 2

x )

(1 + P 2
y )

3
(2.11)

in |Px| ≪ a1 case. Estimates Eq. (2.10, 2.11) agree with Fourier transforms χ̂0 shown in

Fig. (2.1), where the sharp corners in Px ≪ a1 case results in a long tail of harmonics,

while Px ≫ a1 case has virtually instant exponential cut-off of its spectra. It follows

from Eqs. (2.10, 2.11) that both |Px| ≫ a1 and |Py| ≫ a1 result in low frequency cutoff

Ωc ≈ Ω and therefore suppress stochasticity. However, for moderate values of |Px| and Py|,

there exists a long tail of unsuppressed Fourier harmonics in the spectrum of unperturbed

motion. From Chirikov’s stochasticity criterion, this long tail in the spectrum allows for

island overlap and results in a wider stochastic region [13].

Our next step is to determine how components of canonical momenta P⊥ affect the

stochasticity boundaries Hmax/min. For the electron with initial Hamiltonian H0, Eq. (2.2)

predicts that increased stochastic region will subsequently lead to further heating for cases

where stochastic limits Hmax > Ep or Hmin < 1. To find the Hmax/min limits, we note that

the evolution of Hamiltonian

dH

dτ
=

2a2k2 cos(k2τ)

χ

[
αPx +

√
1− α2Py+

+ αa1 sin(η) + a2 sin(k2τ)

] (2.12)

is adiabatic outside of regions with minimal χ. If the second laser a2 is a perturbation

a2 ≪ a1, from Eqs.(2.3,2.12) follows that the value of H changes during “kicks” at

sin(η) = −a1/Px for Px < a1 and sin(η) = −Px/|Px| otherwise, as illustrated in Fig. (2.2).
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Figure 2.1. Top panel: Unperturbed trajectories χ0(τ) for Px < a1 (Px = 0, Py = 0,
a1 = 3.0 for black solid curve), and for Px > a1 (Px = 15, Py = 0, a1 = 5.0 for green
dashed curve). Bottom panel: Corresponding magnitudes of normalized harmonics |χ̂0,n|
for Px > a1 (curve on the left), and for Px < a1 (curve on the right). The blue solid line
shows the long tail of Fourier harmonics, and red dashed curves show the exponential
decay of harmonic amplitudes. Red stars show the exponential cut-off estimates (2.10)
and (2.11)
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Figure 2.2. Hamiltonian H (solid blue curves) and sin(η) (dashed orange curves) for
a1 = 10, a2 = 0.1, k2 = 1. The top panel shows case with Px/a1 ≈ 0.25, where “kicks”
occur at sin(η) = −a1/Px. The bottom panel shows a case with Px/a1 = 1.8, where “kicks”
occur at sin(η) = −Px/|Px| = −1

The change in H during one kick is

∆Hn =

∫
dH

dτ
dτ =

∫
χ

H

dH

dτ
dη, (2.13)

and the difference in phase of a2 between two consecutive kicks is

∆ψn =
2πk2
Ωn+1

=
2πk2
H2

n+1

(
1 + P 2

x + P 2
y +

a21
2

)
, (2.14)

if |Px| > a1, and

∆ψn =
(π ± 2arcsin(Px/a1))k2

H2
n+1

(
1 + P 2

x + P 2
y +

a21
2

)
(2.15)
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otherwise. The sequence of kicks described by (2.13-2.15) will lead to stochasticity if [13]

K ≡
∣∣∣∣ d∆ψn

dHn+1

d∆Hn

dψn

∣∣∣∣ ⪆ 1. (2.16)

From Eq. (2.16), we can obtain the limits of stochasticity Hmax/min, and the corresponding

maximum electron energy (2.2). Details of the calculation are outlined in equations (2.17-

2.20) below, followed by the resulting expressions for stochastic boundaries.

As discussed above, the motion outside the kicks regions can be approximated

as adiabatic, allowing to substitute the unperturbed trajectory Eq. (2.8) into Eq. (2.12)

for evaluating the integral in Eq. (2.13). For kicks in |Px| < a1 regime, the outlined

substitution yields

k2τ = ϕ̃+
k2
H2

(
[1 + P 2

x + P 2
y +

a21
2
]η−

− 2P 2
x sin(η)− 2Px

√
a21 − P 2

x cos(η)+(P 2
x

2
− a21

4
sin(2η)

)
+

1

2
Px

√
a21 − P 2

x cos(2η)

)
,

(2.17)

where

ϕ̃ = const− k2
H2

(
1 + P 2

x + P 2
y +

a21
2

)
arcsin(

Px

a1
). (2.18)

Note that in the stochastic regime where H exhibits random behavior, the ϕ̃ also becomes

random. To simplify the notation below, we combine ϕ̃ with all other constants independent

of η. We can now approximate the trajectory around the kick with a Taylor expansion

of Eq. (2.17) at sin(ηm) = −Px/a1, allowing for the following approximation for integrals
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in (2.13):

∫
τkick

cos(k2τ)dη =

∫ ∞

−∞
cos(ϕ̃+

k2
H2

(1 + P 2
y )η+

1

3
(a21 − P 2

x )η
3 + Px

√
a21 − P 2

x η
4 − 1

60
(4a21 − 7P 2

x )η
5)dη.

(2.19)

The phase of cosine terms in integral Eq. (2.19) varies rapidly away from the η = 0 point,

and so for asymptotic analysis is suffices to keep the lowest nonlinear term (η3 for Px < a1

and η5 for Px = a1).

Analysis done in Eq. (2.17-2.19) can be repeated for Px ≳ a1, where kicks occur

at sin(ηm) = −Px/|Px|, and the resulting approximations for integrals in Eq. (2.13) is

different from Eq. (2.19):

∫
τkick

cos(k2τ)dη =

∫ ∞

−∞
cos(ϕ̃+

k2
H2

(1 + P 2
y+

+ (Px − a1)
2)η +

a1
3
(Px − a1)η

3 − a1
60

(4a1 − Px)η
5
)
dη.

(2.20)

For even larger Px ≫ a1 values, the kicks approximation is no longer valid, and the motion

is non-stochastic in agreement with the analysis of trajectory spectra Eq. (2.10).

Note that in the Hamiltonian description, the phase trajectory explicitly depends

solely on P⊥ and the initial conditions η(τ0), χ(τ0), and does not depend on initial phases

ϕ1 and ϕ2 of the lasers. In the previous study of interaction between the multi-picosecond

laser and the overdense plasma target, [20] stochastic electron dynamics of the electron in

the presence of incident and reflected laser pulses was numerically simulated using non-

canonical variables γv, a1 sin(ϕ1), a2 sin(ϕ2) to describe the electron dynamics, resulting

in appearance of laser phases ϕ1 and ϕ2 in final answer. The use of canonical variables χ

and η (η corresponding to “phase slip" from [20]) enables to understand the physics of the

stochasticity onset, illustrating that stochasticity is impacted by canonical momenta P⊥

rather than the laser phases.
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Equipped with approximations Eq. (2.19)-(2.20), we can now evaluate integral

Eq. (2.13) in Px < a1, Px = a1 and Px > a1 regimes, and assess the impact of Px and Py

on the stochastic boundaries Hmax/min. For moderate values of Px < a1, “kicks” correspond

to sin(ηm) = −Px/a1, giving the stochasticity condition

∣∣∣∣8πa2(√1− α2
a
5/3
1 |Py|β5/2

(a21 − P 2
x )

1/3
Ai
[a2/31 (1 + P 2

y )β

(a21 − P 2
x )

1/3

]
− α

a
4/3
1 β2

(a21 − P 2
x )

1/6
Ai′
[a2/31 (1 + P 2

y )β

(a21 − P 2
x )

1/3

]
+

+
a
5/3
1 a2β

5/2

21/3(a21 − P 2
x )

1/3
Ai
[(2a1)2/3(1 + P 2

y )β

(a21 − P 2
x )

1/3

])(
1 + P 2

x + P 2
y +

a21
2

)[
π ± 2arcsin

(Px

a1

)]∣∣∣∣ ⪆ 1,

(2.21)

where we introduced parameter β = (k2/a1H
2)2/3. For Px ⪆ a1, the stochasticity condition

is

∣∣∣∣8π2a
4/3
1 a2β

5/2

(Px − a1)1/3

((
α(Px − a1) +

√
1− α2Py

)
Ai
[(1 + (Px − a1)

2 + P 2
y )a

1/3
1 β

(Px − a1)1/3
]
+

+
a2
21/3

Ai
[(1 + (Px − a1)

2 + P 2
y )(4a1)

1/3β

(Px − a1)1/3
])(

1 + P 2
x + P 2

y +
a21
2

)∣∣∣∣ ⪆ 1.

(2.22)

To compare Eq. (2.21) and Eq. (2.22) with results obtained from numerically

integrating Eqs. (2.3-2.5), we calculated the Poincaré maps of the electron’s dynamics in

lasers with various a1, a2, k2, α, for various initial H and P⊥. Resulting Poincaré maps

(see Fig. (2.3) for example) allow to estimate the stochastic boundary βmax/min, since

Hmin/max =
√
k2
/
a1β

3/2
max/min. (2.23)

Figure (2.4) demonstrates the agreement between estimates from Eq. (2.21) and Eq. (2.22)

and numerical simulations with initial β = (0.1)2/3. Despite preserved KAM surfaces

(such as the smooth curve on the top and island in the Fig. (2.3)) preventing the precise

measurement of the stochastic boundary in some simulations, results shown in Fig. (2.4)
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Figure 2.3. Poincaré cross-sections for electron with initial H(0) = 3, η(0) = 0, and
P⊥ = Pyey from a setup with parameters: a1 = 10, a2 = 1, k2 = 9, α = 1. Red dots show
stochastic motion for Py = 2, black line at H = 3 shows regular motion for Py = 5

show good agreement of the numerical results with analysis.

From estimates in Eq. (2.21) and Eq. (2.22), and given the asymptotics of Airy

function (Ai(x) ∼ 0.36− 0.26x for x→ 0 and Ai(x) ∼ 0.28x1/4 exp(−2x3/2/3) for x→ ∞),

it follows that the stochastic region βmax − βmin is maximized for P⊥ = 0. Both βmax

and βmin decrease with growth of |P⊥|; however, the βmin boundary is much less sensitive

to both Px and Py. From Eq. (2.23) we then conclude that Hmax decreases with |P⊥|,

while Hmin remains intact. At large |P⊥|, it follows from Eq. (2.21) and Eq. (2.22) that

stochasticity becomes completely suppressed, in agreement with the spectral analysis

above.

Because Hmin increases with P 2
y , stochastic energy is suppressed if its maximum

max(γs) corresponds to Hmin < 1. However, if max(γs) corresponds to Hmax > Ep, the

efficiency of stochastic heating max(γs)/Ep remains the same with increase of Py. Hmax > Ep
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Figure 2.4. Stochastic boundary Eq. (2.21) and Eq. (2.22) for K = 5, plotted with
blue lines for laser amplitudes a1 = 10, a2 = 1, in cases of parallel (α = 1, top panels)
and perpendicular (α = 0, bottom panels) polarizations. Electrons have either Px = 0 or
Py = 0 on the left and right panels, respectively. Red dots show the stochastic boundary
from the series of Poincaré simulations with initial β = (0.1)2/3, η(0) = 0, and with k2 = 9
or 1089 (Using larger values of k2 allows for a more precise measurement of β from the
Poincare maps in some simulations, since the stochastic region is remains in H > 1). Black
dots mark simulations with no stochasticity
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Figure 2.5. Poincaré cross-sections for α = 1, a1 = 2, a2 = 0.1, k2 = 50, P⊥ = 0
(left panels), and P⊥ = 1.0ey (right panels). The corresponding ponderomotive energies
γp ≈ 2.4 (P⊥ = 0) and 2.6 (P⊥ = 1.0ey)

requires large, k2,

k2 >
(
1 + (Px + Ax)

2 + (Py + Ay)
2
)
a1β

3/2
min, (2.24)

as in the simulation shown in Fig. (2.5).

The analysis above demonstrated that large |P⊥| ≫ a1 suppresses stochastic heating.

For larger amplitudes of the main laser a1, the perpendicular canonical momentum will

no longer be conserved due to radiation friction effects. To see how radiation friction

(RF) effects affect the stochastic heating, we use the classical Landau & Lifshitz [23]

approximation for RF force,

f = ρf{ − γ2v[(E+ v ×B)2 − (v · E)2]+

+ γ[(∂t + v · ∇)E+ v × (∂t + v · ∇)B]+

+ [E×B+B× (B× v) + E(v · E)])},

(2.25)
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where E = −∂ta1, B = ∇× a1, ρf = 2kre/3, and re = e2/mc2 ≈ 2.8 fm is the classical

radius of electron. Estimating γ ∼ a21, E ∼ a1, it follows from Eq. (2.25) that RF force is

comparable to Lorentz force when ρfa51 ∼ 1. For lasers with a wavelength of about 0.5 µm,

the ρfa51 ∼ 1 condition is satisfied for a1 ⪆ 40. Substituting a1 = a1 sin(η) into Eq. (2.25)

gives

f = ρf{a1H(1− vz) sin(η)ex − va21H
2 cos2(η)

+ a1Hvx sin(η)ez+

+ a21(1− vz) cos
2(η)ez},

(2.26)

that we combine with the equations of motion for the electron,

dP

dτ
=
γ

χ
f . (2.27)

The P⊥ components of (2.27) are

dPx

dτ
= −ρfa

2
1H

2

χ

(
[Px + Ax] cos

2(η)− sin(η)

a1

)
, (2.28)

dPy

dτ
= −ρfa

2
1H

2

χ
[Py + Ay] cos

2(η), (2.29)

where Ax,y are components of A = a1 + a2. Evolution of χ is described by

dχ

dτ
=
∂H

∂η
+
γ

χ
(v · f + fz). (2.30)

Using Eq. (2.26), expression Eq. (2.30) can be rewritten as

dχ

dτ
=
∂H

∂η
+
H + χ

2χ
ρf

(
a21 cos

2(η)[1− v2z −H2(vz + v2)] + 2a1Hvx sin(η)

)
, (2.31)
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where the velocity components can be expressed as

vx,y =
2(Px,y + Ax,y)

χ+H
, vz =

χ−H

χ+H
. (2.32)

Finally, equation (2.4) does not change in the presence of RF, since

dη

dτ
=

1− vz
1 + vz

=
γ − pz
γ + pz

=
H

χ
= −∂H

∂χ
. (2.33)

It follows from Eq. (2.28) and Eq. (2.29) that |P⊥| > a1 converge to Px ∼ a1 and

Py ∼
√
1− α2a2. For electrons with initial P⊥ = 0, the period of electron motion

T = 2π/Ω ∼ a21 and, since χ = γ + Pz ∼ a21, from Eq. (2.28) follows that Px(T ) ∼ ρfa
3
1.

Since for lasers with micron wavelength ρf ∼ 10−8, it follows that Px and Py will remain

zero for laser amplitudes a0 ≪ 103 consistent [24] with the classical approximation from

[23] given by Eq. (2.25). Since ρfH2 ≪ Ω for P⊥ ≲ a0 values, dynamics described by

Eqs. (2.28,2.29) are much slower than the characteristic period of electron motion (as

illustrated in Fig. (2.6)), and so analysis of stochastic heating performed for taking P⊥

constant remains valid.

2.2 Conclusion

In this chapter, we described stochastic heating of the electron with arbitrary

canonical momentum P in the presence of two counter-propagating linear plane waves with

an arbitrary angle between the polarization. We demonstrated that the onset of stochas-

ticity is possible for both parallel and perpendicular polarization setups. For a2 ≪ a1

case, we derived the stochasticity threshold and showed how the stochastic region of H

decreases with the increase in perpendicular canonical momenta P⊥. We demonstrated

that for |P⊥| ≪ a1, the Fourier spectrum of unperturbed a2 = 0 electron motion has a

long tail of harmonics with power law amplitude decay |χ̂0,n| ∝ 1/n2, allowing for resonant
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Figure 2.6. (Top panel) Decay of P⊥(τ) and H caused by radiation friction for λ = 1 µm,
a1 = 100, and initial P⊥ = 100ey. (Bottom panel) Corresponding evolution on χ(τ)

overlap and onset of stochasticity in agreement with Chirikov criterion. [13] Meanwhile, in

|P⊥| ≫ a1 case, the exponential cut-off in Fourier spectrum |χ̂0,n| ∝ exp(−n) prevents the

onset of stochasticity. Presented results reveal the physics behind the impact of P⊥ on

the stochasticity boundary. Finally, we expanded the Hamiltonian analysis to include the

impact of radiation friction in the classical radiation reaction limit. We demonstrated that

within the applicability of classical approximation from [23], the impact of P⊥ is much

slower than the period of electron motion, and the Hamiltonian analysis P⊥ = const for

stochastic heating remains valid.

The presented results are useful for understanding electron dynamics in counter-propagating

laser pulses such as, for example, the incident-reflected laser pulses in laser-target interac-

tions [20, 21, 25].

The work presented in this chapter is a reprint of the material as it appears in

Stochastic electron motion in colliding plane waves in Physical Review E 103, 063213
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(2021), by A. R. Knyazev and S. I. Krasheninnikov. The dissertation author was the

primary investigator and author of this paper.
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Chapter 3

Laser-driven electron acceleration in
nanoplate arrays targets

Interaction of high-intensity lasers with solid targets can result in a high yield

of both x-ray and energetic electrons. To efficiently convert the energy of the incident

laser into the energy of the radiated x-ray and emitted electrons, it is necessary that the

target absorbs most of the incident laser energy. Multiple studies [26, 27] indicate that

flat targets typically absorb less than 10% of the laser pulse energy, while structured

targets can absorb over 90%. Laser interaction with different structured targets, such as

“nanorod” arrays [27], “velvet" targets [28], “smoked" targets [29] and “foamed" targets [30]

were studied experimentally and via computer simulations. However, the physics of the

electron acceleration during the laser-target interaction is not yet completely described. It

was shown [31] that the interaction of the micro-channel target with the laser creates the

quasi-static electric fields in the cavities of the target. The presence of static electric and

magnetic fields can lead to the stochastic acceleration of the electrons by the laser, as was

demonstrated [32, 33, 34] with the Hamiltonian formalism.

In this chapter, we model the interaction of a laser with a periodic nanoplate

array target. We show that quasi-static electric Eqs and magnetic Bqs fields can emerge

in this setup, and develop a semi-analytic model for the formation of such fields. We

use the 3/2-dimentional Hamiltonian [34] formalism to describe the motion of a single
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electron in the presence of the laser and prescribed Eqs and magnetic Bqs fields. From the

single electron model, we find the condition for the onset of stochastic electron heating.

We also determine when the maximum electron energy Emax from stochastic heating

exceeds ponderomotive energy scaling [35]. We verify our analytic results with a series of

2-dimensional Particle-In-Cell (2D PIC) simulations. The maximum electron energy in our

PIC simulations can be explained with the proposed stochastic acceleration mechanism.

The rest of the chapter is organized as follows. In Section 3.1 we describe the simu-

lation setup. Extraction of the electrons from the target by the laser pulse and formation

of the quasi-static electromagnetic fields are analyzed in Section 3.2. In Section 3.3 we

examine the acceleration of electrons in the laser and quasi-static fields. The results of

PIC simulations are presented in Section 3.4. Section 3.5 is the conclusion.

3.1 Setup Description

Laser-target interaction experiments typically involve complex, often irregular

structures. Direct simulation of such structures requires a 3D consideration [30, 36, 37],

which poses significant computational challenges. Modeling complex structures can also

make it hard to pinpoint important physics mechanisms. In this work, we consider a

simplified 2D model of a nanoplate target as shown in Fig. 3.1. We model the target by

filling a region of the simulation domain with a cold plasma, as shown with black color in

Fig. 3.1. The nanoplates of the target are modeled as rectangular regions with a length of

sides d = 0.1λ along ey, and L = 20λ along ez, where λ = 400 nm is the wavelength of the

incident laser pulse propagating along ez. The backplate of the target is modeled as a slab

of size Lbp = λ along ez. The gaps between neighboring nanoplates are all equal to D, with

different values of D from 0.25λ to 12λ considered in our series of PIC simulations. The

material of a target is modeled by a cold plasma, composed of immobile ions pre-ionized to

an arbitrarily chosen value Z = 5, and the electrons. The number density of the electrons
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Figure 3.1. Schematic view of the simulation setup. The black region corresponds to
where the target is located in the domain. The nanoplates are separated by vacuum
gaps of width D. Each nanoplate has the width d along y-axis and length L along z-axis.
Nanoplates are connected on the right side at z = L with the bulk of width λ. The top
and bottom boundaries of the simulation domain are periodic, left and right boundaries
are open. The laser pulse arrives from the left boundary. The electric field of the laser at
time t = 0 is shown by the red curve at z between −19λ and 0.

is set to ne = 50ncr, where ncr = mω2/4πe2 = 6.97× 1021 cm−3 is critical plasma density,

m is the electron mass, e is the electron charge, and ω = 2πc/λ is the laser frequency.

The number density of ions is set to ni = ne/Z ≈ 6× 1022 cm−3, which is similar to the

number density of ions in solid copper.

The laser consists of a 2λ long ramp-up, followed by a 15λ long main pulse and

a 2λ decay, as shown in Fig. 3.1. The main pulse is described by a vector potential a

of magnitude a = −a0 cos(ξ), where a0 = eE/mcω is the normalized vector potential,

ξ = ω(t− z/c), c is the speed of light in vacuum. We considered two laser polarizations,

described by a = aex (x-polarized) and a = aey (y-polarized). The value of a0 ranged from

1.0 to 4.0, corresponding to laser intensities from 1.8× 1019 W/cm2 to 1× 1020 W/cm2.

We choose the frame of reference so that the laser ramp-up reaches the nanoplates at z = 0

at the time t = 0, as shown in Fig. 3.1.

We conduct our particle-in-cell simulations with the fully relativistic 2D3V PIC
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code EPOCH [38]. The simulation domain has the size of 2d+ 2D along the y-axis, and

31λ+ L along the z-axis. Each cell has a size of 0.01λ along both y and z axes. Boundaries

normal to the y-axis are periodic for both particles and fields. Boundaries normal to the

z-axis are open for both particles and fields.

The rest of this chapter uses normalized units marked with a hat. Distances are

normalized by λ/2π. Velocities of electrons are normalized by the speed of light c. Number

densities are normalized by ncr. Time is normalized by 1/ω. The momentum of electrons

is normalized by mc. The magnitudes of the electric and magnetic fields are normalized

by mcω/e. Potentials of electric and magnetic fields are normalized by mc2/e. Electric

currents are normalized by encrc.

3.1.1 Role of the laser polarization

Polarization of the laser pulse significantly affects the laser-target interaction. In

the rest of this section, we will show that the y-polarized pulse can propagate into the

gap of any size D̂, while the x-polarized pulse is reflected if D̂ < π. Furthermore, as will

be discussed in Section 3.2, only the y-polarized pulse creates the quasi-static fields inside

the gap.

Because of the high conductivity of nanoplates, we can approximate them as ideal

conductor and explain the difference between x and y polarization of laser with a simple

model of a lossless multi-connected waveguide. Specifically, consider the waveguide formed

by two parallel, ideally conducting plates located at ŷ = 0 and ŷ = D̂. Such waveguide

has three types [39] of E,B ∝ exp
(
i(t̂− ẑ)

)
modes: purely transverse (TEM) modes,

modes with longitudinal components of the electric field (TM modes), and modes with

longitudinal components of the magnetic field (TE modes). Due to Ex = 0 boundary

conditions, TEM modes in such a waveguide can only be polarized along ey, and have

the same electric and magnetic fields as a plane wave. Furthermore, TEM modes can

propagate in a gap of any size D̂, and have luminal phase velocity. The electric field
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of such TEM mode is normal to the waveguide boundary, and therefore it can extract

electrons from the boundary by the electric force.

Meanwhile, the only x-polarized modes in the aforementioned waveguide are TE

modes. Dispersion relation for TE modes suggests ω ≥ cπ/D, therefore TE modes

can only propagate in a gap D̂ > π. As a crude model for the propagation of the

x-polarized pulse inside the gap, one can Fourier expand the plane wave at the gap

entrance |E| = |E(y, z = 0)ex| = Ẽx = const into a sum of TE modes. The resulting

expansion of Ẽx gives ETE = αlEx,l, where

αl =
2Ẽx(1− cos(πl))

πl
, Ex,l ∝ sin

(
πl
y

D

)
, (3.1)

l is an integer. The expression for the z-component of magnetic field BTE is BTE = αlBz,l,

where Bz,l is the z-component of magnetic field of the TE mode with electric field Ex,lex.

Electrons subjected to ETEex and BTEez experience the ponderomotive force

pushing the electrons from the gap into the plasma, where there is no laser field and

therefore no efficient electron acceleration. Since this chapter focuses on laser-driven

electron acceleration, in the rest of the chapter we will primarily study the y-polarization

case.

3.2 Electron extraction and formation of quasi-static
electromagnetic field

As the y-polarized pulse propagates between the nanoplates, it extracts some of

the electrons from them. The extracted electrons can then either return to their parent

nanoplate or stream away from it, depending on the laser phase. The counter-propagating

bunches of streaming electrons with laser phase difference of π, extracted from the opposite

boundaries of the gap between nanoplates, eventually pass through each other, mix up

and form an approximately homogeneous electron density n̄ in the gap.
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To have some understanding of the extraction process, we consider the following

model. We consider the electron located at the boundary between the nanoplate and the

gap. We also assume that the field acting on this electron is the same as the field of a plane

wave, propagating along the surface of the nanoplate. Specifically, we consider a motion

of a single electron in the plane wave described by a vector potential −a0 cos(ξ + ξ0)ey,

where ξ0 is the phase of the plane wave at the moment of electron extraction. The electron

is assumed to be initially immobile. The motion of an initially immobile electron in a

plane EM wave has three well-known integrals of motion:

p̂x = 0, p̂y + a0 cos(ξ + ξ0) = a0 cos(ξ0), γ − p̂z = 1, (3.2)

where γ2 = 1 + p̂2. Without loss of generality, we set the y-coordinate of the nanoplate

surface from which the electron is extracted to ŷ0 = 0. From Eqs. (3.2), it follows that

dŷ

dξ
= a0

(
cos(ξ0)− cos(ξ + ξ0)

)
. (3.3)

Equation (3.3) shows that only specific values of the initial phase ξ0 lead to the extraction

of the electron into the gap. Indeed, if the gap is in the ŷ < 0 region, the electron is only

extracted if sin(ξ0) > 0. Likewise, for the gap in ŷ > 0 region, the electron is extracted if

sin(ξ0) < 0. From Eqs. (3.2) we can derive the equations for the electron’s trajectory,

ŷ = a0
(
ξ cos(ξ0) + sin(ξ0)− sin(ξ + ξ0)

)
, (3.4)

ẑ − ẑ0 =
a20
2

[
ξ
(
1 +

1

2
cos(2ξ0)

)
+

1

4
sin
(
2(ξ + ξ0)

)
− sin(ξ)− sin(ξ + 2ξ0)

]
,

(3.5)

where ẑ0 is the z-coordinate of the electron before the extraction. From Eq. (3.4) we

conclude that depending on the phase ξ0, the extracted electron may either return to its
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parent nanoplate or stream away from it. The electron bunches that stream along y-axis

have a phase difference of ∆ξ = π with the electron bunches that stream in the opposite

direction. From Eqs. (3.4) and (3.5), we can estimate the maximum angle θ between the

radius vector of the electron and the y = 0 boundary as

lim
ξ→∞

ŷ(ξ)

ẑ(ξ)− ẑ0
=

4 cos(ξ0)

a0(2 + cos(2ξ0))
<

√
2

a0
= tan(θ). (3.6)

The estimate given by Eq. (3.6) neglects the effect of the Coulomb forces between the

extracted electrons and the parent nanoplate, and therefore is only accurate for extracted

electrons with small ŷ. As extracted electrons move away from the parent nanoplate, the

value of streaming angle θ becomes less than predicted by Eq. (3.6).

As bunches of the electrons propagate away from their parent nanoplates along the

y-axis, they eventually meet a counter-propagating bunch of electrons. From Eq. (3.6),

we conclude that the length L̂ of the gap needs to be at least L̂ > a0D̂/
√
2 for the first

extracted bunches of electrons to start mixing with the counter-propagating bunches.

When the mixing occurs, mixed electron bunches form the homogeneous electron density n̄

inside the gap. The charge density inside the gap creates the electric field Eqs. The current

of the extracted electrons in the gap ĵ = ˆ̄nv̂z creates the magnetic field Bqs. Velocity v̂z

can be estimated from Eqs. (3.2) as

v̂z =
p̂2y

2 + p̂2y
∼ a20

2 + a20
. (3.7)

Since v̂z < 1, the magnitude of the magnetic field Bqs is weaker than the magnitude of the

electric field Eqs. In Section 3.3 we will show that the difference between Eqs and Bqs is

important for the onset of stochastic electron acceleration.

Assuming that electron extraction stops when the electric field Eqs from the electrons

in the gap compensates the electric field of the laser pulse at the boundary, the density of
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the electrons ˆ̄n after mixing can be estimated as

ˆ̄n =
2a0

D̂
. (3.8)

The analysis above assumes ions are immobile. Mobile ions will expand into the D̂ gap

when subjected to Eqs field, closing the gaps between nanoplates. For non-relativistic ion

motion, the time τi to cross the gap D̂ is τi ∼
√

2D̂m̂i/Za0, where m̂i is the ion mass in

units of electron mass. Therefore, our immobile ion analysis with the y-polarized pulse will

only be applicable during times shorter than τ̂i. For the copper target with parameters

from Section 3.1, τ̂i > 100 and the immobile ions assumption holds. In our PIC simulations

with y-polarized laser, the time it takes for the laser pulse to reach the back wall is less

than τi, and hence the immobile ions assumption applies. For larger a0 ∼ 100, the motion

of ions can no longer be neglected for practical D̂ ∼ 10 gap sizes.

Concluding this section, we note the differences of the quasi-static electric and

magnetic fields in the gap from the quasi-static fields in another laser-plasma interaction

setup, the evacuated ion channel [40]. As a matter of fact, the quasi-static electric and

magnetic fields in the gap can be called “electron" channel, where Eqs ×Bqs is along the

direction of laser propagation. Whereas, in the ion channel, the Eqs × Bqs is directed

against laser propagation.

3.3 Stochastic acceleration

In this section, we examine the electron acceleration in laser and quasi-static

fields. Based on the results from Section 3.2, fields Êqs and B̂qs between two neighbor

nanoplates can be described with scalar Û(ŷ) and vector ÂB(ŷ) potentials as Êqs = ∇Û(ŷ)
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and B̂qs = −∇× (ÂBez), where

Û(ŷ) =
κU
2

(
D̂2

4
−
(
ŷ − D̂

2

)2)
, (3.9)

ÂB(ŷ) =
κB
2

(
D̂2

4
−
(
ŷ − D̂

2

)2)
, (3.10)

κU = ˆ̄n and κB = κU v̂z. The signs of Û and ÂB defined in (3.9) and (3.10) are chosen

to be positive, opposite to the conventional electrostatic and vector potential. In the

rest of the section, we will neglect the size of each nanoplate d̂ = 0, so the structure of

Êqs and B̂qs fields in the target is described by a chain of Û(ŷ) and AB(ŷ)ez potentials

defined in (3.9) and (3.10). The motion of a single electron in the presence of Êqs and

B̂qs fields and the laser wave with vector potential a = −a0 cos(ξ)ey, is described by a

3/2-dimentional Hamiltonian [33] as

dP̂y

dξ
= −∂Ĥ

∂ŷ
,
dŷ

dξ
=
∂Ĥ

∂P̂y

, (3.11)

Ĥ =
1

2


1 +

[
P̂y − a0 cos(ξ)

]2
C −W (−)(ŷ)

+W (+)(ŷ) + C

 , (3.12)

W (±)(ŷ) = Û(ŷ)± ÂB(ŷ), (3.13)

C = γ +W (−)(ŷ)− p̂z = const. (3.14)

where P̂y = p̂y + a0 cos(ξ) is the canonical momentum, and p̂x = const is set as zero. The

Hamiltonian (3.12) is equal to the total electron energy Ĥ = γ + Û . Without the laser

a0 = 0, the energy is conserved Ĥ = const and the corresponding unperturbed electron

motion is periodic with some frequency Ω̂. To heat the electron efficiently, the laser pulse

has to resonate with the harmonics of unperturbed electron, motion [13] which is only
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possible for Ω̂ < 1. For Ω̂ < 1, the resonances of laser with harmonics of electron motion

can occur, and overlap of such resonances enables stochastic acceleration.

Stochastic electron motion can be imagined as a series of “kicks" separated by

adiabatic motion. These kicks can lead to stochasticity [34] if

K ≈
∣∣∣∣∂T̂e∂Ĥ

∆Ĥ

∣∣∣∣ ⪆ 1, (3.15)

where T̂e = 2π/Ω̂ and ∆Ĥ are, respectively, the time and change of electron Hamiltonian

between two consecutive kicks. In this section, we will use condition (3.15) to estimate the

maximum energy of the stochastic electron motion.

Since we are interested in energetic electrons, we consider

Ĥ ≫ max

(
1, C,W (+)

max =
κU + κB

8
D̂2

)
. (3.16)

Using Eq. (3.8), we estimate W (+)
max ∼ a0D̂/2. Under assumption (3.16), the Hamilto-

nian (3.12) can be approximated as

Ĥ ≈ 1

2


1 +

[
P̂y − a0 cos(ξ)

]2
C −W (−)(ŷ)

 . (3.17)

Unperturbed trajectories described by (3.17) are shown in Fig. 3.2. These unperturbed

trajectories are bounded if C < 1/2Ĥ + W
(−)
max, where W

(−)
max = (κU − κB)D̂

2/8, and

unbounded otherwise.

To examine the unperturbed motion frequency Ω̂ of bounded and passing electrons,

we use action-angle variables (I, ϑ). Let æ= ((2Ĥ)−1 +W
(−)
max − C)/W

(−)
max characterize

the distance from the electron’s trajectory to the separatrix, in the range from −∞ to

1. Indeed, æ=0 corresponds to the separatrix, æ> 0 is bounded motion, æ=1 is the

equilibrium point at ŷ = 0, P̂y = 0, and negative æ corresponds to passing trajectories.
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Figure 3.2. Unperturbed trajectories of energetic electrons (3.17) for Ĥ = 50, W (−)
max = 1,

and various values of C. Red lines that cross at D̂/2 show trajectory with C = 1/2Ĥ +

W
(−)
max = 1.01, separating bounded and unbounded trajectories. Dots show the stroboscopic

portrait of the motion.

For bounded motion, 2πI =
∮
P̂ydŷ, and for the passing electrons 2πI =

∫ ŷ+D̂

ŷ
P̂ydŷ. The

frequency is calculated as Ω̂ = (dI/dĤ)−1, and the resulting Ω̂(æ) dependence is shown in

Fig. 3.3. As æ goes to zero, the frequency Ω̂ also goes to zero. Transformation to canonical

variables allows determining how Ω̂ depends on W (−)
max, D̂, and particle energy Ĥ. We will

get this dependencies in an easier way later in this section. We will now determine the

maximum stochastic energies for the cases when unperturbed electron motion is unbounded

C ≫ W
(−)
max, close to separatrix C ∼ W

(−)
max, and bounded C ≪ W

(−)
max.

For C ≫ W
(−)
max case, Hamiltonian (3.17) can be approximated as

Ĥ ≈ Ĥ1 =
1

2


1 +

[
P̂y − a0 cos(ξ)

]2
C

 , (3.18)
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Figure 3.3. Frequency Ω̂ = (dĤ/dI) of unperturbed electron motion (3.17) for Ĥ = 50,
W

(−)
max = 2, D̂ = 8π and various æ values. The bifurcation at æ=0 corresponds to the

separatrix, where Ω̂ = 0.
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which is equivalent to the Hamiltonian (3.12) for the ponderomotive acceleration case

ÂB = Û = 0. Hamiltonian (3.18) corresponds to a linear equation of motion, meaning that

no stochasticity is possible. Another way to see that the system with Hamiltonian (3.18) has

no stochasticity is to note that the spectra of the oscillations described by Hamiltonian (3.18)

consists of a single harmonic, and therefore a Chirikov’s resonance overlap criterion can not

be satisfied. Ponderomotive acceleration Êpond = a20/C described by Hamiltonian (3.18)

is only efficient for the small dephasing rate γ − p̂z ≪ 1. But if the dephasing rate is

small, then from (3.14) we conclude that C ∼ W (−)(ŷ), which contradicts the C ≫ W
(−)
max

condition. Therefore, in C ≫ W
(−)
max case no stochastic acceleration occurs, and the electron

acceleration is inefficient.

For C ≈ W
(−)
max, Eq. (3.17) illustrates that the resonant points are |ŷ| ≈ D̂/2. It is

convenient to rewrite Eq. (3.17) as

4W
(−)
max

D̂2

(
ŷ − D̂

2

)2

−
P̂ 2
y

2Ĥ2

≈ W (−)
max − C. (3.19)

Therefore, for C ≈ W
(−)
max, Eq. (3.19) describes two lines, one of which is

P̂y =

√
8Ĥ2C

D̂

(
ŷ − D̂

2

)
. (3.20)

From Eqs. (3.11) and (3.20) we get the equation of unperturbed electron motion

√
C

2Ĥ2

1

D̂

(
ŷ − D̂

2

)2

= ξ − ξmax, (3.21)

where ξmax is when the electron is at ŷ = D̂/2. For C slightly less than W (−)
max, the electron

trajectory is bounded, and it takes a quarter of the period T̂2 of the electron’s motion to
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go from ŷ = 0 to ŷ = D̂/2. We can estimate T̂2 as

T̂2 =

√
C

2Ĥ2

D̂ ∝
ζÊ1/2

pond

Ĥ
1/2
2

, (3.22)

and hence the frequency of motion is Ω̂2 ∼ D̂

√
Ĥ2/C. Stochastic heating requires

overlapping of high harmonics resonance and thus Ω̂2 ≪ 1. Therefore, the maximum

energy scaling we should expect is Ĥ2 < CD̂2 (Ω̂2 ≈ 1). If it exceeds the ponderomotive

scaling Êpond, we have
a20
C

≤ CD̂2 ⇔ ζ ≡ D̂C

a0
> 1. (3.23)

We can use Eqs. (3.11) and (3.20) to estimate change ∆Ĥ2 of electron’s energy during T̂2

in presence of the laser as

∆Ĥ2 =

∫
∂Ĥ2

∂ξ

dξ

dŷ
dŷ ∝ (Ĥ2ζ

2Ê3
pond)

1/4. (3.24)

Therefore, the maximum energy of stochastic motion is determined by

K =

∣∣∣∣ ∂T̂2∂Ĥ2

∆Ĥ2

∣∣∣∣ ∼ ζ3/2
(

Êpond
max(Ĥ2)

)5/4

= 1, (3.25)

where we used estimates (3.22) and (3.24). From Eq. (3.25) we determine the scaling of

max(Ĥ2) to be

max(Ĥ2) ∝ Êpondζ6/5. (3.26)

For C ≪ W
(−)
max, from Eq. (3.12) we know that the electron motion is bound to

ŷ ≪ D̂, so we can approximate Hamiltonian (3.17) as

Ĥ3 =
1

2C


1 +

[
P̂y − a0 cos(ξ)

]2
1− α|ŷ|

 , (3.27)
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where α = 4W
(−)
max/CD̂. It follows that the resonant points are |ŷ| ≈ 1/α. For Hamiltonian

(3.27) we find the equation of unperturbed electron motion from (3.11) to be

√
2C

Ĥ3

2

3α

(
1− α|ŷ|

)3/2
= ξ − ξmax, (3.28)

where ξmax is when the electron is at max(|ŷ|) = 1/α. It takes a quarter of the period for

the electron to go from ŷ = 0 to ŷ = 1/α, and we can use that to estimate the period T̂3

from Eq. (3.28) to be

T̂3 ∝
ζÊ1/2

pondC

Ĥ
1/2
3 W

(−)
max

. (3.29)

Based on Eq. (3.29), the resonance overlap condition Ω̂3 < 1 for the stochastic heating

sets a limit on the energy of stochastic motion Ĥ3 < D̂2C3/W
(−)
max, which exceeds Êpond

if ζ > W
(−)
max/C. This condition can be easily satisfied since W (−)

max ≪ C. We can use

Eqs. (3.11) and (3.27) to estimate the energy change ∆Ĥ3 during one oscillation of the

electron in the presence of the laser,

∆Ĥ3 =

∫ ŷ

ŷmax

∂Ĥ3

∂ξ

dξ

dŷ
dŷ ∝

(
Ĥ3ζÊ2

pondC

W
(−)
max

)1/3

, (3.30)

where we assumed that Ĥ3 ≫ ∆Ĥ3 ≫ Êpond. The scaling of maximum energy of stochastic

motion for C ≪ W
(−)
max can be estimated from

K ≈
∣∣∣∣ ∂T̂3∂Ĥ3

∆Ĥ3

∣∣∣∣ ∼ ( Êpond
max(Ĥ3)

)7/6(
ζC

W
(−)
max

)4/3

= 1 (3.31)

to be

max(Ĥ3) ∝ Êpond
(

ζC

W
(−)
max

)8/7

, (3.32)

where we used estimates (3.29) and (3.30).

We now determine what C corresponds to the largest stochastic energy for given
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a0 and D̂ parameters. Using estimates (3.7) and (3.8), we express W (−)
max as

W (−)
max =

κU − κB
8

D̂2 =
a0D̂

2(2 + a20)
. (3.33)

Combining estimate (3.33) with energy limits (3.26) and (3.32) gives

max(Ĥ2) ∝
a0D̂

7/5

(2 + a20)
1/5
, (3.34)

max(Ĥ3) ∝
(2 + a20)

8/7C9/7

a
2/7
0

≪ a0D̂
9/7

(2 + a20)
10/7

. (3.35)

Analysis above neglects the following aspects of the laser-target interaction. The

length L̂ of the gaps was assumed infinite, meanwhile in practice the value of L̂ may be

insufficient to both establish Êqs and B̂qs and let the electrons reach maximum energy.

Analysis neglects the energy balance between the laser and the plasma, meanwhile in

reality the laser will decay and hence a0 = a0(ẑ). For the laser with vector potential

−a0(ẑ) cos(ξ), C may no longer be a constant of motion, and associated change in ζ affects

the energy scaling. Note that we also neglected the nanoplate size d̂. Since the laser

field is absent inside the nanoplate, nonzero d̂ means that when an electron escapes into

the nanoplate at some ξin, it leaves the nanoplate at ξout ̸= ξin. This ξout − ξin jump

changes the value of C, and associated change in ζ affects the energy scaling. Analysis

also neglected radiation and collision stopping power that occurs when the electron is

passing though the nanoplates. Such dissipative effects become important if they cause

electrons to lose a significant part δγ ∼ γ of their kinetic energy γ. Based on the stopping

power data for electrons in solid copper, reported by National Institute of Standards and

Technology (NIST) [41], the estimated electron energy loss is negligible δγ ≪ γ for our

target’s parameters, for kinetic energies γ ≲ 103 , as shown in the Fig. 3.4.

In Section 3.4 we will show that despite the mentioned neglected aspects, the

analysis of stochastic electron motion can explain the generation of high-energy electrons
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Figure 3.4. The electron energy losses δγ due to radiation and collision stopping powers,
experienced by the electron with kinetic energy γ from penetrating the nanoplate of
solid copper with the thickness of λ̂ = 0.2π. The data reported by NIST [41] is used,
demonstrating that δγ ≪ γ for the target parameters considered in this chapter.

in our PIC simulations.

3.3.1 Numerical verification

Analysis from Section 3.3 is verified with the series of single-particle simulations.

In these simulations, we vary setup parameters a0, D̂, W (−)
max and W

(+)
max, and the initial

conditions of the electron ŷ(0), P̂y(0), C. Initial conditions are chosen so that the

assumption (3.16) is satisfied at the beginning of the simulation. We run simulations for

several ζ, changing ζ between simulations by changing a0, D̂, and C parameters. We

examine the Poincaré cross-section of the electron trajectory, showing the electrons energies

when electron crosses W (+)(ŷ) = 0 versus corresponding laser phase ξ modulo π, that

is, ξ − [ξ, π], as in Fig. 3.5. Poincaré cross-sections allow distinguishing stochastic and

quasi-periodic electron motion because, for quasi-periodic motion, Poincaré cross-section

shows smooth curves of preserved KAM surfaces. Some Poincaré cross-sections still have

preserved KAM surfaces (smooth arms at larger energies in Fig. 3.5). For these cases, we
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Figure 3.5. Poincaré cross-section for the electron with C = W
(−)
max = 2, W (+)

max = 5,
ŷ(0) = 0.4D̂, P̂y(0) = 3.0, D̂ = 500. Parameters are chosen so that ζ = 1000, and
assumptions of analysis are satisfied. The motion is stochastic; however, a stability island
exists for energies above 600. The red line at Ĥ ∼ 100 shows the initial energy of the
electron, and the blue line at Ĥ = 7 shows W (+)

max + C.

consider the maximum of Ĥ below the stability islands. The scalings from single particle

simulations match with (3.26) and (3.32), as shown in Fig. 3.6.

3.4 Simulation results and discussion

Here we present our PIC simulation results and compare them to the analytical

models from previous sections.

3.4.1 x-polarized laser

To show how the x-polarized laser propagates into the target, we consider the setup

with normalized laser amplitude a0 = 2.4 and gaps between nanoplates D̂ = 4π. From

the PIC simulation of that setup, we plot the components of electric and magnetic fields,

and compare them to our analytical model from Section 3.1.1. We choose t̂ = 22π, when
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Figure 3.6. Scaling of maximum stochastic energy for cases C ∼ W
(−)
max (blue line

corresponding to max(Ĥ2)) and C ≪ W
(−)
max (red line corresponding to max(Ĥ3)), for

various values of ζ, C and W (−)
max Dashed lines shows scalings (3.26) and (3.32) for reference.
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Figure 3.7. The x-component of the electric field Êx inside the gap of size D̂ = 4π,
obtained from PIC simulation (top) with x-polarized laser and analytical model from
Subsection 3.1.1 (bottom).

roughly half of the laser pulse has passed the gap entrance at ẑ = 0. The x-component

of the electric field Êx is shown in Fig. 3.7, where the top subplot shows data from PIC

and the bottom subplot shows analytical prediction. Likewise, the z-component of the

magnetic field B̂z is shown in Fig. 3.8. Note that the model proposed in Section 3.1.1 does

not deal with electrodynamics of plasma and does not consider any specific relativistic

effects. Despite its primitivity, the model captures the structure of Êx from the relativistic

PIC simulation.

In Section 3.1.1 we predicted that the x-polarized pulse will not extract as many

electrons as the y-polarized pulse will from the same target. In order to compare the

density of extracted electrons, we plot the density of electrons from our PIC simulation in

Fig. 3.9. In agreement with Section 3.1.1, PIC simulations show that an x-polarized pulse

heats electrons less efficiently than a y-polarized pulse, as demonstrated in Fig. 3.14.
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Figure 3.8. The z-component of the magnetic field B̂z inside the gap of size D̂ = 4π,
obtained from PIC simulation (top) with x-polarized laser and analytical model from
Subsection 3.1.1 (bottom).

3.4.2 y-polarization

In Section 3.2, we demonstrate that when the y-polarized pulse propagates between

nanoplates, it extracts some of the electrons. To illustrate the process of electron extraction,

we consider the setup with a0 = 2.4 and D̂ = 4π. From the PIC simulation of this setup,

we plot the electron density between two nanoplates at time t̂ = 22π, as shown in Fig. 3.10.

Note that electron extraction from the same target was also considered in Fig. 3.9 in

Section 3.4.1. Simulation data presented in Figs. 3.9 and 3.10 shows that the y-polarized

laser extracts more electrons than the x-polarized does from the same target, in agreement

with analysis from Section 3.1.1.

Our analysis presented in Section 3.2 suggests that extraction of electrons from the

nanoplates leads to creation of quasi-static electric Êqs and magnetic B̂qs fields. We now

verify this prediction with our PIC simulation. To get the static components of Ê and B̂

fields in PIC simulation, we time-averaging these fields over one laser period T̂ . We use the
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Figure 3.9. Electron number density, overlaid with the components of electric Êx and
magnetic B̂z fields for the case of polarized pulse.

y-component of the time-averaged electric field ⟨Ê⟩ ≡ Êqs to calculate the scalar potential

ÛPIC defined as ⟨Êy⟩ = dÛPIC/dŷ, and the z-component of the time-averaged magnetic

field ⟨B̂⟩ = B̂qs to calculate the vector potential ÂPIC
B defined as ⟨B̂z⟩ = dÂPIC

B /dŷ. The

magnitude of ⟨Êy⟩ is largest near the nanoplates where |⟨Êy⟩| ≈ a0, as predicted in

Section 3.2. Profiles of ÛPIC and ÂPIC
B from PIC simulations with a0 = 2.4 and different

gap sizes D̂ are shown in Fig. 3.11. In agreement with the analysis in Section 3.2, electrons

extracted from targets with larger D̂ travel further along the z-axis before mixing and

creating homogeneous electron density, and hence for targets with larger D̂ parabolic UPIC

and APIC potentials are formed at larger ẑ. We note that Fig. 3.11 includes the cases

of D̂ = 12π, 16π and 24π, where the length L̂ = 40π was insufficient for the parabolic

potentials to form. In PIC simulations with a0 = 2.4 and D̂ < 8π, the amplitudes of scalar

ÛPIC and vector ÂPIC
B potentials are approximated well by a parabolic curve. In agreement

with our analysis, parabolic potentials scale with the gap size ÂPIC
B , ÛPIC ∝ D̂. The
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Figure 3.10. Electron number density, overlaid with the components of electric Êy and
magnetic B̂x fields for the case of polarized pulse.

estimate for static electric and magnetic fields neglects aspects such as the z-dependence

of a(z) laser potential due to absorption of laser energy by the target, however the derived

scalings for max(Û) and max(ÂB) match reasonably well with the analysis. Specifically, for

simulations with a0 = 2.4, Eqs. (3.8) and (3.9) predict scaling max(Û) = a0D̂/4 = 0.6D̂,

while the scaling in PIC simulations is max(Û) ∝ 0.4D̂ as shown in Fig. 3.11. The

max(Û) = |v̂z|ÂB estimate agrees well with the series of simulations presented in Fig. 3.12,

where we varied a0 while keeping D̂ = 2π and tracked the subset of electrons to determine

the average velocity component ⟨v̂z⟩ in the gaps of the target. Results shown in Fig. 3.12

also confirm that ⟨v̂z⟩ increases with a0, even though the values of ⟨v̂z⟩ for larger a0

are smaller estimate (3.7), and therefore the ponderomotive ⟨v̂z⟩ estimate becomes less

adequate in the presence of larger Û and ÂB potentials. For the a0 = 2.4, estimate (3.7)

gives ⟨v̂z⟩ = 0.74, which agrees with v̂PICz = 0.73 recorded in a PIC simulation with D̂ = 2π.

The main conclusion regarding quasi-static Êqs and B̂qs fields is that their corresponding
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Figure 3.11. Profiles of the electrostatic potential ÛPIC (red solid lines) and vector
potential ÂPIC

B ez (blue dotted lines). Each ÛPIC and ÂPIC
B ez is shown from ŷ = 0 to ŷ = D̂,

where D̂ is the gap size from the corresponding PIC simulation. All PIC simulations
shown on this figure had the same laser with a0 = 2.4.

potentials Û and ÂBez are indeed parabolic if the depth L is sufficient, and |Û | = |v̂zÂB|

hence there is a residual W (−)
max always present.

Having confirmed the onset of quasi-static Êqs and B̂qs fields and the residual

between them, we now consider the acceleration of electrons in our PIC simulations to

verify the analysis presented in Section 3.3. To demonstrate when the problem setup

considered in Section 3.3 becomes relevant to our PIC simulations, consider an example

from PIC simulation with a0 = 2.4 and D̂ = 8π, shown in Fig. 3.13, where we plot the

subset of electrons between two nanoplates at time t̂ = 38π. As Fig. 3.13 shows, the profiles

of ÛPIC and ÂPIC
B remain constant with ẑ after ẑ≳12π, where the electrons have filled the

gap. Therefore, electrons with ẑ≳12π, shown in Fig. 3.13, are relevant to the analysis

from Section 3.3. We note that in the setup considered in Section 3.3, C of the electron is

conserved, meanwhile in PIC simulation, C can change prior to formation of quasi-static

fields, and also in the quasi-static fields via mechanisms discussed at the end of Section 3.3.
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Figure 3.12. Maximum values of scalar max(ÛPIC) and vector max(ÂPIC
B ) agree with the

estimate max(ÂPIC
B ) = ⟨vz⟩max(ÛPIC), where ⟨vz⟩ is the average vz velocity component of

the electrons in the gap.

Since the immobile electron has C ∼ 1, it is reasonable to assume that the majority of

electrons will have C ∼ 1 when the quasi-static fields are established. Furthermore, if the

residual between the quasi-static electric and magnetic field corresponds to W (−)
max ∼ 1, then

there will be electrons with C ∼ W
(−)
max that can undergo efficient stochastic acceleration.

As the electrons undergo stochastic acceleration, the density in the gap ⟨n⟩ and the average

velocity ⟨v̂z⟩ remains unchanged, so the quasi-static electric and magnetic fields also stay

the same. Our next step is to show that the low-energy electrons with C closest to W (−)
max

can accelerate the most efficiently, and that their maximum stochastic energy matches

the maximum energy in PIC simulations. We start by finding the maximum electron

energy γPICmax in PIC simulations from the energy distribution functions f(γ), as shown

in Fig. 3.14. Then, we use ÛPIC and ÂPIC
B from each simulation to study the electron

heating in a single particle model. For given ÛPIC and ÂPIC
B potentials, we calculate how

the unperturbed frequency Ω̂(C) changes with C for the electron with γPICmax. The Ω̂(C)
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Figure 3.13. The top panel shows scalar potential ÛPIC inside the gap from a PIC
simulation with a0 = 2.4, D̂ = 8π, at time t̂ = 48π. The bottom panel shows the positions
of the electrons from the random subset (light gray dots) sampled in the same PIC
simulation at time t̂ = 48π. Extracted electrons fill the region of the gap with ẑ from 12π
to 32π, the same region has the ÛPIC and ÂPIC

B independent of ẑ. The green line marked
(a) shows the extraction angle estimate (3.6). On the bottom panel, red points (dark gray
if grayscale) at D̂ = 0 and 8π show the initial position ⃗̂r(t̂ = 0) of the electrons that are
located between D̂ = 0 and 4π at time t̂ = 48π.
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Figure 3.14. Distribution of electron’s Lorentz factor γ normalized by total number
of particles in the target (∼ 1010 taking the size along x as ∆x ∼ λ and size along y
as ∆y ∼ d+D) for PIC simulations with a0 = 2.4 and different D̂. The corresponding
values of D̂ are 2π (green), 4π (black), 6π (red), 8π (blue). Data shown for the x-polarized
D̂ = 8π verifies that x-polarized pulse heats electrons less efficiently, in agreement with
Section 3.1.1.

dependencies shown in Fig. 3.15 shows that C ≪ 1 electrons have Ω̂ ≫ 1 and therefore

unable to exchange energy with the laser efficiently. The frequency Ω̂ drops to Ω̂ < 1 in a

narrow region of C ≈ W
(−)
max. This C ≈ W

(−)
max also corresponds to the maximum stochastic

energy recorded in the single-particle simulation, as shown in Fig. 3.16. Our analysis shows

that the maximum stochastic energy max(Ĥ) surpasses the ponderomotive energy Êpond

for electrons with ζ ≳ 1, and scales as max(Ĥ) ∝ Êpondζ6/5. The scaling from PIC results

shown in Fig. 3.17 is max(Ĥ) ∝ Êpondζ0.98.

Apart from the maximum energy, hot electron bunches are also characterized by

assigning them a temperature or considering the heat flux of electrons [25]. To characterize

the mean energy of electrons, we determine the energy Êmean at which half of the electron’s

heat flux is captured. In the series of PIC simulations shown in Fig. 3.17, the scaling of
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Figure 3.15. The frequency of unperturbed electron motion Ω̂ for scalar Û and vector
ÂBez potentials measured in PIC simulations with a0 = 2.4 and D̂ = 2π(green), 4π (black),
6π (red), 8π (blue). Dotted lines show C ≈ W

(−)
max, where Ω̂ drops to zero

mean electron energy is max(Êmean) ∝ a20ζ
0.8.

3.5 Conclusion

In this chapter, we investigated various aspects of laser interaction with a 2D

nanoplate array target. It showed that the target behaves much like a waveguide for

the laser propagation: for the x-polarized pulse, the plane wave laser pulse becomes a

superposition of TE-modes, whereas, for a y-polarized pulse, the laser propagates as TEM

mode. The analysis showed that for x-polarized laser, the ponderomotive force from the

EM fields would prevent the extraction of electrons from the target. As a result, electrons

remain in the target and do not interact with the laser field. The electron acceleration

is suppressed, which has been confirmed by the PIC simulations, which show that the

maximum electron energies for an x-polarized pulse are lower than those for a y-polarized

pulse. On the other hand, the y-polarized laser pulse, propagating between the nanoplates
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Figure 3.16. The maximum energy (dashed curves) and energy below stability arms
(solid curves) from single particle simulations with initial Ĥ ∼ 1 and for scalar Û and
vector ÂBez potentials from PIC simulations with a0 = 2.4 and D̂ = 2π(green), 4π (black),
6π (red), 8π (blue)
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Figure 3.17. The energy scaling in the PIC simulations with W (−)
max ∼ 1. Data is labeled

with blue numbers, corresponding to the values of a0 in PIC simulations. The fitted slope
is 0.98. Black star that does not fit the scaling corresponds to the simulation with a0 = 2.4
and D̂ = 12π, where L̂ = 20 turned out to be insufficient for the electrostatic potentials to
form.
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while preserving the plane-wave structure, can pull electrons out from the nanoplates due

to the Lorentz force from its electric field. This extraction of electrons can be described

well by the motion of a single electron in a plane wave, where the laser pulse can extract

bunches of electrons from their parent nanoplates. Electron bunches streaming along

and against the y-axis are shifted in the z-axis direction by the laser phase ∆ξ = π. As

a result, when these counter-propagating bunches pass through each other, they form

homogeneous electron density ˆ̄n depending on the laser amplitude a0 and gap depth D̂

and thus create a quasi-static electric field Êqs in the y-direction. Simultaneously, the

electrons in the gap move along the z-axis, and thus their current generates a quasi-static

magnetic field B̂qs in the x-direction. Our estimates for the quasi-static EM fields suggest

that |Êqs| = |v̂zB̂qs|, where v̂z is the averaged longitudinal speed of extracted electrons.

Therefore, the quasi-static magnetic field is relatively smaller than the electric field. In

contrast to the ion-channel case, we showed that this small difference in these quasi-static

fields is crucial for the electron acceleration beyond the ponderomotive scaling.

After the formation of these quasi-static fields, the new injected electrons in the gap

can be accelerated via the resonance between the frequency of electron oscillating in the

quasi-static fields and laser frequency. We show that the electron can be accelerated via the

stochastic motion, which we study within the 3/2D Hamiltonian framework. Our analysis

shows that the electron energy can largely exceed the ponderomotive energy scaling due to

the onset of stochastic motion, which depends on a universal parameter ζ combining the

laser amplitude a0, gap size D̂ and initial electron conditions. We found that the stochastic

motion requires ζ > 1, which can be easily satisfied for our PIC simulations. The analysis

demonstrated that for larger gap depth D̂, the stochastic motion results in larger electron

energy. However, if the laser amplitude increases, even though the maximum electron

energy is enhanced, its ratio to the ponderomotive scaling is decreased. Particularly, if the

laser amplitude is large enough that ζ<̃1, then the stochastic motion is not possible, and

the maximum electron energy will be the same order with ponderomotive scaling.
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We note that the process of electron acceleration in laser-particle interaction is more

complex than the simple model we considered, but our analysis explains how the energetic

electrons will be produced in laser-target interaction via the stochastic electron motion.

Presented analysis can help with interpreting the results of both future experiments and

simulations.

The work presented in this chapter is a reprint of the material as it appears in

Laser-driven electron acceleration in nanoplate array targets in Physical Review E 103,

013204 (2021), by A. R. Knyazev, Y. Zhang, and S. I. Krasheninnikov. The dissertation

author was the primary investigator and author of this paper.
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Chapter 4

Linearized multi-species collision opera-
tor for gyrokinetic simulations

4.1 Introduction

In recent years, various collision operator models have been implemented in numer-

ous gyrokinetic codes in order to simulate Coulomb collisions in tokamak plasmas (see

[42, 43, 44, 45, 46, 47, 48] and references therein). The correct expression for the Coulomb

operator is well known (e.g., Landau form [49]) but often avoided in kinetic modeling

because of the high computation cost. Accordingly, only some gyrokinetic codes [50, 51]

include the correct collision operator, typically referred to as the Fokker-Planck operator.

Instead, recent reports [44, 43, 45, 46, 47, 48] focus on implementing increasingly complex

reduced collision operators and extending these operators for the case of unlike species.

The implemented models differ in physical properties, such as, for example, the rate of

entropy production and the velocity dependence of the collision frequency. Accordingly,

proposed operators have different scope of use. Notably, some recent implementations of

unlike collisions (e.g., [47, 46]) produce no thermal force, which is important for impurity

transport in the tokamak edge [52, 53].

This chapter describes the implementation of a multi-species linearized collision

operator, in the continuum gyrokinetic code COGENT [54]. The operator is based on the

Landau operator, and preserves the correct λ ∼ (va − vb)
4 dependence of the Coulomb
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mean free path on a relative velocity va − vb of colliding species a and b. This retained

velocity dependence enables to recover thermal force, as well as the friction force as

they appear in the Braginskii fluid model [6], in the COGENT simulations of highly

collisional plasmas. For the case of equal background temperatures of the colliding species,

the operator reduces to the operators developed by Sugama [42] and Kolesnikov [55] for

gyrokinetic simulations with fixed background Maxwellians. However, in contrast to the

Sugama model, the newly implemented operator directly retains collisional thermalization

of background Maxwellians with different temperatures. The resulting operator provides

a numerically efficient way to simulate collisions between unlike species. It is also worth

noting an alternative approach to include energy exchange between background centered

Maxwellians implemented in the gyrokinetic code GYSELA [44] code.

We benchmark this operator in COGENT kinetic simulations of a parallel plasma

transport in a slab geometry, against the Braginskii fluid model. We measure values

of transport coefficients from kinetic simulations results and find that they are close to

values obtained by Braginskii [6] for the Landau operator [49]. Finally, we consider a

toroidal annulus geometry and simulate radial impurity transport in the strongly collisional

Pfirsch-Schlüter regime, demonstrating good agreement with the results [56] of the local

neoclassical theory.

The chapter is organized as follows. Section 2 contains an overview of the COGENT

code and describes the newly implemented collision operator. In Section 3, we review

COGENT simulations of single component plasma in a slab geometry, and the heavy

impurity transport in toroidal geometry. Section 4 summarizes presented results and gives

a conclusion.
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4.2 Model description

This section describes the main aspects of the COGENT code and introduces the

newly implemented collision model. COGENT is a continuum Eulerian gyrokinetic code.

The electrostatic version of the COGENT code (used for simulations in this article) describes

coupled evolution of the gyrocenter distribution function and the electrostatic potential

for plasma in the external magnetic field. The code solves for a gyrocenter distribution

function fa(Ra, v||, µa, t) for kinetic species a, where Ra is the guiding center coordinate,

v|| = v ·B/B is the component of velocity v along the magnetic field B of magnitude B,

and µa is the adiabatic invariant of species a with mass ma. COGENT supports several

magnetic B field geometries: slab, Miller closed-flux model [57] for the core region, and a

single-null [58] X-point geometry for cross-separatrix simulations. The numerical algorithm

used in COGENT utilizes a high-order finite-volume conservative discretization. The

current electrostatic implementation of the code adopts a long wavelength limit kρi ≪ 1,

where ρi is the gyroradius of ion species and k is the wavenumber for electrostatic potential

variations. For simulations considered in this article, the gyrokinetic equation simulated

in COGENT can be written for species a as

∂B∗
||afa

∂t
+∇ · (ṘaB

∗
||afa) +

∂

∂v||
(v̇||B

∗
||afa) =

= B∗
||a (C(fa) + C(fa, fb)) ,

(4.1)

Ṙa =
1

B∗
||a

[
v||B

∗
a +

1

ea
b× (ea∇Φ + µa∇B)

]
, (4.2)

v̇|| = − 1

maB∗
||a
B∗

a · (ea∇Φ + µa∇B), (4.3)

B∗
a = B+

mav||
ea

∇× b, (4.4)

where b = B/B and B∗
||a = Ba · b, Φ is the long wavelength neoclassical electrostatic

potential, C(fa) is a like-species collision operator, and C(fa, fb) is the newly implemented
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unlike-species collision operator described in the rest of this section. Further implementation

details for the axisymmetric (4D) and non-axisymmetric (5D) versions of the COGENT

code are available elsewhere [59, 60].

The linearized multi-species collision operator presented in this section utilizes

the approach described by Kolesnikov in [55]. Specifically, the distribution functions of

colliding species fa and fb are assumed to be close to Maxwellian distributions with zero

bulk velocities,

fM
s =

ns

π3/2v3Ts

exp

(
− v2

v2Ts

)
; s = a, b, (4.5)

where v =
√
v2|| + 2µsB/ms is the velocity and vTs =

√
2Ts/ms is the thermal speed of

species s with temperature Ts, mass ms and density ns. Collision operator C(fM
a +δfa, f

M
b +

δfb) is then approximated with a sum of linear operators as

C(fa, fb) = CT(f
M
a , f

M
b ) + CT(δfa, f

M
b ) + CF(f

M
a , δfb). (4.6)

The first two terms in Eq. (4.6) describe collisions of species a with the Maxwellian

background fM
b of species b. For the background species with charge eb and mass mb, the

corresponding test particle operator CT can be expressed in the Landau form [49] as

CT(fa, f
M
b ) = −maL

a/b

8π
×

× ∂

∂vα

∫
dv′{fa(v)

mb

∂fM
b (v′)

∂v′β
− fM

b (v′)

ma

∂fa(v)

∂vβ

}
Uαβ,

(4.7)

Uαβ =
1

u3
(u2δαβ − uαuβ); uβ = vβ − v′β, (4.8)

La/b = lnΛ

(
4πeaeb
ma

)2

, (4.9)

where ln Λ is the Coulomb logarithm. This test particle operator CT can be expressed in
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COGENT coordinates as a divergence of the probability flux Π in the velocity space,

CT(fa, f
M
b ) = ∇v ·Π =

∂Πv||

∂v||
+
∂Πµa

∂µa

=

=
∂

∂v||

{
νD

(
µaB

ma

∂fa
∂v||

− v||µa
∂fa
∂µa

)
+

+
ma

ma +mb

νsv||fa + ν||v||

(
µa
∂fa
∂µa

+
v||
2

∂fa
∂v||

)}
+

+
∂

∂µa

{
νD

(
ma

B
v2||µa

∂fa
∂µa

− v||µa
∂fa
∂v||

)
+

+
2ma

ma +mb

νsµafa + ν||µa

(
2µa

∂fa
∂µa

+ v||
∂fa
∂v||

)}
.

(4.10)

Expression Eq. (4.10) contains standard notations [61] for deflection frequency νD, slow-

down rate νs and parallel diffusion rate νs, given by expressions

νD = νab
v3Ta
v3Tb

(
Ω

ζ3
+

1

ζ3
dΩ

dζ2
− Ω

2ζ5

)
, (4.11)

νs = νab
vTa
vTb

Ta
Tb

(
1 +

mb

ma

)
Ω

ζ3
, (4.12)

ν|| = νab

(
vTa
vTb

)3
Ω

ζ5
, (4.13)

where ζ = v/vTb, νab is the collision frequency given by

νab =
4πe2ae

2
b ln Λnb

m2
av

3
Ta

, (4.14)

and Ω is the Maxwell integral [62] that gives normalized value of integrating the Maxwellian

distribution over sphere with radius ζ2,

Ω =
2√
π

∫ ζ2

0

√
te−tdt = erf(ζ)− dΩ

dζ2
,
dΩ

dζ2
=

2√
π
ζe−ζ2 .

As can be seen from the expression Eq. (4.10), CT(fa, f
M
b ) is a differential operator, which

makes it cheap to evaluate numerically.
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The field particle operator CF(f
M
a , δfb) describes collisions of Maxwellian component

fM
a with perturbation δfb. When written in the Landau form (as done for CT in Eq. (4.7)),

the field particle operator involves a convolution integral over the velocity space, and

is, from the numerical viewpoint, as expensive to evaluate as the full Landau operator.

Accordingly, only some codes [63, 64] implement the field particle component of the

linearized collision operator in the Landau form. Instead, linear collision models typically

[42, 43, 44] postulate a reduced field particle operator that is more efficient to evaluate

numerically. In the collision operator model proposed by Kolesnikov [55], the field particle

operator is given by expressions

CF(f
M
a , δfb) = δPabRabv|| + δEabQab, (4.15)

δPab = −
∫
dvmbv||CT(δfb, f

M
a ), (4.16)

δEab = −
∫
dv
mbv

2

2
CT(δfb, f

M
a ), (4.17)

Rabv|| =
CT(mav||f

M
a , f

M
b )∫

dvmav||CT(mav||fM
a , f

M
b )

, (4.18)

Qab =
CT(mav

2fM
a , f

M
b )∫

dv(mav2/2)CT(mav2fM
a , f

M
b )

. (4.19)

Since previous reports [65, 55] contain typos in explicit form of the field operator CF,

corrected expressions are given below. In the case of equal temperatures Ta = Tb = T ,

Rab =
3
√
πfM

a

4naT

(
1 +

mb

ma

)3/2
Ω

ζ3
, (4.20)

Qab =

√
πfM

a

2naT

(
1 +

mb

ma

)3/2
1

ζ

(
ma

mb

Ω− dΩ

dζ2

)
. (4.21)
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It can be easily demonstrated that CF provides conservation of momentum,

d

dt

∫
dvmav||fa =

∫
dvmav||

(
CF(f

M
a , δfb))+

+ CT(δfa, f
M
b ) + CT(f

M
a , fM

b )

)
= δPab − δPba−

−
∫
dvmbv||CT(f

M
b , fM

a ) = − d

dt

∫
dvmbv||fb,

(4.22)

and energy (as can be shown analogously to Eq. (4.22)). From expressions Eqs. (4.15)-

(4.19), it follows that the field particle CF operator conserves particles if the test particle

operator CT does. Because of the divergence form Eq. (4.10) of the test particle operator

CT(fa, f
M
b ), conservation of the particle number density na during collisions can be enforced

by setting the probability flux to zero S ·Π = 0 through the boundaries of the velocity

domain S,

∫
dvCT(fa, f

M
b ) =

∫
S

dS ·Π = 0, (4.23)

where S is normal to surface S. Since the finite volume discretization scheme used in

COGENT exactly recovers the Gauss divergence theorem, the test particle CT (and,

therefore, field particle CF) operator conserves particles up to machine precision if the

probability flux of CT is adjusted according to Eq. (4.23).

It is instructive to compare the collision operator given by Eq (4.6) to previously

published [44, 45, 48] linearized collision operator models. For the case of equal background

temperatures, the operator described by Eq. (4.6) is equivalent to the Sugama collision

operator [42]. Accordingly, in thermal equilibrium Ta = Tb, the test and field particle
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operators satisfy adjointness relations

∫
dv
δfa
fM
a

CT(δga, f
M
b ) =

∫
dv
δga
fM
a

CT(δfa, f
M
b ), (4.24)

Ta

∫
dv
δfa
fM
a

CF(f
M
a , δfb) = Tb

∫
dv
δfb
fM
b

CF(f
M
b , δfa), (4.25)

for arbitrary δga, and it was shown (see [42], [4] and references therein) that relations

Eq. (4.24) and Eq. (4.25) ensure that the operator Eq. (4.6) satisfies the H-theorem for case

of equal temperatures of colliding species. In the case of different background temperatures,

Ta ̸= Tb, the operator given by Eq. (4.6) is no longer equivalent to the Sugama [42] operator.

This is because the latter operator does not include collisions between the Maxwellian

backgrounds, and modifies the test particle term in order to ensure that the self-adjointness

relation in Eq. (4.24) holds for unequal temperatures. The Sugama model [45] does not

include collisional thermalization between the background distribution functions fM
a,b. Such

an approach is suitable for simulations with fixed backgrounds, but additional care must be

taken to avoid energy transfer from the different-temperature Maxwellian fM
a,b backgrounds

into the δfa,b perturbations. Instead, the collision operator can directly retain the energy

exchange between background Maxwellians, represented by the CT(f
M
a , fM

b ) term that

drives the system towards an equilibrium temperature T = Ta = Tb. We note that another

approach to a linearized collision operator is used in the GYSELA [66, 44] code, where a

term representing the energy exchange between Maxwellians describes the evolution of

the background temperatures, and the field particle operator is constructed based on the

expansion of a distribution function in spherical harmonics and Laguerre polynomials [44]

to recover the friction and thermal forces that will be discussed in Section 4.3 below.

Finally, we note that the long-wavelength approximation adopted in the model

collision operator [Eqs. (4.6)-(4.19)] does not account for finite Larmor radius (FLR) effects

[45], which, for instance, are required to describe classical transport perpendicular to the

magnetic field.
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4.2.1 Stable timestep condition

Time integration in COGENT can be done via explicit fourth-order Runge-Kutta

(RK4) or semi-implicit additive Runge-Kutta (ARK) scheme. In this section, we analyze

the numerical stability condition for the explicit time stepping scheme, arising from the

diffusion in velocity space associated with the test particle operator. We illustrate that

the diffusion coefficient Dµµ along µ grows linearly with the velocity v of colliding species

a, and this can cause the maximum stable time step δt of the explicit integration scheme

to be much less than the collision time 1/νab.

Because Maxwellian distribution fM
b is spherically symmetric in the velocity space,

the Rosenbluth φb, ψb potentials associated with the test particle operator are easily

found to be

∇2
vφb = fM

b ⇒ φb = − nb

4πvTb

1

ζ

(
Ω +

dΩ

dζ2

)
, (4.26)

∇2
vψb = φb ⇒ ψb = −nbvTb

8πζ

[
(ζ2 + 1)

dΩ

dζ2
+

(
ζ2 +

1

2

)
Ω

]
. (4.27)

Probability fluxes Π in Eq. (4.10) can be expressed in drag-diffusion form

Πv|| = Av||fa +Dv||µ
∂fa
∂µa

+Dv||v||

∂fa
∂v||

, (4.28)

Πµ = Aµfa +Dµv||

∂fa
∂v||

+Dµµ
∂fa
∂µa

, (4.29)

with the diffusion coefficients given by [51]

Dv||v|| = −La/b∂ψ
2
b

∂v2||
=

1

2
(νD

2µaB

ma

+ ν||v
2
||) =

=
νabv

3
Ta

2vTb

(
sin2(ξ)

(
1

ζ

dΩ

dζ2
+

Ω

ζ
− Ω

2ζ2

)
+ cos2(ξ)

Ω

ζ3

)
,

(4.30)

65



Dv||µ = −La/b2ma

B
µa

∂2ψb

∂µa∂v||
= (ν|| − νD)v||µa =

= νab
v3Tama

2B
sin2(ξ) cos(ξ)

(
3Ω

2ζ2
− Ω− dΩ

dζ2

)
,

(4.31)

Dµµ = −La/b2m
2
a

B2
µa

(
2µa

∂2ψb

∂µ2
a

+
∂ψb

∂µa

)
=

=
mav

4

8B2
(νD sin2(2ξ) + 4ν|| sin

4(ξ)) = νab
m2

av
3
TavTb

8B2
×

×
(
sin2(2ξ)

(
ζΩ + ζ

dΩ

dζ2
− Ω

2ζ

)
+ 4 sin2(ξ)

Ω

ζ

)
,

(4.32)

where cos(ξ) = v||/v. Since Ω → 1 and dΩ/dζ2 → 0 for ζ → ∞, it follows from Eq. (4.32)

that diffusion Dµµ grows unbounded with the velocity v of the species a. Recall that explicit

schemes typically have a numerical stability threshold dFDA, setting stable resolution criteria

Dµµδt/δµ
2
a < dFDA. Therefore, stable timestep δt is bounded by condition

νabδt ≲ 2dFDA

(
2Bδµa

mav2Ta

)2
vTa
v
, (4.33)

where δµa is the velocity grid spacing along µa. Condition Eq. (4.33) becomes a severe

restriction since, on the one hand, the bulk of the Maxwellian function fM
a needs to be

well resolved in the velocity space δv/vTa ∼ 2Bδµa/mav
2
Ta ∼ 10−1, while, on the other

hand, superthermal particles (with velocities v/vTa ∼ 10 and above) make important

contributions to current and heat flux [7] and need to be retained. Note that, unlike Dµµ,

other diffusion coefficients [given by Eqs. (4.30) and (4.31)] are bounded by conditions

Dv||v|| <
νabv

3
Ta

2
√
πvTb

, Dv||µ <
νabv

3
Tama

3
√
3B

, (4.34)

and the associated stable timestep conditions are independent of v. Furthermore, recall

that the condition in Eq. (4.33) is derived in the ζ = v/vTb → ∞ limit, yet, in practice, the
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value of ζ is limited by the velocity domain bounds (|v|||max and µmax) of the simulation.

Therefore, in general, expressions Eqs. (4.30)-(4.32) must be used to determine the stable

timestep condition from the diffusion in velocity space.

4.2.2 Convergence studies

We verify that the operator is implemented correctly by doing a convergence

study. We verify that Rab and Qab computed by COGENT from expressions Eqs. (4.18)

and (4.19) agree with expressions Eqs. (4.20) and (4.21). To confirm correct implementation

of energy and momentum terms given by Eqs. (4.16) and (4.17), we consider an analytically

given distribution functions f t
a (e.g., f t

a = (1 + 0.02v||/vTa + 0.05v2||/v
2
Ta)f

M
a used in the

test shown in Fig. 4.1), and compare analytical (δP t
ab, δEt

ab) values to COGENT (δP∆
ab,

δE∆
ab) values from simulation with the same velocity domain boundaries |v|||max and µmax,

but with different velocity grid cell sizes δv|| and δµ. In what follows, we label δv|| and

δµ velocity grid sizes as ∆. We repeat COGENT simulation with different resolutions,

simultaneously changing δv|| and δµ|| by a factor of two, and measure the residue as shown

in Fig. 4.1 to verify that |δEt
ab − δE∆

ab| ∝ (∆/∆0)
2 and |δP t

ab − δP∆
ab| ∝ (∆/∆0)

2, where

∆0 is the velocity grid cell size for the COGENT simulation with the velocity resolution

(v||, µ) of 1024 × 512, as illustrated in Fig. 4.1. This quadratic rate of convergence is

consistent with a second-order cell-centered finite-volume discretization presently utilized

for the newly implemented collision operator Eq. (4.6) in COGENT. We also verified that

COGENT satisfies both the particle conservation

∫
dvC(fa, fb) = 0, (4.35)

and the momentum balance

∫
dvmav||C(fa, fb) +

∫
dvmbv||C(fb, fa) = 0, (4.36)
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Figure 4.1. (Top panel) Example results from the convergence studies, with fa =
(1 + 0.02v||/vTa + 0.05v2||/v

2
Ta)f

M
a , demonstrating quadratic convergence. Grid cells ∆/∆0

correspond to (v||, µ) resolutions 1024× 512, 512× 256, 256× 128, and 128× 64, where ∆0

corresponds to 1024×512. Grid cell size ∆∗ corresponds to (v||, µ) resolution of 2048×1024.
All shown simulations have the same velocity domain boundaries µmax and |v|||max given
by 2Bµmax/Ta = 27 and |v|||max/vTa = 8. (Bottom panel) Example results of the energy
conservation error in simulations which include collisions between background collisions.
The resolution of the velocity domain corresponds to the data on the top panel.
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up to numerical precision, regardless of the velocity domain resolution. The particle

conservation Eq. (4.35) is obtained by setting the probability flux through the |v|||max and

µmax boundaries to zero, as in Eq. (4.23).

The energy conservation

∫
dv
mav

2

2
C(fa, fb) +

∫
dv
mbv

2

2
C(fb, fa) = 0 (4.37)

is demonstrated in the bottom panel of Fig. (4.1) as a function of the velocity grid resolution.

Note that the error in energy conservation comes entirely from the terms describing the

background Maxwellian interactions, i.e., CT(f
M
a , f

M
b ) and CT(f

M
b , f

M
a ). When background

Maxwellians are in the thermal equilibrium, the corresponding collision term vanishes

CT(f
M
a , f

M
b ) = 0 and can be excluded from the operator, resulting in energy conservation

up to machine precision for all velocity resolutions.

Recall that the denominators of the Rab and Qab terms of the field operator in

Eqs. (4.18) and (4.19) are designed to balance momentum and energy loss caused by the test

particle operator for species b , as illustrated in Eq. (4.22). To recover the corresponding

discretized energy and momentum conservation properties (Eqs. (4.36, 4.37)) up to

numerical precision, we employ numerical evaluation and integration of the denominators

in expressions Eqs. (4.18) and (4.19), instead of evaluating them analytically as in Eq. (4.20)

and (4.21).

4.3 COGENT simulations in the highly collisional
regime

In this section, we use the model collision operator to simulate transport in case of

high mass ratio mb ≫ ma and for high enough collisionality to assume small deviations

from a Maxwellian distribution for colliding species a and b, justifying the use of a

linearized collision operator. Collisions in such regime produce thermal and friction
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forces, as was demonstrated by Braginskii [6] for electron-ion plasma. In what follows,

background Maxwellian distributions are fixed and have equal temperature Ta = Tb = T ,

so CT(f
M
a , f

M
b ) = 0.

The friction force along the magnetic field, resulting from operator Eq. (4.6), can

be expressed as

∫
dvmav||C(fa, fb) = δPab − δPba, (4.38)

with δPab and δPba defined by Eq. (4.16).

Our first goal is to verify that, in linear approximation, the friction force Eq. (4.38)

from the model operator agrees with the result from Braginskii’s [6] original work. We

consider the bulk velocities of electrons ua and ions ub (relative to the velocity of background

Maxwellians fM
s ) to be much less than their thermal speeds vTs. We follow Braginskii’s

approach and compute the friction force on light species by approximating the distribution

function to first order as

fa ≈ fM
a

(
1 +

2uav

vTa

)
. (4.39)

Since for the test particle collision operator the energy transfer rate between the light

species a and the heavy species b is a factor of ma/mb smaller than the momentum transfer

rate, we can calculate the δPba as

δPba =

∫
dv
mav||nbL

a/b

8π

∂

∂vα

v2δαβ − vαvβ
v3

∂δfa
∂vβ

=

=
nbmaL

a/b

2π

∫
dv
v||
v3
uaβvβ
v2Ta

fM
a =

4νabmana

3
√
π

ua.

(4.40)

The δPba obtained in Eq. (4.40) depends on the ua, yet it is clear from the physics of

the Coulomb collisions that the friction force must depend on the relative bulk velocity
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ua − ub. Therefore, the contribution from δPab must also be considered. To calculate δPab,

we use the Landau form of the test particle operator given by Eq. (4.7) in the expression

Eq. (4.16), and expand the relative velocity tensor defined in Eq. (4.8) to first order as

Uαβ ≈
v′2δαβ − v′αv

′
β

v′3
+ vγ

∂

∂v′γ

(
v′2δαβ − v′αv

′
β

v′3

)
, (4.41)

with the ratio between the velocities of species b and a as the expansion parameter.

Combining Eqs. (4.7), (4.16) and (4.41), we can evaluate δPab as

δPab =

∫
dvmbv||

mbL
b/a

8π

∂

∂vα

∫
dv′ δfb(v)

ma

∂fM
a (v′)

∂v′β

{
v′2δαβ − v′αv

′
β

v′3
+

+ vγ
∂

∂v′γ

(
v′2δαβ − v′αv

′
β

v′3

)}
= −m

2
bL

b/a

8πma

∫
dvδfbv||

∫
dv′v

′2δαβ − v′αv
′
β

v′3
∂fM

a

∂v′β∂v
′
||
=

=
4

3
√
π
νba

√
ma

mb

mbnbub,

(4.42)

where

ub =
1

nb

∫
dvδfbv||. (4.43)

Combining expressions Eq. (4.40) and Eq. (4.42) above, we find that the linear approxima-

tion for friction force∫
dvmav||C(fa, fb) = δPab − δPba =

=
4νabmana

3
√
π

(ub − ua) = −
∫
dvmbv||C(fb, fa).

(4.44)

matches the result of Braginskii. This is to be expected, since, in the infinite mass ratio

mb/ma → ∞ limit, the operator described by Eq. (4.6) is the same as the Landau operator.

Indeed, the test particle CT(δfa, f
M
b ) operator in this limit reduces to the Lorentz operator,

71



while the field particle operator vanishes for infinitely heavy species b.

4.3.1 Modeling electric conductivity with COGENT

We now simulate the friction force in COGENT with the setup described in this

paragraph. For simplicity, we consider a slab geometry with two species (a and b), which

are initialized with uniform Maxwellian distributions fM
a and fM

b , respectively. We set

masses of colliding species to ma = mp, mb = 100mp in the units of proton mass mp. The

charge of species a is set equal to the electron charge, ea = −|e|. The charge of the heavy

species eb = Zb|e| is varied between simulations. The density na of species a is set to

1021 m−3, and the density nb of species b is set by the quasi-neutrality condition,

eana + ebnb = 0. (4.45)

The temperature of both species is homogeneous and set to 20 eV. We consider a slab

geometry with a uniform fixed magnetic Bez and electric Eez fields along the z-axis, and

periodic boundary conditions in the z-direction. For the outlined simulation setup, the

kinetic equation Eq. (4.1) solved in COGENT for the species a reduces to

∂fa
∂t

+
eaE

ma

∂fa
∂v||

= C(fa) + C(fa, fb). (4.46)

Collisions C(fa, fb) between species a and species b are modeled using the operator

described in Section 4.2. Note that, for a finite charge eb of species b, the impact of

collisions C(fa) between light species a on their distribution function fa is compatible

to the impact of the collisions between species a and b, C(fa, fb) ∼ C(fa). Therefore,

collisions between species a must be included into the simulation with finite charge state of

species b, Zb ∼ 1. Various like-species collision models are available [67] in the COGENT

code, including the full Fokker-Planck [51] collision operator CFP(fa), and a model collision
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operator CA(fa) proposed by Abel [68] that is similar to the operator C(fa, fb) described

in Section 4.2 (both CA(fa) and C(fa, fb) are based on the linearized Landau collision

operator). As we mentioned earlier, the Fokker-Planck operator gives the highest fidelity,

but is expensive to evaluate numerically since it requires solving a pair of Poisson equations

[51] for the Rosenbluth potentials. Therefore, it is of interest to assess the impact of

replacing the Fokker-Planck operator CFP(fa) with the Abel collision operator CA(fa),

which is much faster to evaluate. The use of a linearized collision model in the considered

simulations can be justified for the case where the magnitude of the electric field E is much

less than the Dreicer [69] field ED. Because the role of electrons is assumed here by the

species a with a mass of a proton, the corresponding Dreicer [69] field is ED ∼ 1 kV/m.

For E ≪ ED and homogeneous background profiles, the deviations from the Maxwellian

can be assumed to be small and the use of linearized collision operators is justified. In what

follows, we perform two sets of COGENT simulations, where the like-species collisions of

the light species a are described with either the Fokker-Planck, CFP, or the model Abel

operator, CA. In addition to verification purposes, this test elucidates validity limits of

the reduced Abel operator.

We simulate the described setup in COGENT over hundred collision times 1/νab,

allowing the bulk velocities

ub ≡ 1

nb

∫
dvv||δfb = −Zbma

Zamb

ua, (4.47)

ua ≡
1

na

∫
dvv||δfa, (4.48)

to reach a steady state. Note that the right equality in Eq. (4.47) follows from the

quasi-neutrality condition Eq. (4.45) and momentum conservation Eq. (4.36). We then
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analyze the kinetic simulation results with the Braginskii [6] fluid model,

msns
dus
dt

+
∂Ps

∂z
= esnsE +Rs, (4.49)

3

2
ns
dTs
dt

+ Ps
∂us
∂z

= −∂qs
∂z

+Qs, (4.50)

where Ps = nsTs is the pressure, Qs is the heat from friction given for species a as

Qa =

∫
dv
mav

2

2
C(fa, fb), (4.51)

Rs = Ru,s +RT,s is the parallel force combined from friction Ru,s and thermal RT,s forces

expressed for species a as

Ra =

∫
dvmau||C(fa, fb) = Ru,a +RT,a =

= −C1
4νabmana

3
√
π

(ua − ub)− C2na∇||Ta,

(4.52)

and qs is the parallel heat flux expressed for a species as

qa =

∫
dv
ma

2
(v − uaez)

2(v|| − ua)fa = qu,a + qT,a =

= C2naTa(ua − ub)− C3
3
√
πnaTa

4maνab
∇||Ta.

(4.53)

The transport coefficients C1, C2, C3 depend on details of a collision model and can be

inferred from the results of COGENT simulation. It is important to emphasize that

the thermal force RT,a arises from the velocity dependence of the Coulomb collisions

λ ∼ (va − vb)
4, and the unlike-species collision operator must recover this dependence in

order to recover the thermal force in Eq. (4.52). For example, the thermal force RT,a in

Eq. (4.52) cannot be recovered from Bhatnagar-Gross-Krook (BGK) [70] collision operator

CBGK(f) = ν(f−fM) with ν independent of a particle velocity. Indeed, the force produced
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by BGK operator is

∫
vCBGK(f)dv = ν

(∫
vfdv −

∫
vfMdv

)
, (4.54)

which depends solely on the bulk velocities of distributions f and fM and does not

depend on temperature gradients. Likewise, the thermal force RT,a is not recovered by the

Lenard-Bernstein-Dougherty (LBD) [71, 72] operator of the form

CLBD(fa) = L
∂

∂vα

[
(v −VLBD)fa +DLBD

αβ

∂fa
∂vβ

]
, (4.55)

where L, V LBD and DLBD are some functions independent of velocity, as in, for example,

recently reported GKeyll [46] or GENE-X [47] implementations. Indeed, the force from

the CLBD collision operator, described in Eq. (4.55), is

∫
vCLBD(fa)dv = −L(

∫
vfadv −VLBD), (4.56)

and in order for this expression to recover the thermal force RT,a from expression (4.52)

would require for the VLBD function to have a particular explicit ∇||T dependence. Current

LBD implementations often [47, 46] disregard the thermal force entirely, despite this force

being important [53] for the impurity transport.

The multi-species collision operator given by Eq. (4.6) is based on the test particle

operator CT which preserves the velocity dependence of Coulomb collisions, and therefore

can recover the thermal force. For simulations described in Sections 4.3.1 and 4.3.2, we

measure the parallel force Ra and the heat flux qa, verify that they have the forms given

by Eq. (4.52) and Eq. (4.53), and compute the transport coefficients C1,2,3.

For the simulation setup with a fixed electric field described above, a steady-state

solution corresponds to a balance between the parallel force Ra and the electric force
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eanaE [see Eqs.(4.49) and (4.52)], giving

C1 =
3
√
π|ea|E

4νabmana|ua − ub|
. (4.57)

From simulation without a-a collisions, we obtain C1 = 0.30 from Eq. (4.57). This value is

very close to the value CB
1 = 0.29 reported by Braginskii for the case of an electron-ion

plasma with Zb → ∞. Such agreement is expected since Zb = eb/|e| → ∞ allows to

neglect electron-electron collisions in the electron-ion problem, and electrons correspond

to the species a in the described simulation. For finite Zb, collisions between the light

species a must also be included in the corresponding COGENT simulation. We use

Eq. (4.57) to measure the transport coefficient in COGENT simulations with various

values of eb and compare them to the corresponding results from the Braginskii’s problem

for an electron-ion plasma [6, 56], as shown in the top and bottom left panel in Fig. 4.2.

We also perform several additional runs with different values of the electric field, E, to

verify that the measured force is proportional to ua − ub, in agreement with the expression

for the friction force Ru,a in Eq. (4.52). These runs are illustrated in the bottom right

panel in Fig. 4.2. When the Fokker-Planck operator CFP(fa) is used to model collisions

between the species a, the values of C1 are within 3 − 6% of Braginskii’s results for all

Zb. Recall that the difference between the newly implemented operator Eq. (4.6) and

the linearized Landau operator vanishes in the limit of high mass ratios, justifying the

observed agreement with Braginskii’s results for the electron ion plasma since me ≪ mi.

Furthermore, in simulations where the Abel collision operators CA(fa) is used instead

of the Fokker-Planck CFP(fa) operator, the values of C1 are within 20% of Braginskii’s

results. When using the model collision operator CA(fa) for the like-species collisions, the

difference with the values reported by Braginskii is the largest for the smallest charge of

species b, Zb = 1, which is to be expected since, for higher charge state Zb, the influence

of like-species collisions on the light species distribution function fa decreases relative to
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the influence of collisions between the light species a and the heavy species b.

4.3.2 Thermal force and heat flux coefficients measurement
with COGENT

The heat flux qa for species a is given by Eq. (4.53) in the Braginskii model presented

above. We use Eq. (4.53) to measure C2 in the simulation setup from Section 4.3.1 as

C2 =
qa

naT (ua − ub)
, (4.58)

and present the results in Fig. 4.2. For the simulation corresponding to Zb → ∞ (i.e.,

without self-collisions of species a), Eq. (4.58) gives C2 = 1.44, which is close to the heat

flux coefficient value of CB
2 = 1.5 reported by Braginskii for the electron-ion problem. For

the simulations corresponding to finite Zb, the values of C2 are within 3-6% of Braginskii’s

results for the case where the Fokker-Planck operator CFP(fa) is used to simulate collisions

between the light species a, as shown in Fig 4.2. When the Fokker-Planck operator is

replaced by the Abel linearized collision operator CA(fa), the observed C2 values are within

20% of Braginskii’s results.

Our next goal is to consider a hydrodynamic equilibrium in the presence of the

temperature gradient along the magnetic field, to measure the thermal RT,a force in

Eq. (4.52) and the qT,a component of the parallel thermal flux in Eq. (4.53). We do this in

the rest of this section.

We consider a slab geometry introduced in Sec. 4.3.1, although we turn off the

electric field. For the outlined simulation setup, the kinetic equation Eq. (4.1) solved by

COGENT for the species a can then be simplified to

∂f

∂t
+

∂

∂z
(v||fa) = C(fa) + C(fa, fb), (4.59)

where z is the coordinate along the magnetic field. We set the initial temperature profile
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Figure 4.2. (Top panel): Values of transport coefficients C1 (red circle and diamond
labels) and C2 (blue square and star labels) from COGENT simulation of the setup
described in Section 4.3.1, measured using Eq. (4.57) and Eq. (4.58) for various eb. The
red dashed line and blue dash-dot line show Braginskii’s values [6, 56] for electron-ion
transport coefficients C1 and C2, respectively. For simulations with Abel collision operator
CA(fa) for collisions between species a, the transport coefficients C1 (diamonds) and C2

(stars) are within 20% of the Braginskii’s values. When the Fokker-Planck operator is
used to model a-a collisions, agreement of C1 (circles) and C2 (squares) with Braginskii’s
results is within 3− 6%.
(Bottom left panel): Time series of the bulk velocity ua (solid line) and heat flux qa (dashed
line) for simulation with eb = 2|e|, illustrating the steady state. (Bottom right panel)
Scaling of steady state velocity (top line) and heat flux (bottom line) from COGENT
simulations with different E, demonstrating that steady state bulk velocity and heat
flux scale linearly with E, in agreement with theory. Velocity is normalized by vTa, heat
flux by naTavTa, distance by l̃ = 1 m and electric field by Ta/(|e|l̃). The simulation has
velocity domain boundaries |v|||max/vTa = 8, µmaxB/Ta = 12, and velocity grid resolution
nv|| = nµ = 128.
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Figure 4.3. (Top panel): Profiles of the thermal heat flux qT,a and residue qa − qu, as
defined in Eq. (4.53).
(Bottom panel) profiles of the pressures from friction Ru and thermal RT forces at steady
state, demonstrating |ua−ub| ∝ ∇||T in agreement with Eq. (4.52). Velocity is normalized
by vTa, heat flux by na,0TavTa, distance by l̃ = 1 m, pressure by na,0mav

2
Ta/l̃. The

simulated velocity grid is bounded by |v|||max/vTa = 8, µmaxB/Ta = 12 and has resolution
nv|| = nµ = 128. Domain resolution along the magnetic field is nz = 32.
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Figure 4.4. (Top panel): Values of the conductive heat flux coefficient C3 (green
labels) from COGENT simulation of the setup described in Section 4.3.2, measured using
Eq. (4.53) for various eb. The green dashed line shows the heat flux coefficient C3 reported
by Braginskii [6, 56]. Simulations with Abel like-species collision operator CA(fa) are
labeled with stars and agree within 20% of the Braginskii’s values. When the Fokker-Planck
CFP operator is used instead to model the like-species collisions, the agreement of C3

values (squares) with Braginskii’s results is improved to within 3− 6%.
(Bottom panel) Time series of relative velocity û = |ûa − ûb| (solid lines), and heat flux
(dashed lines) q̂a from simulation with eb = 3|e|, illustrating the steady state. Velocity is
normalized by vTa, heat flux by na,0TavTa.
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for both species as

Ts
Ts,0

= 1.05− 0.05

(
1 + exp

(
2π

z − zmin

zmax − zmin

− π

))−1

, (4.60)

where Ts,0 = 20 eV, zmin = 0 m and zmax = 2 m. The density profile for each species is

set to ns,0Ts,0/Ts so that the system is in hydrodynamic equilibrium ∇ps = 0. We take

na,0 = 5× 1021 m−3 and nb,0 is set by the quasi-neutrality condition given by Eq. (4.45).

The masses of species are set to ma = mp and mb = 100mp as in the setup from the

previous section, ea = −|e|, and the value of eb is varied between the simulations. COGENT

simulations demonstrate that the bulk velocities and heat fluxes reach their quasi-stationary

state values after about a dozen of collisional times. In this quasi-stationary state, the

thermal force, RT,a, should be balanced by the friction force, Ru,a, according to Eqs. (4.49)

and (4.52). This property is confirmed in our simulations, as illustrated in Fig. 4.3 and

bottom panel of Fig. 4.4. From Eq. (4.52) and Ru,a +RT,a = 0, we can measure the C1/C2

ratio. For example, for Zb = 3, in the simulation with the Abel collision operator CA,

we recover the ratio C2/C1 = 1.92. Recall that we previously measured C1 = 0.46 and

C2 = 0.9 for the case of Zb = 3 in the counterpart simulation which included external

electric field (see Sec. 4.3.1). For that case, we obtained the transport coefficients from the

steady-state values of the friction force (C1) and the heat flux (C2). It is instructive to note

that the ratio of those coefficients C2/C1 = 1.96 is within 2% from what we obtain here

from the force balance. This is a manifestation of the Onsager symmetry in the transport

coefficient. The Onsager principle follows from (t, B) → (−t,−B) invariance of underlying

equations of motion and yields the transport coefficient for the convective heat flux [the

first term in the right-hand side of Eq. (4.53)] to be the negative of the transport coefficient

for the friction force [the second term in the right-hand-side of Eq. (4.52)]. This principle is

represented in the self-adjointness relations Eqs. (4.24) and (4.25) of the collision operator

(see [4] and references therein). Note that the Onsager property is related to the entropy
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production [4] rate. Therefore, model operators which do not recover Onsager symmetry

do not, in general, result in the correct rate of entropy production, which can be important

[73] for kinetic studies. The model operator in Eq. (4.6) does recover Onsager symmetry

for the case Ta = Tb considered here, and we verify that the C2/C1 ratio measured from

the two different setups described in Secs. 4.3.1 and 4.3.2 agree within 2% for all Zb we

simulated. We can therefore use the value of C2 obtained from Eq. (4.58) to measure the

transport coefficient C3 in the Eq. (4.48) as illustrated in the top panel of Fig. 4.3. Without

the like-species collisions for species a, we obtain C3 = 12.4, which recovers Braginskii’s

value CB
3 = 12.5 for the Zb → ∞ case in the electron-ion problem. Similarly to previous

results, when we use the Fokker-Planck operator CFP(fa) to simulate collisions between

the light species a, the values of the conductive heat flux coefficient C3 from COGENT

simulations are within 3 − 6% of Braginskii’s result for all Zb, as illustrated in the top

panel of Fig. 4.4. In the corresponding simulations with the Abel collision operator CA(fa),

we obtain C3 values within 20% of Braginskii’s result.

In summary, in this section we performed simulations using COGENT with the

model collision operator given by expression Eq. (4.6) to measure the parallel transport

coefficients C1,2,3 in a strongly collisional regime for a two-component plasma with a

large species mass ratio ma/mb = 1/100. For the case where the Fokker-Planck operator

CFP(fa) is used to model the like-species collisions for the light species a, the results of

the COGENT simulations for all transport coefficients are found to be in good agreement

(within 3-6%) with Braginskii’s results for an electron-ion plasma. For the case where

the linearized Abel operator CA(fa) is used to model a-a collisions, the departure from

Braginskii’s results increases to 20%. The maximum difference is observed for smaller

values of Zb, consistent with a pronounced role of the like-species collisions for Zb ∼ 1.

We also verified that the Onsager symmetry relationship is recovered in our simulations

for the case of equal Ta = Tb, as expected from the self-adjointness of the model unlike

collision operator.
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It is expected that the model unlike-species collision operator given by Eq. (4.6)

does not, in general, yield physically accurate transport coefficient outside the high mass

ratio limit addressed in this section, since the error from the ad-hoc field particle operator

is significant for ma ∼ mb. This limitation can be addressed by utilizing the moment

method [74] to further improve a linearized collision model, as proposed by Sugama in

Ref. [43].

4.3.3 Modeling radial neoclassical transport in the presence of
heavy impurities with COGENT

In this section, we consider a plasma of electrons, ions, and heavy impurities in a

concentric circular tokamak geometry. The magnetic field geometry is given by

Bϕ,θ(r, θ) =
BT,pR0

R0 + r cos(θ)
, (4.61)

where r is the minor radius coordinate, θ is the poloidal angle, BT and Bp are the

toroidal and poloidal components of the magnetic field. We take the major radius of the

tokamak to be R0 = 8.5 m. The minor radius coordinate ranges from rmin = 0.8075 m to

rmax = 0.8925 m, so the middle of the simulation domain is located at r0 = (rmin+rmax)/2 =

0.85 m and the tokamak aspect ratio is ϵ = r0/R0 = 0.1 We consider plasma transport in

a Pfirsch-Schlüter regime, i.e., for collisionality

ν∗ =
νabϵ

−3/2qR0

vTb

≫ 1, (4.62)

where q ∼ ϵBT/Bp ∼ 1.14 is the characteristic safety factor, νab is the collision frequency

defined in Eq. (4.14), main plasma ions are denoted as species a with mass ma = mp and

charge ea = |e|, and impurities are denoted as species b with mb = 100mp and charge

eb = 2|e|. We simulate a strongly magnetized plasma by taking BT = 28.9 T, Bp = 2.53 T,

and assuming the background temperature T = 500 eV for all species. Initial condition for
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fa and fb correspond to a local Maxwellian distribution function with uniform temperature

and a density profiles given by

ns = ns,0

(
1− 0.05 tanh

(
2π

r − rmin

rmax − rmin

− π

))
, (4.63)

where na,0 = 2.8×1020 m−3 and nb,0 = 7×1019 m−3. These plasma parameters correspond

to ν∗ ≈ 34 ≫ 1. For the outlined parameters, plasma is strongly magnetized, with the

gyroradius much smaller than the mean free path ρa ≪ λa.

The electron density is described by the linear Boltzmann response as

ne = ⟨na + Zbnb⟩
(
1 +

eΦ

T
− e⟨Φ⟩

T

)
, (4.64)

where the angular brackets represent the flux surface average

⟨f⟩ =
∮
f
dlθ
Bθ

/∮
dlθ
Bθ

. (4.65)

In contrast to the slab geometry simulations presented in Secs. 4.3.1 and 4.3.2, here

we also evolve the electric field. This is done in COGENT by including the gyrokinetic

Poisson equation [67, 75] in the long-wavelength limit

∑
s

4πe2s
msΩ2

s

∇⊥ · (ngc
s ∇⊥Φ) = 4πe

(
ne −

∑
s

ngc
s

)
, (4.66)

where Ωs = esB/msc is the gyrofrequency, ngc
s is the gyrocenter density given by

ngc
s =

2π

ms

∫
B∗

||sfsdv||dµs, (4.67)

and ∇⊥ = ∇−b(b ·∇). The radial boundary conditions for the Poisson equation Eq. (4.66)
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Figure 4.5. (Top panel): Maximum of ⟨Γ̂a · ∇r⟩ along the radius plotted against time,
showing the steady state.
(Bottom panel) The radial profile of ⟨Γ̂a · ∇r⟩ is positive and shown as a solid red curve,
and is in good agreement with Eq. (4.70) shown with a black curve. The blue curve shows
the radial profile of ⟨Γ̂b ·∇r⟩, and the gray dashed curve verifies the ambipolarity condition
Eq. (4.72). Particle flux is normalized by na,0vTa, distance by l̃ = 1 m. |v|||max/vTa = 6,
µmaxB/Ta = 6, nv|| = 96, nµ = 48, nθ = 32, nr = 32.
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is

〈∑
s

c2nsms

B2
|∇ψ|2

〉
∂Φ

∂ψ
=

∫ t

0

dt⟨∇ψ ·
∑
s

js⟩, (4.68)

where ψ denotes the flux surface and js is the gyrocenter current density given by

js =
2πes
ms

∫
ṘsfsB

∗
||dv||dµs. (4.69)

We solve Eq. (4.66) with Neumann radial boundary conditions together with the

gyrokinetic equation Eq. (4.1) in the annular toroidal geometry. We run simulation for

about 100/νab to allow for collisional GAM [76] relaxation and the establishment of steady

radial profiles for radial particle fluxes. We analyze simulation results by using the analogy

[56] between electron-ion and proton-heavy impurity transport problems. In the ion-heavy

impurity problem, the protons (species a) play the role of “electrons", while the impurities

(species b) play the role of “protons" in the Braginskii treatment. In the electron-ion

problem, the electron-electron collision operators scale as ne and electron-ion collision

operator scale as niZ
2. In the ion-impurity problem considered here, ion-ion collision

operators scale as na and the ion-impurity collision operator scales as nbZ
2
b. This suggests

[56] that the ion-heavy impurity transport problem is analogous to the electron ion problem

of Braginskii for the case of the ion charge Zb given by α = nbe
2
b/(nae

2
a). In the high

aspect ratio ϵ = r/R ≪ 1 toroidal geometry, it was shown [56] that the radial magnetic

surface averaged particle ⟨Γa · ∇r⟩ flux can be expressed in terms of the parallel transport

coefficients C1, C2 and C3 from Eqs. (4.52)-(4.53) as

⟨Γa · ∇r⟩ = −2q2Dana

((
C1 +

C2
2

C3

)
×

×
(
∂ ln pa
∂r

− Tb
ZbTa

∂ ln pa
∂r

)
− 5

2

C2

C3

∂ lnTa
∂r

)
,

(4.70)
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where

Da =
Ta

τabΩ2
ama

. (4.71)

In a quasi-stationary state, the flux surface averaged impurity flux ⟨Γb · ∇r⟩ is related to

the corresponding main ion flux ⟨Γa · ∇r⟩ by the ambipolarity condition,

ea⟨Γa · ∇r⟩+ eb⟨Γb · ∇r⟩ = 0, (4.72)

because of the momentum conservation during the unlike-species collisions. The constraint

in Eq. (4.72) is also consistent with the quasi-neutrality requirement. Indeed, for a quasi-

stationary state where the polarization current can be neglected, the total flux surface

average neoclassical radial current has to be zero. Recalling that a Boltzmann electron

response given by Eq. (4.64) yields a zero electron flux-surface average current, we obtain

Eq. (4.72). Since for our simulations α = 1, in the radial flux expression Eq. (4.70)

we use transport coefficients for Zb = 1, obtained in Sections 4.3.1 and 4.3.2 from the

simulations with Abel collision operator CA that was used to model like-species collisions in

the Miller geometry simulations discussed in this section. The resulting predicted surface

averaged particle flux profile ⟨Γa · ∇r⟩ agrees with results from the COGENT simulation,

as illustrated in Fig. (4.5). The ion and impurity radial particle fluxes are related by

ambipolarity Eq. (4.72) condition, as expected from the analysis above. These results

demonstrate the consistency of COGENT neoclassical simulations with theory [56] and

results from slab geometry simulations discussed in Sections 4.3.1 and 4.3.2.

4.4 Conclusion and discussion

In this chapter, we report on the implementation and testing of a model unlike-

particle linearized collision operator in the gyrokinetic continuum code COGENT. This
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operator is similar to the model operators for unlike-species collisions developed for

delta-f simulations in Refs. [55, 42] and it is based on the linearization of the Landau

operator. However, the newly implemented operator also retains collisional thermalization

of Maxwellian backgrounds for the case of different species temperatures. It conserves

particle number, momentum, and energy of colliding species, is self-adjoint for equal

background temperatures of colliding species, and preserves the velocity dependence of the

Coulomb mean free path. The latter property is critically important to recover the thermal

force from the unlike-species collisions. The model operator is tested in simulations of

parallel plasma transport in a uniform slab geometry by considering a large species mass

ratio (ma/mb = 100) and a strongly collisional regime. This problem is analogous to the

electron-ion transport problem analyzed by Braginskii, and we analyze our simulation

results by using the Braginskii model. For the case where like-particle collisions within

the light species are modeled with the Fokker-Planck operator, the parallel transport

coefficients obtained in the COGENT simulations are within 3− 6% of the corresponding

Braginskii’s results. When we replace the Fokker-Planck operator with the previously

implemented Abel linearized operator for self-collisions, we obtain coefficients within 20%

of Braginskii’s results. In addition, we verify the Onsager symmetry of the transport

coefficients, which follows from the self-adjointness property of the collision model for

equal background temperatures. Finally, we simulate the Pfirsch-Schlüter problem of the

radial ion-heavy impurity transport in a toroidal geometry, and recover the theoretical

expression [56] for radial neoclassical fluxes in terms of parallel transport coefficients.

The ability of the implemented operator to recover the thermal force is important for

simulating experimentally relevant plasma, since this force is widely recognized [6, 52, 53]

to play one of the major roles in impurity transport in a tokamak edge. We, however, note

that an ion distribution function can substantially deviate from a Maxwellian background

in regions with a steep profile variations (e.g., under H-mode conditions). Because the

operator presented here is linearized, it is only applicable to problems where the bulk
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distribution functions of all colliding species are Maxwellian. However, when the bulks

are Maxwellian, the linear operator allows simulating plasma transport influenced by the

energetic components δf of the distribution functions, which are typically non-Maxwellian

in the tokamak edge region. For example, high-energy tails δf carry [7] significant part of

the parallel electron heat flux, which can be illustrated as follows. In the steady state of

highly collisional electron-proton plasma with species densities ne and bulk Maxwellian

distribution of electrons fe = fM
e + δfe, δfe ≪ fM

e , the non-Maxwellian component δfe can

be estimated from

vx
∂fM

e

∂x
≈ −4πnee

4 ln Λ

m2
ev

3
δfe, (4.73)

where x is the direction of the electron temperature gradient Te = Te(x) and the mean

velocity of the electron bulk fM
e is zero. The electron heat flux is then

qe =

∫
dv
mev

2

2
vxfe =

∫
dv

m3
ev

5

8πnee4 ln Λ
v2x

(
3

2

1

Te
− mev

2

2T 2
e

)
fM
e

dT

dx
. (4.74)

Observe that a significant contribution to the electron heat flux comes from the super-

thermal tail of the electron distribution function, ∼
∫
v11fM

e dv. For this super-thermal tail

to be nearly Maxwellian requires the Coulomb mean free path λC of thermal electrons to be

much shorter than the electron gradient scale length λC|d lnTe/dx| ≪ 10−2. This condition

is not met [77] in the tokamak edge plasmas, even in regions with a Maxwellian bulk. For

such regimes, kinetic simulations with the COGENT linearized collision operator Eq. (4.6)

can be used to model the non-Maxwellian components of the distribution functions and the

resulting parallel heat flux. Apart from contributing the majority of parallel heat fluxes

as shown above, high-energy tails of distribution functions also increase [77] the sheath

potential, enhancing ion acceleration towards the divertor, which results in additional

sputtering and hot spot [78] formation. For cold plasmas with temperatures below the
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inelastic excitation process thresholds, high-energy electron tails significantly alter the

excitation rate of high-Z impurities. In addition, kinetic simulation of the energetic tails of

distribution functions can help to interpret plasma diagnostics, addressing the discrepancies

in, for example, the difference [79] in temperature measured with a Langmuir probe versus

Thomson scattering.

However, as noted earlier, the assumptions employed to achieve the numerical

efficiency of the collision operator can compromise the fidelity of the simulation with

similar masses of colliding species. This limitation can be addressed with further model

enhancements [43] or by simulating collisions with a full Landau operator.

The work presented in this chapter is a reprint of the material as it appears in

Implementation and verification of a model linearized multi-species collision operator in the

COGENT code in Computer Physics Communications 291 (2023) 108829, by A. R. Knyazev,

M. Dorf, and S. I. Krasheninnikov. The dissertation author was the primary investigator

and author of this paper.
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Chapter 5

Summary

The main goal of this thesis is to compose and apply reduced models to analyze

kinetic effects in various plasma setups. This is accomplished through analytical work and

numerical modeling, including direct simulation of the kinetic equation.

The previous analysis of electron dynamics in the counter-propagating linearly

polarized laser plane waves is extended to the case of arbitrary canonical momenta of the

electron in the plane of colliding waves, for both parallel and perpendicular polarizations.

Using the 3/2-dimensional Hamiltonian formalism to describe the electron motion, the

onset of stochastic electron dynamics and the role of stochasticity in electron acceleration

is investigated. Using this one-particle model, it is demonstrated that large perpendicular

canonical momentum P⊥ ≫ a1 suppresses the long harmonic tail in the unperturbed

electron motion (the motion of in the field of main laser a1). In agreement with the

Chirikov resonance cut-off criterion, suppression of harmonics decreases the stochasticity

region, resulting in suppressed stochastic heating. This physical picture agrees with the

obtained analytical estimates for the stochasticity boundaries, which in turn agree with

the direct simulations of Hamiltonian equations. The model is further extended to include

the effects of radiation friction (RF), and it is demonstrated that the Hamiltonian analysis

results remain valid within the applicability of classical RF approximation.

The interaction of a relativistic laser with a structured nanoplate target is considered
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using direct kinetic simulations and reduced analytical models. The semi-analytical model

for the onset of the quasi-static electromagnetic fields within the target is proposed

and verified against the kinetic simulation results. Stochastic electron acceleration in the

presence of laser and quasi-static electromagnetic laser fields is analyzed using a one-particle

model. Electron dynamics is described using the 3/2-dimensional Hamiltonian. Using this

Hamiltonian model, the residue between the amplitude of the quasi-static electric and

magnetic fields of the target is identified as the key parameter for the stochastic electron

acceleration beyond the ponderomotive scaling. Although the described model neglects

many effects of the laser-target interaction, it illustrates the mechanism of producing

energetic electrons via stochastic heating in laser-target interactions.

A linearized multi-species collision operator model is implemented in the gyrokinetic

code COGENT to study the impurity transport. Conservation of energy, momentum, and

density during the collision is demonstrated. The newly implemented model is tested

in the high collisionality and high mass ratio regime, and results are analyzed using the

Braginskii fluid model. The operator’s ability to recover thermal force is demonstrated,

which is important for impurity transport simulation. For the uniform slab geometry,

strongly collisional plasma with mass ratio of 100, the linearized multi-species collision

operator produces parallel transport coefficients in good agreement with Braginskii’s results

when the full Fokker-Planck operator is used to model like-species collisions. Furthermore,

transport coefficients remain within 20% of Braginskii values when Abel model operator

instead of the Fokker-Planck operator. The slab geometry results are verified to be in

agreement with the simulations of Pfirsch-Schlüter radial ion-heavy impurity transport

problem in toroidal geometry. Although the newly implemented model operator may not

produce accurate transport coefficients for plasmas with similar mass ratios, this limitation

can be addressed in future work. Meanwhile, the ability of the operator to retain thermal

force enables analysis of neoclassical impurity transport with the COGENT code.
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